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Abstract: The advancement of smart agriculture, with information technology serving as a pivotal
enabling factor, plays a crucial role in achieving food security, optimizing production efficiency, and
preserving the environment. Simultaneously, wireless communication technology holds a critical
function within the context of applying the Internet of Things in agriculture. In this research endeavor,
we present an algorithm for lightweight channel authentication based on frequency-domain feature
extraction. This algorithm aims to distinguish between authentic transmitters and unauthorized ones
in the wireless communication context of a representative agricultural setting. To accomplish this,
we compiled a dataset comprising legitimate and illegitimate communication channels observed in
both indoor and outdoor scenarios, which are typical in the context of smart agriculture. Leveraging
its exceptional perceptual capabilities and advantages in parallel computing, the Transformer has
injected fresh vitality into the realm of signal processing. Consequently, we opted for the lightweight
MobileViT as our foundational model and designed a frequency-domain feature extraction module
to augment MobileViT’s capabilities in signal processing. During the validation phase, we conducted
a side-by-side comparison with currently outstanding ViT models in terms of convergence speed,
precision, and performance parameters. Our model emerged as the frontrunner across all aspects,
with FDFE-MobileViT achieving precision, recall, and F-score rates of 96.6%, 95.6%, and 96.1%,
respectively. Additionally, the model maintains a compact size of 4.04 MB. Through comprehensive
experiments, our proposed method was rigorously verified as a lighter, more efficient, and more
accurate solution.

Keywords: smart agriculture; information security; wireless communication technology; Internet
of Things

1. Introduction

In smart agriculture, wireless communication technology, as the cornerstone of the
agricultural IoT, will be used in much automation equipment. Unlike wired communication,
wireless communication is not bound by wires. There is no need to consider issues such
as wiring, distance, link maintenance, troubleshooting, etc., and the low maintenance cost
makes it more suitable to deploy in agricultural automation equipment. Therefore, wireless
communication is crucial for developing smart agriculture [1–4].

Data privacy and security are the intellectual core of the Internet of Things (IoT) [5],
and it is important to study how secure communication in the IoT can be ensured. To resist
eavesdropping and attacks by illegal users and to guarantee the security and reliability
of communications, most communication systems use traditional cryptography-based
techniques to ensure the security of communications, such as the PKI-based security pro-
tocol for connected vehicles proposed by Raya et al. [6], where each vehicle is equipped
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with multiple private keys and their corresponding certificates; however, the PKI security
protocol is inefficient. It can only meet the needs of a few vehicles due to its computational
difficulties. Biswas et al. [7] proposed an ID-based proxy approach using signatures, which
could improve efficiency, but the keys are prone to leakage. Asim et al. [8] proposed a
hierarchical attribute-based cryptographic system (HABE) in which the key acts as a leaf,
but if the root authority is leaked, the whole system is corrupted. Moreover, the implemen-
tation of the HABE leads to high computational overhead. In the current smart agriculture
IoT, most wireless automated sensors and smart devices must maintain low-power op-
eration when unmonitored. The algorithmic complexity of traditional cryptography for
key distribution and management is high, which results in high energy consumption and
reduced lifetimes for nodes [9], so we need authentication methods that are more suitable
for smart agriculture.

Currently, more and more researchers are tending to use channel characteristics for se-
cure authentication. According to electromagnetic propagation theory and the Jakes spectral
channel model, the channel fading between each transmitter and receiver is independent
when the distance between different transmitters is better than half a wavelength [10], and
the channel between the same pair of transceivers changes slowly during its coherence
time, when the channel is both spacetime-unique and challenging to forge. For example,
Shabnam Shafiee et al. [11] employed the multiple-input single-output (MISO) technique
to use channel state information in different antennas with the same information for beam
assignment, which was kept as close as possible to the main channel direction. Dania
Marabissi et al. [12] studied PHY layer continuous authentication and spoof detection and
proposed a machine learning wireless fingerprint identification method for wireless sensor
networks (WSNs) that exploits the features of the channel information to verify whether
the current message is reliable or not.

Traditional authentication methods usually employ signal processing techniques, such
as computational-spectrum, time-domain, and frequency-domain analyses, to detect the
possibility of illegal signals. These methods rely mainly on pre-written rules and thresholds
to identify illegal signals and thus cannot learn and adapt to new illegal signal types and
can be limited by environmental noise and a lack of signal diversity. In contrast, deep
learning algorithms can adapt to different data types and tasks [13–16]. Yadava et al. [17]
summarized the application of federated learning in privacy preservation and discussed in
detail the encryption mechanisms based on federated learning. As a subset of deep learning,
the utilization of federated learning in privacy preservation indirectly demonstrates the
viability of training deep neural networks for channel authentication through the utilization
of channel feature data. Moreover, deep learning algorithms can learn using various smart
sensors running on massively distributed massive datasets, and they show better adaptive
and generalization capabilities under different environmental conditions. This study
applies deep learning techniques to the channel authentication task in smart agriculture
settings with complex environments and different device functions and locations to obtain
better authentication accuracy.

As Transformers [18] have made a big splash in the field of computer vision, more
and more researchers are utilizing Transformers as a network backbone or drawing on
their ideas to improve their algorithms. Transformers are also well suited for use in signal
processing. Transformers leverage self-attention mechanisms to capture long-range depen-
dencies within signals, whether temporal sequences or spatial patterns. This enables them
to better capture correlations between different parts, ultimately enhancing processing
accuracy. Additionally, the Transformer adapts well to signal patterns of varying scales
and frequencies, showcasing exceptional performance when handling multiscale signals.
During its training process, the Transformer automatically learns representations suited
to the unique characteristics of signals. It can directly extract crucial information from
raw signals, significantly streamlining the signal-processing workflow and leading to a
more automated and efficient process. Furthermore, the Transformer boasts the advan-
tage of parallel computing, enabling it to handle large-scale signal data efficiently. This
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characteristic proves highly beneficial for real-time signal processing and managing exten-
sive signal datasets, effectively accelerating the entire processing pipeline and enhancing
system responsiveness. Therefore, this study used MobileViT [19] as the backbone. Mo-
bileViT combines convolution with the Transformer to construct a lightweight backbone
network. This study proposes a new channel authentication model called FDFE-MobileViT
for agricultural environments based on MobileViT.

The main contributions of this study are:

(1) A frequency-domain feature extraction (FDFE) module utilizing frequency-domain
information with a signal plus windowing is proposed;

(2) A new channel authentication model called the FDFE-MobileViT network for smart
agriculture environments is proposed;

(3) The authentication effect of FDFE-MobileViT was experimentally verified in smart
agriculture indoor and outdoor environments.

2. Materials and Methods
2.1. Agricultural IoT Model

As shown in Figure 1, this study considered a smart agriculture scenario including
intelligent terminals, drones, robotic arms, etc. As in the indoor environment shown in
Figure 1a, the drone was equipped with infrared sensors, multispectral sensors, etc. The
data acquired by the drone were uploaded as high-definition images and sensor data. The
robotic arm could link with the drone data according to the crop’s needs and automatically
complete planting and pruning. Smart sensors all over the indoor environment providing
real-time monitoring of light intensity, air humidity, and carbon dioxide concentration
transmitted the data to the central control system. In the outdoor environment shown in
Figure 1b, the plant protection drone, innovative farming machine, and intelligent irrigation
system undertook pesticide spraying, field finding, crop harvesting, and irrigation in the
farmland according to the central control system. Since different devices have different
movement states and may be stationary or in motion, they usually use wireless networks
to transmit information conveniently.
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Figure 1. Smart agriculture communication scenario. (a) Indoor Environment-Plant Factory (b) Out-
door Environment-Smart Farming.

This study simplifies the situation to the communication model shown in Figure 2,
where a receiver Alice communicates with multiple transmitters Bob1, Bob2, . . ., Bobn, and
a masquerader, Mallory, tries to imitate Bob to send data to Alice to control Alice. Alice,
Bob, and Mallory are placed at different locations when Alice needs to verify the received
data. Assuming an orthogonal frequency division multiplexing (OFDM) system is used,
the relationship between transmitted and received data is given by Equation (1):

Y = HX + b (1)
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where Y represents the received data, X represents the sent data, b represents the noise
data, and H is the channel state information. Compared with Mallory, the relative positions
of Alice and Bob are fixed in the stationary state, and their trajectories are relatively regular
in the moving state. Therefore, the channel state information between Alice and Bob has
a relatively fixed structure. At the same time, the position of Mallory is challenging to
determine, so the use of channel state information can enable Alice to distinguish between
Bob and Mallory.
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2.2. Data Acquisition
2.2.1. Acquisition Equipment

An NI USRP-2943R was the hardware device used in this experiment as the transmitter
and receiver, and it was mainly responsible for receiving and transmitting the signals in
the wireless environment and completing data conversion. The software used in this study
was LabVIEW2019-SP1 with a 2 × 2 MIMO-OFDM system, as shown in Figure 3.

Agronomy 2023, 13, x FOR PEER REVIEW 4 of 20 
 

 

𝑌 = 𝐻𝑋 + 𝑏 (1)

where 𝑌 represents the received data, 𝑋 represents the sent data, 𝑏 represents the noise 
data, and 𝐻 is the channel state information. Compared with Mallory, the relative posi-
tions of Alice and Bob are fixed in the stationary state, and their trajectories are relatively 
regular in the moving state. Therefore, the channel state information between Alice and 
Bob has a relatively fixed structure. At the same time, the position of Mallory is challenging 
to determine, so the use of channel state information can enable Alice to distinguish be-
tween Bob and Mallory. 

 
Figure 2. System model. 

2.2. Data Acquisition 
2.2.1. Acquisition Equipment 

An NI USRP-2943R was the hardware device used in this experiment as the trans-
mitter and receiver, and it was mainly responsible for receiving and transmitting the 
signals in the wireless environment and completing data conversion. The software used 
in this study was LabVIEW2019-SP1 with a 2 × 2 MIMO-OFDM system, as shown in 
Figure 3. 

 
Figure 3. OFDM system structure diagram [20]. 

2.2.2. Acquisition Environment 
Plant stands, sensors, etc., are usually installed in plant factories to monitor and con-

trol the plant growth environment to maximize plant growth [21]. However, these objects 

Figure 3. OFDM system structure diagram [20].

2.2.2. Acquisition Environment

Plant stands, sensors, etc., are usually installed in plant factories to monitor and
control the plant growth environment to maximize plant growth [21]. However, these
objects and devices can have some effects on wireless signals. Plant stands may cause
obstruction and interference for wireless signals. As plant stands are usually made of
metal and have a certain mass and density, they can obstruct and attenuate the wireless
signals to some extent, thus reducing the strength and stability of the signals [22]. The
shape and placement of the plant stand can also cause signal reflection and interference,
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which further affects the signal quality. The circuitry and signal processor in the sensor may
generate electromagnetic interference that interferes with the surrounding wireless signals.
The sensor also uses wireless communication to transmit the collected data to the data
processing equipment, which takes up some wireless channel resources and further affects
the stability of the wireless signal. Plants may also affect the wireless signal; giant plants
and green walls can block the signal propagation path, thus leading to some interference
and attenuation of the signal [23]. In addition, the plants themselves may significantly
interfere with the electromagnetic signal when the plants are thriving, and the interference
with the signal may be more apparent [24].

To simulate a real-life plant environment, a smart agricultural plant factory was
specially built in this study, as shown in Figure 4a, and the USRP was used to collect legal
and illegal wireless channel data inside this plant factory. The receiver was placed in a
corridor surrounded by plant shelves, and the transmitters were placed in four stationary
positions and on two motion tracks, as shown in Figure 5a.
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An outdoor farmland environment will have some influence on the transmission
of wireless signals. There are usually a lot of vegetation, soil, and water bodies in the
farmland environment. Their physical characteristics interfere with and attenuate the
transmission of wireless signals. Some agricultural machinery facilities are utilized in the
farmland environment, such as agricultural machinery and large irrigation equipment,
which generate significant electromagnetic radiation, and the movement of these facilities
also leads to signal fluctuations. In addition, some radio frequency interference sources in
the farmland environment, such as agricultural remote sensing devices, wireless monitoring
equipment, sensors, etc., can interfere with the wireless signals and affect the transmission
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and reception quality. The impact of the farmland environment on the wireless signal is
mainly reflected in signal attenuation, fluctuation, and interference.

To collect the channel data from the outdoor farming environment, the transmitter
and receiver devices were placed in a farming field in Ya’an, Sichuan province, China, as
shown in Figure 4b. The receiver was placed at a fixed position in the field canyon and
the transmitters were placed at four stationary positions and on two moving tracks, as
shown in Figure 4b. Considering the complexity of the agricultural environment, this study
collected outdoor data under sunny, cloudy, light rain, daytime, nighttime, and dry versus
wetland conditions.

2.2.3. Data Processing

In this experiment, the channel data were collected for two cases: indoor and outdoor.
During the acquisition process, the receiver was kept stationary. The transmitter was
stationary or in a state of uniform motion. The transmitted data at one location were
artificially determined as illegal data, and the data at the other location were legal data
during the data labeling stage. According to Figure 5a,b, the data sent by the transmitter at
the two positions A and B and on the F motion track were illegal, and the data sent by the
transmitter at the two positions C and D and on the E motion track were legal. No detailed
distinction was made between the data, which were uniformly divided into legal and illegal
data. After filtering, the total number of indoor static legal channels was 2906 frames, the
total number of illegal channels was 2896 frames, the total number of indoor dynamic
legal channels was 2894 frames, and the total number of illegal channels was 2916 frames.
The total number of outdoor static legal channels was 2830 frames, the total number of
illegal channels was 2832 frames, the total number of outdoor dynamic legal channels was
1915 frames, and the total number of illegal channels was 1533.

The steps for converting the channel data to images were as follows. (1) Firstly, the
training sequence part of the received signal was extracted. The fundamental part was
separated from the imaginary part. (2) Most of the fundamental part of the static data was
in the range from −1 to 1. In contrast, the fundamental part of the dynamic data had a
more extensive range. Therefore, the fundamental part was first normalized to map the
data to 0~1 and then multiplied by 255 to make the pixel value larger for the image’s red
channel. The imaginary part underwent the same operation for the green channel of the
image and the blue channel was all set to zero. (3) The three channels were spliced to get
the channel RGB image, as shown in Figure 6.
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2.3. Model Architecture
2.3.1. Model Architecture Overview

MobileViT is a lightweight Transformer-based vision model, which is smaller and
faster than other lightweight ViT models and performs better than other ViT models in
various vision tasks. The accuracy of MobileViT is comparable to that of other ViT models
for various vision tasks. Since MobileViT has fewer parameters, it can be more easily loaded
in a device. Moreover, MobileViT is optimized for low computing power and low-power-
consumption devices, and its design process optimizes the model architecture and training
methods for the characteristics of a device’s CPU, GPU, and other hardware platforms,
thus further improving the model’s operational efficiency while ensuring accuracy. As a
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result, MobileViT has significant advantages over other lightweight ViT models in terms of
model size, inference speed, portability, and optimization for low-arithmetic applications,
which also allows it to provide a feasible solution and technical support for the channel
authentication task in smart agriculture application scenarios.

This study used MobileViT as the backbone network for feature extraction of channel
state information. However, since the MobileViT block only fuses features within layers,
there is no shortcut branching between layers, and the frequency-domain information
specific to the signal is not utilized. Therefore, this study proposed to use the frequency-
domain feature extraction (FDFE) module to improve MobileViT for signal processing and
obtained the FDFE-MobileViT model. Figure 7 shows the overall model architecture of
FDFE-MobileViT.
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Traditional attention mechanisms and feature extraction modules seldom deal with
frequency-domain features [25–28]. Nevertheless, the signal needs to be analyzed in the
frequency domain to obtain the spectral characteristics and frequency components, so
we propose the FDFE module to supplement the shortcomings of the existing attention
mechanisms. Compared with the traditional attention mechanisms, the FDFE module can
filter the signal and retain the original information, so the model can simultaneously obtain
the signal time-domain and frequency-domain features. The FDFE module consists of four
parts: FFT, Add Windows, DSC Conv, and AvgPool. FFT transforms the image from the
time domain to the frequency domain so that DSC Conv can extract frequency-domain
features. The Add Window operation is similar to frequency correction and filtering, and
Avg Pool downscales the features to make the output of the FDFE more compact.

This model places the FDFE module between the existing structures with shortcut-
branching-layer hopping links allowing the output of Layer2 and Layer3 to be utilized by
Layer4 and Layer5 so that each MobileViT block layer can get more information and obtain
better results.

2.3.2. Encoder Section

The body of FDFE-MoblieViT consists of Conv, MV2, FDFE, and MobileViT blocks.
The initial layer of FDEF-MobileViT is a convolutional layer with a convolutional

kernel size of 3 × 3. It turns the width and height of the data entering the network into one
half of the original data.
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The signals sent by standard communication systems can be treated as nonperiodic
signals, which do not show repeating patterns over time. When the Fourier transform is
used, the nonperiodic signal becomes a superposition of infinitely periodic sine and cosine
functions representing discrete signals in the time domain. After the Fourier transforms,
the features that are difficult to analyze in the time domain can be demonstrated in the
frequency domain. Therefore, the FDFE first uses the two-dimensional discrete Fourier
transform to transform the discrete signal in the time domain into the frequency domain to
extract the frequency domain features. A given tensor XT ∈ RH×W×C, XT passes through
the FFT module, which then transforms XT into the frequency domain to obtain XF. The
transformation process is given by Equation (2):

XF =
M−1

∑
m=0

XTe
−j2πFm

M , F = 0, 1, . . . , M− 1 (2)

Here, j denotes the imaginary unit; F denotes the subscript of the frequency domain
sampling point, ranging from 0 to M − 1; and m denotes the subscript of the time domain
sampling point, ranging from 0 to M − 1.

Usually, the imaginary part generated by the Fourier transform of the image is ignored.
Still, the signal naturally contains both real and imaginary parts in the initial state for non-
periodic signals, so the imaginary part also carries information. Therefore, the imaginary
part is not discarded in the FDFE module. Nevertheless, the real and imaginary parts are
generated as separate channels in the data preprocessing; i.e., the imaginary and real parts
are treated together as frequency-domain features.

To eliminate the interference of noise and make the frequency-domain data pure for
subsequent extraction of frequency-domain features, FDFE uses the windowing operation.
Adding a window to a signal involves multiplying the original signal by a window function
to reduce the leakage of the signal in the frequency domain. A filter can achieve a similar
operation, but the filter processes or changes the signal characteristics by removing or
changing the signal in a certain frequency range. In contrast, during signal windowing,
the signal itself is not filtered and only the amplitude is adjusted. In some cases, signal
windowing can be considered a special form of filtering. The FDFE in this study used the
windowing operation shown in Equations (3) and (4) for XF:

Wn = 1−
∣∣∣∣ 2n

M− 1
− 1

∣∣∣∣ (3)

Xwn = XFn ∗Wn (4)

where Wn is the set of Bartlett windows; XFn and Xwn are the nth elements of XF and Xw,
respectively; and Xw is the result for XF after the windowing operation.

After the frequency-domain conversion and windowing operation, the frequency-
domain features of the channel image will be more prominent, and Figure 8 shows the
channel image after the operation.

Figure 8c,f show the feature maps generated by the legitimate and illegitimate channels
after the window. Figure 8c,f further widen the gap between the grayscale values compared
to the unwindowed Figure 8b,e.

Table 1 shows the pixels’ median, mean, variance, and standard deviation from the
data. The significant increase in the variance and standard deviation indicate that the data
were less concentrated around the mean after the windowing operation. The increase in the
mean indicates that the overall data distribution was skewed toward larger values, and the
increase in the median indicates that the center of the pixel distribution shifted upward, as
shown in Figure 9. Thus, after the windowing operation, it is possible to make the different
features of the channel images more obvious.
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Table 1. Median, mean, variance, and standard deviation for the channel image pixels after adding
windows (ICBAW: illegal channel before adding windows, ICAAW: illegal channel after adding win-
dows, LCBAW: legal channel before adding windows, LCAAW: legal channel after adding windows).

Channels
Statistics

Median Mean Variance Standard
Deviation

ICBAW 0.401 0.382 0.017 0.132
ICAAW 0.764 0.734 0.023 0.154
LCBAW 0.431 0.415 0.017 0.131
LCAAW 0.745 0.719 0.023 0.152
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windows, (b) illegal channel after adding windows, (c) legal channel before adding windows, (d) legal
channel after adding windows.

After windowing, the frequency domain features of the image were more obvious, but
the features were still too scattered, so further feature extraction was needed.
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Howa A G et al. [29] proposed DSC Conv in 2017, which extracts features through
two parts, Depthwise (DW) and Pointwise (PW), and has a lower number of param-
eters and lower operational cost compared to the conventional convolution operation.
Equations (5) and (6) show the process of extracting features using DSC Conv for Xw:

Xc = Xwc × Kc (5)

YF =
Cin

∑
c=1

Xc × Pc (6)

where Kc indicates that a convolution kernel of size kw × kh is used for a tensor with a
number of output channels c. Xwc indicates the data of the cth channel in the input Xw.
Pc is a convolution kernel of size 1 × 1, which performs linear combination operations on
each output channel.

Figure 10a–i show the feature maps obtained from the first feature extraction module
DSC Conv, with each map corresponding to a channel, and Figure 10m shows the wave-
forms corresponding to each feature map. It can be seen that the waveforms corresponding
to Figure 10e,j had higher amplitudes, which was reflected in the feature maps. In contrast,
the waveforms corresponding to Figure 10d,f,k had lower amplitudes, which was reflected
in the feature maps with lower gray values.
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Finally, the obtained feature maps were pooled according to the average, and the
specific steps are given by Equation (7):

YA =
1

kw × kh

M−1

∑
m=0

YF (7)

where YA is the output result of the FDFE module.
In FDFE-MobileViT, the FDFE feature extraction module is placed between Layer2

and Layer4 and between Layer3 and Layer5, as shown in Figure 11.
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2.3.3. Decoder Section

The composition of the decoder was relatively simple, consisting of Conv, Global Pool,
and Linear. The Conv layer utilized a convolution of size 1 × 1 to change the channels of
the features for subsequent operations. The Global Pool layer performed dimensionality
reduction on the feature map. The Linear layer was used as a classifier.

3. Experimental Process
3.1. Realization Details

In this study, the hardware used included an NVIDIA Quadro RTX 5000 graphics
processing unit (GPU) (NVIDIA Santa Clara, CA, USA) with 16 GB of video memory and
128 GB of RAM, and the central processing unit (CPU) was an i9-10900K at 3.7 GHz. The
system was Windows Server 2019 Standard with PyTorch version 2.0 and Python version
3.10. To verify the effectiveness of the FDFE module, this study selected the more prominent
contemporary ViT models Swin-Transformer [30], NextViT [31], and T2T-ViT [32]; the
lightweight model Mobilenetv3 [33]; and the benchmark ViT model ConvNexT [34] and
the benchmark model MobileViT for comparison experiments using similar sized models.
The loss function used a cross-entropy function. The calculation procedure is given by
Equation (8):

Loss = − 1
N

N
∑

i=1
yilog(ŷi) (8)

where N is the number of samples in the dataset, yi denotes the ith sample, and ŷi denotes
the prediction probability of the ith sample.

3.2. Training Networks

FDFE-MobileViT was implemented in the Pytorch 2.0 environment and trained using
the server mentioned in Section 3.1; the optimizer was an SGD optimizer with default
parameters trained with 200 epochs, a batch size of 64, and an initial learning rate of 0.001,
and the learning rate was adjusted using the cosine annealing method. The computation is
given by Equation (9):

lr = lrf+
1
2
(lri−lrf)

(
1 + cos

(
Tcur

Tmax
π

))
(9)

where lr denotes the current learning rate, lrf denotes the final decay rate of the learning
rate, lri denotes the initial learning rate, Tcur denotes the current number of training rounds,
and Tmax denotes the total number of training rounds. The learning rate was changed
according to the number of training rounds to achieve a better training effect.

4. Discussion
4.1. Model Accuracy Comparison

In this experiment, the collected legal and illegal data were divided into training and
validation sets in a ratio of 8:2. Figures 12 and 13 show the top training and validation
curves for the ConvNeXt, MobileViT, NextViT, T2T-ViT, Swin-Transformer, Mobilenetv3,
and FDFE-MobileViT models with the smart agriculture channel authentication dataset.
It can be seen that FDFE-MobileViT had higher initial accuracy, faster convergence, and a
lower oscillation amplitude than the other networks, and the accuracy was maintained at a
high level during the validation process, indicating that the stability of FDFE-MobileViT
was relatively high.

Table 2 shows the five networks’ precision, recall, and model size with the dataset
for the legal and illegal channels for smart agriculture. From Table 1, we can see that
FDFE-MobileViT had 7%, 6.8%, and 7% higher precision, recall, and F-score, respectively,
compared to the unimproved MobileViT with only a 0.28 MB increase in model size.
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Table 2. Precision, recall, F-score, and model size for seven networks with the dataset for the legal
and illegal channels for smart agriculture.

Models Precision (%) Recall (%) F-Score (%) Model Size (MB)

FDFE-MobileViT 96.6 95.6 96.1 4.04
MobileViT 89.6 88.8 89.1 3.76

Mobilenetv3 92.7 91.3 92.0 5.93
NeXtViT 91.8 90.9 98.9 117
T2T-ViT 86.9 86.0 98.1 15.3

ConvNeXt 88.6 87.9 88.2 106.2
Swin-Transformer 92.8 92.0 92.4 105.2

4.2. FDFE Module Internal Ablation Experiments

To ensure that each component of the FDFE module contributed effectively to feature
extraction, this study conducted ablation experiments within the FDFE framework. These
experiments individually validated the utilization of real and imaginary parts of the data,
the effectiveness of the signal windowing component, and the impact of DSC Conv. The
internal ablation experiments within the module were divided into three parts:

1. Utilization of only the real part obtained from the FFT in the FDFE module compared
to the utilization of both real and imaginary parts;

2. Removal of the signal windowing component to contrast its effects with the process
with windowing included;

3. Substitution of DSC Conv with a regular 2D convolution to compare the performance
and parameter count.

Replacing the DSC Conv within the FDFE module with a standard 2D convolution,
as depicted in Figures 14 and 15, yielded comparable results. Furthermore, as shown in
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Figures 16 and 17, the convergence rates of both methods also tended to align. However,
as indicated in Table 3, adopting the DSC Conv led to a reduction in model parameters.
Hence, the use of DSC Conv holds significance.
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Table 3. Precision, recall, F-score, and parameters of different FDFE modules.

Models Precision (%) Recall (%) F-Score (%) Params (MB)

FDFE-MobileViT 96.6 95.6 96.1 1.02
Ordinary convolution 96.7 95.2 95.9 1.04

Only the real part 93.9 93.2 93.5 1.02
Without addition of

windows 93.7 93.3 93.4 1.02

MobileViT 89.6 88.8 89.1 0.95

In this experiment, utilizing only the real component and omitting the windowing
operation failed to achieve the effectiveness of combining real and imaginary components
along with windowing. The conclusions drawn from Figures 14–17 affirm the aforemen-
tioned statement. Whether in terms of final precision or model convergence speed, none of
the other models could parallel the remarkable performance of the complete FDFE module.

4.3. Loss Function Evaluation

The loss function is an essential component of a deep learning model because it tells
the model how to measure the difference between the predicted and actual results and can
reflect the convergence of the model during the network training process. In this study, the
loss functions of five network models were compared. Figure 18 shows the loss curves for
the training set, and Figure 19 shows the loss curves for the validation set.
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Figure 18 shows that the convergence of FDFE-MobileViT was faster, and it con-
verged near the 60th round of model iteration. Figure 19 shows that the model also
converged around the 60th round with the validation set, and it converged faster than
the other networks.

4.4. Confusion Matrix Comparison

Figure 20a–g show the confusion matrixes for FDFE-MobileViT, MobileViT, Mo-
bileNetv3, ConvNeXt, Swin-Transformer, NextViT, and T2T-ViT, where each row of the
matrixes represents the actual category and each column represents the category predicted
by the model. The diagonal elements of the matrixes represent the categories that the model
correctly predicted. According to the confusion matrixes, the FDFE-MobileViT model could
predict eight categories more accurately.

In the indoor static environment, FDFE-MobileViT had 32 indoor legal channels
predicted as illegal channels and 13 illegal indoor channels predicted as legal channels.
In comparison, the unimproved MobileViT had 104 illegal channels predicted as legal
channels and 44 legal channels predicted as illegal channels in the indoor case. The
comparison algorithm used in ConvNeXt was the best. In the dynamic indoor environment,
the comparison algorithms used in ConvNeXt, Swin-Transformer, and MobileNetv3 were
all more effective. Nevertheless, FDFE-MobileViT was in the lead, with fewer prediction
errors than the above three algorithms.

By comparing the channel feature matrixes in the indoor environment with the gener-
ated feature maps, it was found that the difference between the channel feature matrixes
for the legal and illegal channels in the indoor environment was manageable. Observing
noticeable differences in the generated maps of the channel feature matrixes using the
naked eye was challenging. The similarity of several classes was very high, which could
have led to the model’s inability to distinguish the difference between classes in the indoor
case during the extraction of features. However, the total number of prediction errors
remained low and acceptable.

In the static outdoor environment, FDFE-MobileViT did not predict illegal channels as
legal channels or legal channels as illegal channels. In contrast, MobileViT predicted eight
illegal channels as legal channels and seven illegal channels as legal channels. Similarly,
we found slight differences between the outdoor legal and illegal channels by looking
at the data collected in the outdoor environment. The generated feature maps were still
indistinguishable with the naked eye, but the outdoor environment was more variable
than the stable indoor environment, with vehicles and pedestrians passing by during the
outdoor data collection process and signal blockage from plants also changing from time to
time due to the outdoor environment. These effects were reflected in the collected data, so
the data from the outdoor environment were more different than those from the indoor
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environment. Overall, the models proposed in this study can perform excellently in the
channel authentication task in indoor and outdoor environments.
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5. Conclusions

In the agricultural environment, cost is the primary consideration. Chen et al. [35] in-
troduced a cluster-based physical-layer authentication algorithm that integrates clustering
and lightweight symmetric cryptography with channel state information to enhance authen-
tication accuracy. The research assumed that the terminal servers are high-performance,
while devices in agricultural environments typically possess limited arithmetic power and
may not meet the required computational demands. In contrast, the lightweight model pro-
posed in this study necessitates fewer computational resources for the device and avoids
the use of cryptographic assistance, thus making it more compatible with agricultural
devices. Xiao et al. [36] proposed a scheme based on machine learning (ML) to achieve
threshold-free physical-layer authentication across multiple landmarks. This approach can
achieve higher authentication accuracy and reduced costs, but it requires the deployment
of a significant number of peripheral devices, which is not cost-effective for agricultural
environments. In contrast, our study’s model does not require additional devices, resulting
in lower costs.

The training data also influence the contexts in which the model can be applied.
Liao et al. [37] introduced a data augmentation-based multi-user PHY layer authentication
scheme. Similarly to our study, their research utilized dynamic and static channel data
from real-world factory environments. However, there are significant domain differences
between industrial and agricultural data. Networks trained on industrial datasets may not
be suitable for agricultural settings. Our model, developed using self-collected agricultural
environment data, is better suited for such contexts. This study concatenated raw data
to form multidimensional training and validation data. We processed the raw data into
RGB images, avoiding redundancy while facilitating convenient input to various networks.
While Liao et al. employed a more conventional DNN model, we utilized the lightweight



Agronomy 2023, 13, 2257 17 of 20

MobileViT model as a foundation and improved and optimized it for signal features,
achieving superior authentication performance.

Most models seldom utilize the frequency-domain information for signal data com-
pared to image data. However, the frequency-domain information for the signal contains
the frequency component, frequency-domain amplitude, phase, and other signal informa-
tion; this study proposed an FDFE module and used it to improve the MobileViT model.
The FDFE module extracts the feature information in the signal’s frequency domain to
obtain more features, providing more information for the model to learn and remove in
addition to the color. In this study, the authentication effect of FDFE-MobileViT was ex-
perimentally verified in natural smart agriculture indoor and outdoor environments. This
study compared FDFE-MobileViT with Swin-Transformer, NextViT, T2T-ViT, Mobilenetv3,
ConvNeXt, and MobileViT. A side-by-side comparison was conducted. FDFE-MobileViT
achieved the best accuracy among the seven models at 96.6% with a small volume. The
model proposed in this study may encounter the following challenges when deployed in
large-scale agricultural settings. The diverse nature of large-scale agricultural environments,
encompassing varying types of fields, crops, geographical conditions, and weather scenar-
ios, contributes to data heterogeneity. Collecting extensive and diverse datasets at a large
scale could present a challenge, particularly when acquiring data across different seasons
and locations. In agricultural contexts, many applications necessitate real-time responsive-
ness and low latency, such as autonomous machinery and live monitoring. Addressing
these requirements may involve optimizations in both model design and deployment strate-
gies. In expansive agricultural landscapes, resource availability for hardware deployment
could be restricted. Deep learning models typically demand substantial computational
resources and storage capacity. Consequently, devising approaches to deploy models
within resource-constrained environments is crucial, often entailing model compression,
lightweight architectures, and acceleration techniques.

This study enhances the security of the agricultural IoT by combining MobileViT
with the FDFE module. This amalgamation effectively strengthens the security of the
agricultural Internet of Things, enabling more efficient protection of critical data and com-
munication within the smart agriculture environment. Due to the lightweight nature of
FDFE-MobileViT, it is more easily deployable with agricultural equipment, facilitating
secure and dependable data transmission to elevate agricultural efficiency. Moreover, this
research holds significant managerial implications. It provides agricultural managers with
a foundational framework for making informed decisions and implementing security mea-
sures, enabling them to better utilize limited resources and enhance management efficiency.

This study centers on channel authentication within smart agricultural environments.
During the data collection phase, we focused solely on a single area of crop farmland. As
a result, other types of farmland, such as tea fields and fruit orchards, were not included
in our dataset. In our future research endeavors, we will expand our data collection
efforts to encompass a broader range of agricultural environments. This expansion will
allow us to extend our model’s applicability to more intricate settings. Additionally,
we are considering the incorporation of more advanced backbone networks to enhance
the overall performance of our model. Furthermore, we are exploring the possibility of
adapting these advanced backbone networks to further optimize our model’s performance.
Looking ahead, we intend to extend the methodology employed in this study to various
other environments, including factory and office settings. This approach aligns with our
commitment to maintaining consistency in our research focus and broadening the scope of
our methodologies.
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Abbreviations

Abridge Interpretations
FDFE Frequency-domain feature extraction
OFDM Orthogonal frequency division multiplexing
MIMO Multiple in multiple out
USRP Universal software radio peripheral
Tx Transport
Rx Receive
ViT Vision Transformer
CPU Central processing unit
GPU Graphics processing unit
FFT Fast Fourier transform
DSC Conv Depthwise separable convolution
Conv Convolution
MV2 Inverted residual block structure in Mobilenetv2
SGD Stochastic gradient descent
ICBAW Illegal channel before adding windows
ICAAW Illegal channel after adding windows
LCBAW Legal channel before adding windows
LCAAW Legal channel after adding windows
Notation
Y Received data
X Sent data
H Channel state information
b Noise data
XT Input tensor of the FDFE module
e Euler number
j Imaginary unit
XF Frequency-domain tensor corresponding to XT
Wn Set of Bartlett windows
Xw Result for XF after the windowing operation
Kc Convolution kernel
Xc Intermediate variable
Pc Convolution kernel
YF Output tensor of DSC Conv
YA The output result of the FDFE module
yi ith sample
ŷi Prediction probability of the ith sample
lr Current learning rate
lrf Final decay rate of the learning rate
lri Initial learning rate
Tcur Current number of training rounds
Tmax Total number of training rounds
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