Cohesive Fracture Study of a Bonded Coarse Silica Sand Aggregate Bond Interface Subjected to Mixed-Mode Bending Conditions
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Abstract: One of the primary objectives in the design of composite structures is the prevention of premature bond failure. Therefore, the characterization of cohesive behavior is an important field of study in structural engineering. Using fracture mechanics principles, the cohesive behavior of an epoxy bonded coarse silica sand aggregate bond interface is studied in this paper, with a focus on finding a general analytical form of idealizing its behavior when used in a specimen possessing asymmetric and inhomogeneous qualities. Two series of small-scale specimens were experimentally tested under mixed-mode bending (MMB) conditions, where it was found that there was negligible influence exerted on the fracture energy of the interface due to changes in the mixed-mode ratio or initial crack length. Using finite element analysis (FEA) methods, an appropriate bilinear traction-separation model was developed to both validate as well as obtain a set of consistent parameters applicable to all tested specimens. Comparison of the Global Method and the Local Method, used to obtain partitioned Mode I and Mode II fracture energy values from MMB specimens, were made, with the conclusion that both methods are adequate in the calculation of the total fracture energy though the Local Method should be used to obtain accurate partitioned Mode I and Mode II fracture energy values. Idealization of the bond interface using the cohesive parameters derived can be accurately achieved by the use of both contact interactions and cohesive elements in two-dimensional and three-dimensional FE models, though the results obtained using contact interactions would be expected to exhibit greater global stiffness.
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Nomenclature

\( A \)  
Dimensionless cross-section

\( a \)  
Crack length

\( B \)  
Section width

\( C_1, C_2, C_3, U, V, \gamma \)  
Geometric factors

\( E^* \)  
Complex interface equivalent modulus of elasticity

\( E_1, E_2 \)  
Modulus of elasticity of upper arm, and lower arm

\( \bar{E}_1, \bar{E}_2 \)  
Modulus of elasticity in upper arm, and lower arm, accounting for plane stress and plane strain effects

\( EI_{eq} \)  
Equivalent flexural stiffness of uncracked section

\( F\text{-ratio} \)  
Ratio of the mean square between the groups to the mean square within the group as defined in the Single Factor ANOVA test

\( G_I, G_{II} \)  
Mode I, and Mode II fracture energy

\( G_C \)  
Critical fracture energy

\( h, H \)  
Height of upper arm, and lower arm

\( I \)  
Dimensionless moment of inertia

\( I_0 \)  
Moment of inertia of equivalent section with one material

\( I_1, I_2 \)  
Moment of inertia of upper arm, and lower arm

\( K \)  
Initial material stiffness

\( K_I, K_{II} \)  
Complex stress intensity factor associated with Mode I, and Mode II

\( L \)  
Length of MMB specimen

\( M \)  
Linear combination of edge moments

\( M_I, M_{II} \)  
Bending moment contribution from Mode I, and Mode II

\( M_1, M_2 \)  
Bending moment applied to upper arm, and lower arm

\( P \)  
Linear combination of edge loads

\( T_{ult} \)  
Effective nominal stress

\( U_e \)  
External work performed

\( U_s \)  
Potential strain energy

\( y \)  
Location neutral axis in uncracked section

\( \Delta, \Sigma, \eta \)  
Neutral axis parameters

\( \alpha, \beta \)  
Dundurs’ elastic mismatch parameters

\( \delta_o, \delta_f \)  
Separation at damage initiation, and failure

\( \delta_{ratio} \)  
Damage initiation ratio

\( \varepsilon \)  
Oscillation index

\( \kappa_1, \kappa_2 \)  
In-plane bulk modulus in upper arm, and lower arm

\( \lambda \)  
Partitioning coefficient associated with Mode I

\( \mu_1, \mu_2 \)  
Poisson’s ratio in upper arm, and lower arm

\( \xi \)  
Height factor

\( \phi_1, \phi_2 \)  
Curvature in upper arm, and lower arm
1. Introduction

In the study of composite structures, the behavior of the bond layer between adjacent material interfaces is of particular interest, since an effective bond is critical to achieve optimum performance of the structure rather than the undesirable premature failure at the bond interface. Fracture mechanics theories have been applied to the study of bond interface behavior, initially through the strength-based failure criterion, developed by Inglis [1], which allows for crack propagation to occur once a critical stress is reached at the interface. Subsequently, the more widely adopted Griffith approach [2] was developed, which allows for crack growth to proceed once the energy release rate attains a critical value, determined by material properties as well as the geometry of the specimen for plane stress conditions. The basis of cohesive zone models (CZM) [3] incorporate both the strength-based and energy-based criterions to analytically predict the fracture behavior at interfaces and can be used effectively to directly represent the physical bond at an interface between two adherends [4].

Abundant research has been conducted in previous decades in the effort to characterize bond behavior through a combination of experimental testing and applied analytical techniques, used in conjunction with finite element analysis (FEA) methods. Analysis of pure Mode I action (normal separation at the interface) and pure Mode II action (shear separation along the interface) have primarily been performed on homogenous specimens [5–7]. The introduction of factors such as mixed-mode configurations, material inhomogeneity and dimensional asymmetry into the analysis has led to the requirement of more complex analytical techniques and derivations in order to fully portray the bond behavior in a general context that would be applicable to all structural configurations [8]. By validating analytical models with experimental data, the models can then be used with confidence to predict the performance of other similar specimens, through the application of FEA methods.

The aim of this research is to determine, with reasonable accuracy, the cohesive parameters of a bonded coarse silica sand aggregate layer intended for enhanced bonding between pultruded glass fiber reinforce polymer (GFRP) plates and ultra-high performance concrete (UHPC) in full-scale hybrid beams and bridge systems [9]. This specific type of bond interface has been proven, through prior experimentation, to provide improved connection between adherends due to the combined effects of adhesive bonding and mechanical interlock. The ability to idealize the behavior of this bond interface in commercial FE software packages, such as ABAQUS, as cohesive elements through a set of consistent cohesive parameters will aid in the design and optimization of future structural members utilizing this particular bonding technique. It is critical to obtain a closed-form set of values that would be applicable to a wide spectrum of possible configurations relating to the initial crack length and applied mixed-mode ratios. The desired outcome is a general set of consistent cohesive element parameters that can be used in future two-dimensional (2D) and three-dimensional (3D) FE models.

This paper includes three main portions. The first section covers an extensive experimental study of small-scale specimens tested under mixed-mode bending (MMB) loading conditions with attention
towards the relationship between the applied mode-mixity as well as the crack length initially introduced in the specimen with respect to the bond performance. In the subsequent section, two distinct numerical methods, the Global [7] and Local Methods [8], will be introduced with the goal of deriving partitioned Mode I and Mode II formulas for the determination of key cohesive parameters from experimental data. The last portion of the paper will bring together all of the previous findings in this study, in which the results from a multi-stage FE parametric study performed in both 2D and 3D environments will be discussed.

2. Research Significance

The research performed in this study broadens the current understanding regarding the state-of-the-art of bond interface behavior through detailed experimental and numerical analysis of an epoxy bonded coarse silica sand aggregate layer, an improved method of bonding between high performance materials. The findings provide a closed-form method for the derivation of consistent partitioned cohesive parameters for MMB specimens. The set of parameters, validated for both 2D and 3D modeling environments in ABAQUS, include considerations for factors such as material inhomogeneity and geometric asymmetry.

3. Experimental Testing of Mixed-Mode Bending Specimens

3.1. Introduction

For the determination of the cohesive bond properties, MMB specimens were chosen. The advantage of testing a single series of MMB specimens compared with parallel tests of double cantilever beams (DCB) and end-notch flexure (ENF) specimens is the intermixed nature of the Mode I and Mode II behaviors, allowing for interactions between the cohesive laws governing each failure mode [10]. It also allows for the simultaneous establishment of Mode I and Mode II parameters, though at the expense of more complex analytical calculations.

3.2. Design and Construction of Specimens

The tested specimens consisted of a 9.6 mm thick pultruded GFRP plate bonded to a 50 mm thick cast-in-place layer of UHPC via the epoxy bonded coarse silica sand aggregate layer, with a constant length and width of 460 and 130 mm, respectively, for the entire specimen. The MMB specimens were designed based on the concepts presented in ASTM Standard D6671-06 [11], with modifications made due to the asymmetric and dissimilar bilayer nature of the test cross-section. The cross-section dimensions were also partly determined from previous experimentation [9] on full-scale beam specimens, where it was necessary to maintain an identical height ratio between the GFRP and the UHPC layers in order to allow for ease of comparison between the small-scale and full-scale tests. The intended bonding surface of the GFRP plate was first coarsened using a belt sander and a coarsening stone to improve bonding. Coarse silica sand aggregates, with diameters ranging from 4.5 to 9.0 mm, were then bonded to the surface using a 1 mm thick layer of Sikadur® 32 epoxy [12]. The desired initial crack length was obtained by providing bonded coarse silica sand aggregate layer up to a defined boundary on the GFRP plate as well as placing a thin barrier between the GFRP and UHPC
during curing in order to prevent contact. Allowing for an epoxy curing timeframe of 7 days, the UHPC was cast directly overtop of the bonded coarse silica sand aggregate layer. At the ends of the specimen, aluminum angles (L76 × 76 × 5) were bonded to the GFRP plate, which will be fully attached to the steel apparatus during testing.

3.3. Material Properties

The GFRP plates used were specified by the manufacturer to have a minimum flexural strength of 400 MPa with a flexural modulus of elasticity equal to or greater than 25 GPa [13]. Similarly, manufacturer specifications for the UHPC provide an ultimate compressive strength within the range of 150–180 MPa at 28 days, with an associated modulus of elasticity between 50 and 60 GPa [14]. The epoxy adhesive used for bonding of the coarse silica sand aggregate layer is a moisture insensitive epoxy adhesive; according to manufacturer specifications, the epoxy has a tensile strength of 30 MPa and a modulus of elasticity equal to 3.8 GPa [12].

3.4. Testing Set-Up and Instrumentation

Experimental testing of MMB specimens using a test matrix of varying initial crack lengths and mixed-mode ratios was conducted. In order to optimize the number of possible test specimens, the test configuration and dimensions allowed for the cohesive interfaces from both ends of the specimen to be tested. The test matrix, with the specimen IDs, is presented in Table 1.

<table>
<thead>
<tr>
<th>Specimen ID</th>
<th>Initial crack length (a) (mm)</th>
<th>Moment arm (c) (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>S-a80-c250</td>
<td>80</td>
<td>250</td>
</tr>
<tr>
<td>S-a100-c250</td>
<td>100</td>
<td>250</td>
</tr>
<tr>
<td>S-a120-c100</td>
<td>120</td>
<td>100</td>
</tr>
<tr>
<td>S-a120-c175</td>
<td>120</td>
<td>175</td>
</tr>
<tr>
<td>S-a120-c250</td>
<td>120</td>
<td>250</td>
</tr>
<tr>
<td>S-a120-c325</td>
<td>120</td>
<td>325</td>
</tr>
<tr>
<td>S-a120-c400</td>
<td>120</td>
<td>400</td>
</tr>
<tr>
<td>S-a140-c250</td>
<td>140</td>
<td>250</td>
</tr>
<tr>
<td>S-a160-c250</td>
<td>160</td>
<td>250</td>
</tr>
</tbody>
</table>

The values for the crack lengths and moment arms were chosen to maximize the diversity of configurations tested, with crack lengths ranging incrementally from 0 to 0.5 L and the moment arms varying between 0 and L, where L is the full length of the specimen. The applied mode-mixity to the specimen can be easily adjusted by altering the length of the applied moment arm, which should not be influenced by the initial crack length of the specimen [15]. The full test set-up, with dimensions in mm, is shown in Figure 1.

Testing was conducted under displacement control mode, with a vertical loading rate of 1 mm/min at the load actuator. Three linear variable differential transformers (LVDTs) were positioned at quarter-positions along the top of the GFRP plate. Since both sides of all specimens were to be tested, the first tested side (Side A) was loaded up to and past the peak load, in a manner that would provide
an adequate depiction of its behavior. It was then unloaded prior to the onset of unstable crack propagation along the bond interface, once the crack growth approached the mid-span of the specimen. The second tested side (Side B) was, however, allowed to undergo complete failure.

**Figure 1.** Specimen dimensions and test set-up (all dimensions are in mm).

3.5. Experimental Results

The load-deflection curves, describing the relationship between the applied actuator load and the downward displacement at the point of load application, from the nine tested specimens (with two sets of data obtained for each specimen) are presented in Figures 2 and 3. In order to allow for suitable comparisons, the specimens tested using a moment arm ($c$) equal to 250 mm are provided in Figure 2, where the specimens tested with a crack length ($a$) equal to 120 mm are compared with one another in Figure 3.

**Figure 2.** Experimental load-deflection comparison for specimens tested at $c = 250$ mm.
Complete debonding, characterized by separation of the GFRP plate from the UHPC layer, occurred in all of the tested specimens except for S-a120-c100, S-a120-c250 and S-a80-c250; in these specimens, tensile cracking in the UHPC layer within the flexural region was observed without separation of the GFRP plate from the UHPC layer. Tensile cracking in the UHPC may have been due to higher stress field concentrations caused by a reduction in the UHPC thickness at the ends of the specimens; the additional space was used to accommodate the steel built-up anchor, as shown previously in Figure 1. Representative photographs showing the condition of the specimens after failure are provided in Figure 4.

All of the tested specimens exhibited near linear-elastic behavior during the first phase of loading up to the peak load. Once the load applied approached the peak load, the global stiffness of all the specimens was observed to decrease, where some of the load-deflection curves peaked at the maximum load and others demonstrated a smooth transition through a zero slope plateau. Past the peak load, crack propagation commenced and it was seen that the specimens did continue to provide resistance to the applied load, though typically at a level lower than the peak load. The decrease in strength was particular dramatic for specimens with crack lengths ($a$) below 140 mm as well as at applied moment arm lengths ($c$) less than 325 mm, where the final residual strength approached 50% of the peak load. For specimens with crack lengths ($a$) equal to and greater than 140 mm or with an applied moment arm length ($c$) equal to or greater than 325 mm, the residual strength provided appeared to reach an asymptotic value representing more than 60% of its peak strength. The one exception to these trends was seen in Specimen S-a120-c100B where the strength of the bond interface was actually seen to increase after reaching the damage initiation point. This result does require further attention but can be assumed as an irregularity in the overall observed behavior of this bond interface. As a whole, it can be generally stated that the bond interface behaves nearly linear-elastically up to a geometrically influenced maximum load, after which a declining level of residual strength is expected along the interface during crack propagation until ultimate failure occurs.
Figure 4. Representative photographs illustrating typical failure mode: (a) Elevation view of specimen after failure; (b) Longitudinal view of bond interface on the Ultra-High Performance Concrete (UHPC) layer; (c) Top view of bond interface on UHPC layer; (d) Longitudinal view of bond interface on Glass Fiber Reinforce Polymer (GFRP) plate and (e) Top view of bond interface on GFRP plate.

4. Numerical Analysis for Cohesive Parameters

4.1. Introduction

Typically, in bond behavior studies where at least one of the adherends is a cementitious material such as reinforced concrete, two types of cohesive failure mechanism are considered. The first is failure through the interior of the adhesive layer and the second is interface cracking within the concrete adherend. However, the unique combination of high performance materials used in this study, namely GFRP and UHPC, allows for the elimination of the latter failure mechanism. This is due to the enhanced overall strength of the UHPC confirmed through previous studies [14] so that the tensile cracking strength of the UHPC greatly exceeds that of the cohesive layer.

The typical cohesive parameters used to characterize the behavior of a bond interface in the CZM are: the critical fracture energy, effective nominal stress, the damage initiation ratio and the initial material stiffness per unit area. For simple test configurations in elastic homogeneous specimens, the cohesive parameters can be easily derived from calculations based on the experimental load-deflection curve. Nevertheless, with increasing complexities, such as the introduction of mixed-mode loading,
asymmetry in the cross-sectional dimensions as well as an inhomogeneous composition, more detailed derivations will be required to determine the cohesive parameters. Various research studies have been conducted over the years with the objective of obtaining accurate methods to numerically determine values for fracture energy under different configurations. These studies include considerations for loading configurations [16], mixed-mode partitioning [17–19], interface rigidity [20] as well as other factors. Two different methods, the Global Method and the Local Method, will be discussed and compared in this section.

4.2. Derived Relationships for Fracture Energy

4.2.1. Global Method

Williams [7] developed the Global Method, an analytical technique for calculating the total fracture energy of an asymmetric bilayer composed of dissimilar materials based on beam theory and crack tip contour rotations; however, the relationships for how to partition the total fracture energy into its Mode I and Mode II components were derived only for a homogenous cross-section made up of one material. For the purpose of this research, the existing formulation of the Global Method was expanded to include the influence of asymmetry and inhomogeneous specimens in the partitioned fracture energy values.

In this following section, an extension to the work originally completed by Williams, derived by the authors, will be presented, resulting in a set of equations for the partitioned critical fracture energy for a MMB asymmetric bilayer specimen with an inhomogeneous cross-section. A diagram illustrating the components of the crack tip contour rotation is provided in Figure 5.

**Figure 5.** Diagram illustrating crack tip contour rotations used in the Global Method [7].
Given a height factor, $\xi$, equal to:

$$\xi = \frac{h}{h+H} \quad (1)$$

It follows that the expression for the moment of inertia are:

$$I_0 = \frac{b(h+H)^3}{96} \quad (2)$$

$$I_1 = 8I_0\xi^5 \quad (3)$$

$$I_2 = 8I_0(1-\xi)^3 \quad (4)$$

Expanding on the equations derived by Williams [7],

$$\frac{dU_e}{da} = \frac{M_1^2}{E_1I_1} + \frac{M_2^2}{E_2I_2} - \frac{(M_1 + M_2)^2}{EI_{eq}} \quad (5)$$

$$\frac{dU_s}{da} = \frac{M_1^2}{2E_1I_1} + \frac{M_2^2}{2E_2I_2} - \frac{(M_1 + M_2)^2}{2EI_{eq}} \quad (6)$$

where $U_e$ and $U_s$ are the external work performed and the strain energy, respectively, and $EI_{eq}$ is the equivalent flexural stiffness of the uncracked portion.

The total fracture energy, $G$, is given as follows:

$$G = \frac{1}{B} \left( \frac{dU_e}{da} - \frac{dU_s}{da} \right) = \frac{1}{B} \left( \frac{M_1^2}{16EI_{eq}} + \frac{M_2^2}{16EI_{eq}} - \frac{(M_1 + M_2)^2}{2EI_{eq}} \right) \quad (7)$$

In order to obtain the fracture energy associated specifically with Mode I and II action, the applied moments can be described by the following linear combinations:

$$M_1 = M_I + M_{II} \quad (8)$$

$$M_2 = \lambda M_I + \psi M_{II} \quad (9)$$

To determine the value of the coefficients $\lambda$ and $\psi$, the following two statements are made:

1. Under pure Mode II loading,

   $$\frac{d\phi}{da} = \frac{d\phi_I}{da} \quad (10a)$$

   $$\frac{M_I}{E_1I_1} = \frac{M_{II}}{E_2I_2} \quad (10b)$$

   $$\frac{M_I + M_{II}}{8EI_0\xi^3} = \frac{\lambda M_I + \psi M_{II}}{8EI_0(1-\xi)^3} \quad (10c)$$

   $$\psi = \frac{E_2(1-\xi)^3}{E_1\xi^3} \quad (10d)$$
2. Under pure Mode I loading,

\[ M_1 = M_2 \]  \hspace{1cm} (11a) \\
\[ M_f + M_{II} = \lambda M_f + \psi M_{II} \]  \hspace{1cm} (11b) \\
\[ \lambda = -1 \]  \hspace{1cm} (11c)

Substituting the expressions for \( M_1 \) and \( M_2 \) obtained from Equations (8) to (11) into the expression for the total fracture energy [Equation (7)] and partitioning based on the components relating to \( M_I \) and \( M_{II} \), we can obtain the equations for the partitioned fracture energy shown below in Equations (12) and (13).

\[
G_f = \frac{M_f^2}{B} \left[ \frac{1}{16E_fI_0^2\xi^3} + \frac{1}{16E_sI_0(1-\xi)^3} \right] 
\]  \hspace{1cm} (12)

\[
G_{II} = \frac{M_{II}^2}{B} \left[ \frac{1}{16E_fI_0^2\xi^3} + \frac{1}{16E_sI_0(1-\xi)^3} \right] - \frac{(1+\psi)^2}{2EI_{eq}} 
\]  \hspace{1cm} (13)

where:

\[
M_f = M_1 - \frac{M_1 + M_2}{1+\psi} 
\]  \hspace{1cm} (14)

\[
M_{II} = \frac{M_1 + M_2}{1+\psi} 
\]  \hspace{1cm} (15)

The total fracture energy would be equal to the linear sum between Equations (12) and (13), with the following relationship, where:

\[
G_T = G_f + G_{II} 
\]  \hspace{1cm} (16)

The equivalent flexural stiffness, \( EI_{eq} \), can be calculated by transforming the composite section into an equivalent section composed of solely Material 1 in both the upper and lower arm, with an equivalent neutral axis, \( y \), where:

\[
y = \frac{(h+H)\left[ E_2(\xi-1)^2 - E_1(\xi-2)\xi \right]}{2\left[ E_2(\xi-1) - E_2\xi^2 \right]} \]  \hspace{1cm} (17)

\[
EI_{eq} = \frac{BI_0(h+H)^3\left[ E_2^2(\xi-1)^4 + E_1^2\xi^4 - 2E_1E_2\xi(\xi^3 - 2\xi^2 + 3\xi - 2) \right]}{12\left( E_2 + E_1(\xi - E_2\xi) \right)} \]  \hspace{1cm} (18)

4.2.2. Local Method

Hutchinson and Suo [8] conducted a similar research to Williams [7] to identify the partitioned fracture energy of a MMB asymmetric bilayer (meaning two layers of dissimilar materials in the cross-section) specimen. The theory used for the derivation of the Local Method focused on the crack tip stress field in the area of the crack propagation in order to obtain values for the partitioned stress intensity factors (\( K_I \) and \( K_{II} \)), which are then used to calculate the partitioned fracture energy values.
A summary of the derivation and the resulting relationship is provided in this section. For reference to the some of the components described in the derivation, a diagram is provided in Figure 6.

Figure 6. Diagram illustrating crack tip stress field parameters used in the Local Method.

Dundurs’ elastic mismatch parameters, where $\alpha$ measures the mismatch in the in-plane tensile modulus across the interface and $\beta$ measures the mismatch in the in-plane bulk modulus, are given as:

$$\alpha = \frac{E_1 - E_2}{E_1 + E_2}$$  \hspace{1cm} (19)

$$\beta = \frac{\mu_1 \left( \kappa_2 - 1 \right) - \mu_2 \left( \kappa_1 - 1 \right)}{\mu_1 \left( \kappa_2 + 1 \right) + \mu_2 \left( \kappa_1 + 1 \right)}$$  \hspace{1cm} (20)

where:

$$E_i = \begin{cases} \frac{E_i}{1-\nu_i^2} & \text{plane strain} \\ \frac{E_i}{\nu_i} & \text{plane stress} \end{cases}$$  \hspace{1cm} (21)

$$\kappa_i = \begin{cases} \frac{3 - 4\nu_1}{1-\nu_1} & \text{plane strain} \\ \frac{3 - \nu_1}{1+\nu_1} & \text{plane stress} \end{cases}$$  \hspace{1cm} (22)

The complex interface equivalent modulus of elasticity is given as:

$$\frac{1}{E^*} = \frac{1}{2} \left( \frac{1}{E_1} + \frac{1}{E_2} \right)$$  \hspace{1cm} (23)

The neutral axis of the composite beam ahead of the crack can be found at a distance of $\Delta h$ where:

$$\Delta = \frac{1 + 2 \Sigma \eta + \Sigma \eta^2}{2\eta(1 + \Sigma \eta)}$$  \hspace{1cm} (24)

$$\Sigma = \frac{E_1}{E_2}$$  \hspace{1cm} (25)

$$\eta = \frac{h}{H}$$  \hspace{1cm} (26)

with $h$ equal to the depth of the upper layer and $H$ equal to the depth of the bottom layer.
The dimensionless cross-section, $A$, and moment of inertia, $I$, are:

$$A = \frac{1}{\eta} + \Sigma$$

$$I = \Sigma \left[ \left( \Delta - \frac{1}{\eta} \right)^2 - \left( \Delta - \frac{1}{3\eta} \right)^2 \right] + \frac{\Delta}{\eta} \left( \Delta - \frac{1}{\eta} \right) + \frac{1}{3\eta^3}$$

with the following geometric factors:

$$C_1 = \frac{\Sigma}{A}$$

$$C_2 = \frac{\Sigma}{I} \left( \frac{1}{\eta} + \frac{1}{2} - \Delta \right)$$

$$C_3 = \frac{\Sigma}{12I}$$

$$U = \frac{1}{1 + \Sigma \eta \left( 4 + 6\eta + 3\eta^2 \right)}$$

$$V = \frac{1}{12 \left( 1 + \Sigma \eta \right)}$$

$$\sin \gamma = \sqrt{UV} \times 6 \Sigma \eta^2 \left( 1 + \eta \right)$$

$$\omega = 52.1^\circ - 3\eta$$

The complex stress intensity factor, $K$, is as follows:

$$K = h^{-\varepsilon} \sqrt{\frac{1 - \alpha}{1 - \beta^2}} \times \left( \frac{P}{\sqrt{2hU}} - i e^{\alpha} \frac{M}{\sqrt{2h^3V}} \right) e^{i\omega}$$

$$K = \sqrt{\frac{1 - \alpha}{1 - \beta^2}} \times \left( \frac{P}{\sqrt{2hU}} - i e^{\alpha} \frac{M}{\sqrt{2h^3V}} \right) e^{i\omega} e^{i\ln h}$$

where:

$$P = P_1 - C_1 P_3 - \frac{C_2 M_3}{h}$$

$$M = M_1 - C_3 M_3$$

The complex stress intensity factor can be partitioned into its Mode I (real) and Mode II (imaginary) components, where $K_I$ and $K_{II}$, respectively, are as follows:

$$K_I = \sqrt{\frac{1 - \alpha}{1 - \beta^2}} \times \frac{P}{\sqrt{2hU}} \times \cos (\varepsilon \ln h - \omega) + \sqrt{\frac{1 - \alpha}{1 - \beta^2}} \times \frac{M}{\sqrt{2h^3V}} \times \sin (\omega + \gamma - \varepsilon \ln h)$$

$$K_{II} = \frac{C_2 M_3}{h}$$
\[ K_{II} = \sqrt{\frac{1-\alpha}{1-\beta^2}} \times \frac{P}{\sqrt{2hU}} \times \sin(\varepsilon \ln h - \omega) - \sqrt{\frac{1-\alpha}{1-\beta^2}} \times \frac{M}{\sqrt{2h^3V}} \times \cos(\omega + \gamma - \varepsilon \ln h) \] (39)

The total energy release rate for crack advance in the interface, \( G_T \), can also be linearly partitioned into its Mode I and Mode II components, using the following relationship:

\[ G_T = \frac{1-\beta^2}{B^2E^*} \left( K_{I}^2 + K_{II}^2 \right) \] (40a)

where:

\[ G_I = \frac{1-\beta^2}{B^2E^*} K_I^2 \] (40b)

\[ G_{II} = \frac{1-\beta^2}{B^2E^*} K_{II}^2 \] (40c)

4.3. Considerations for Correction Factors and Non-Linearity Effects

Firstly, it should be noted that the effect of the apparatus weight was not considered in the derivations presented in Section 4.2. As stated in ASTM Standard D6671-06, lever weight correction factors may need to be included when the weight of the apparatus is greater than 3% of the maximum applied load [11]. Nevertheless, a preliminary investigation was conducted to examine the changes in the derived fracture energy values when the lever weight correction factor is included and results showed that there was minimal (less than 1%) increase in the derived fracture energy values. This phenomenon was also observed in similar experimental studies conducted by other researchers [21].

Possible nonlinearity on the experimental results produced by the configuration of the loading apparatus used, specifically in regards to the horizontal force induced in the system at higher actuator displacements, should also be considered. It was found through previous research that the application of load above the lever arm may induce nonlinearity in the results, sometimes up to 30% [22], which can be detected through increased specimen stiffness at higher displacements. This effect, however, was not exhibited in all of the tested specimens, as shown in Figures 2 and 3. Nevertheless, an in-depth investigation should also be performed to determine the influence of the moment exerted on the specimen due to the horizontal force induced on the lever arm. The angle of rotation for the lever arm was first calculated at peak load condition after which the horizontal force along the length of the lever arm was calculated as a percentage of the vertically applied actuator load. Finally, the moment exerted on the specimen by the horizontal force was determined, using a moment arm equal to 150 mm, which is the height above the specimen where the actuator load is applied. The nonlinearity effect was then calculated as a percentage of the imposed moment from the vertical load. A summary of the steps described above is tabulated in Table 2.

The investigation conducted above shows that the nonlinearity effect due to the horizontal force induced in the lever arm is within a range between 1% and 4%. The difference is thereby demonstrated to be marginal and in line with the expected error for MMB testing [22]. Therefore, the application of the derived fracture energy relationships in Section 4.2 to the experimental data can provide sound results and will be used for further analysis shown in subsequent sections in this paper.
Table 2. Nonlinearity imposed due to induced horizontal force on lever arm.

<table>
<thead>
<tr>
<th>Specimen ID</th>
<th>Angle of rotation (degrees)</th>
<th>Horizontal Force (kN)</th>
<th>Moment (kNm)</th>
<th>Nonlinearity due to horizontal force (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>S-a80-c250A</td>
<td>0.66</td>
<td>0.018</td>
<td>0.003</td>
<td>0.394</td>
</tr>
<tr>
<td>S-a80-c250B</td>
<td>0.64</td>
<td>0.015</td>
<td>0.002</td>
<td>0.336</td>
</tr>
<tr>
<td>S-a100-c250A</td>
<td>0.77</td>
<td>0.017</td>
<td>0.003</td>
<td>0.317</td>
</tr>
<tr>
<td>S-a100-c250B</td>
<td>0.65</td>
<td>0.016</td>
<td>0.002</td>
<td>0.351</td>
</tr>
<tr>
<td>S-a120-c100A</td>
<td>1.56</td>
<td>0.097</td>
<td>0.015</td>
<td>0.362</td>
</tr>
<tr>
<td>S-a120-c100B</td>
<td>1.69</td>
<td>0.10</td>
<td>0.015</td>
<td>0.336</td>
</tr>
<tr>
<td>S-a120-c175A</td>
<td>1.50</td>
<td>0.047</td>
<td>0.007</td>
<td>0.314</td>
</tr>
<tr>
<td>S-a120-c175B</td>
<td>1.10</td>
<td>0.042</td>
<td>0.006</td>
<td>0.379</td>
</tr>
<tr>
<td>S-a120-c250A</td>
<td>0.93</td>
<td>0.020</td>
<td>0.003</td>
<td>0.301</td>
</tr>
<tr>
<td>S-a120-c250B</td>
<td>0.78</td>
<td>0.018</td>
<td>0.003</td>
<td>0.325</td>
</tr>
<tr>
<td>S-a120-c325A</td>
<td>1.0</td>
<td>0.017</td>
<td>0.003</td>
<td>0.315</td>
</tr>
<tr>
<td>S-a120-c325B</td>
<td>0.76</td>
<td>0.011</td>
<td>0.002</td>
<td>0.261</td>
</tr>
<tr>
<td>S-a120-c400A</td>
<td>1.03</td>
<td>0.014</td>
<td>0.002</td>
<td>0.300</td>
</tr>
<tr>
<td>S-a120-c400B</td>
<td>1.09</td>
<td>0.014</td>
<td>0.002</td>
<td>0.291</td>
</tr>
<tr>
<td>S-a140-c250A</td>
<td>0.93</td>
<td>0.014</td>
<td>0.002</td>
<td>0.218</td>
</tr>
<tr>
<td>S-a140-c250B</td>
<td>0.97</td>
<td>0.017</td>
<td>0.003</td>
<td>0.250</td>
</tr>
<tr>
<td>S-a160-c250A</td>
<td>1.17</td>
<td>0.018</td>
<td>0.003</td>
<td>0.222</td>
</tr>
<tr>
<td>S-a160-c250B</td>
<td>1.54</td>
<td>0.026</td>
<td>0.004</td>
<td>0.240</td>
</tr>
</tbody>
</table>

4.4. Application of Derived Relationships to Experimental Data

The two analytical techniques, in the form presented in the Section 4.2 [with Equations (12), (13) and (16) along with Equation (40a–c) used for the Global and Local Method, respectively], were applied to the experimental data obtained from the nine MMB specimens (Section 3), where the value for the fracture energy was obtained at the maximum load condition. For comparison, the total fracture energy ($G_T$) as well as the partitioned Mode I and Mode II fracture energy values ($G_I$ and $G_{II}$) obtained from the two techniques were examined. In the case of the Local Method, the two sets of results obtained using either plane stress or plane strain assumptions were calculated. A summary of the comparison is shown in Table 3.

Firstly, a comparison between the values of total fracture energy obtained through the two different techniques showed that identical results (or near identical results in the case of the plane strain formulation using the Local Method) were obtained, which agrees with similar previous studies [18]. This authenticates the overarching concepts used in the development of both methodologies prior to partitioning. Taking a more in-depth investigation into the partitioned fracture energy values, it is evident that the Global Method dedicates the bulk of the total fracture energy to Mode I contributions, while the Local Method allows for a more even distribution of Mode I and Mode II contributions. From the literature, it has been extensively discussed for homogeneous specimens that the participation of Mode I is severely exaggerated using the Global Method due to overly rigid fixity assumptions in the cross-section at the location of the crack front [5,6,23,24], leading to further refinement of the original method in order to more correctly depict the support fixity. It can be confirmed from this
extended investigation into asymmetric inhomogeneous specimens that the same phenomenon is present [4,8,25]. Judging from previous works [26], the expected range for the mixed-mode ratio is approximately 0 to 5, though this relationship does not take into account the influence of asymmetry or inhomogeneity in the cross-section. This range corresponds with the results obtained from both the plane strain and plane stress condition assessments using the Local Method. From the initial confirmation of the total fracture energy results with the Global Method as well as good correlation with established research results for the mixed-mode ratio, the calculated values for the partitioned fracture energy using the Local Method are considered applicable for use in this investigation and will be used as the basis of further analysis in this paper.

### Table 3. Comparison of derived fracture energy.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$G_I$</td>
<td>$G_T$</td>
<td>$G_H$</td>
</tr>
<tr>
<td>S-a80-c250</td>
<td>0.443</td>
<td>0.443</td>
<td>0.0002</td>
</tr>
<tr>
<td>S-a100-c250</td>
<td>0.335</td>
<td>0.335</td>
<td>0.0002</td>
</tr>
<tr>
<td>S-a120-c100</td>
<td>0.966</td>
<td>0.965</td>
<td>0.0013</td>
</tr>
<tr>
<td>S-a120-c175</td>
<td>0.769</td>
<td>0.769</td>
<td>0.0005</td>
</tr>
<tr>
<td>S-a120-c250</td>
<td>0.662</td>
<td>0.662</td>
<td>0.0003</td>
</tr>
<tr>
<td>S-a120-c325</td>
<td>0.572</td>
<td>0.572</td>
<td>0.0002</td>
</tr>
<tr>
<td>S-a120-c400</td>
<td>0.597</td>
<td>0.596</td>
<td>0.0002</td>
</tr>
<tr>
<td>S-a140-c250</td>
<td>0.491</td>
<td>0.491</td>
<td>0.0002</td>
</tr>
<tr>
<td>S-a160-c250</td>
<td>0.668</td>
<td>0.668</td>
<td>0.0003</td>
</tr>
</tbody>
</table>

Note: fracture energy values provided in kJ/m$^2$.

### 4.5. Trends of Partitioned Fracture Energy to Crack Length and Mode-Mixity

A brief discussion pertaining to the relationship between changes in test configurations and the resulting fracture parameters will be presented here. For ease of analysis, the plane stress partitioned fracture energy values calculated using the Local Method (as given in Table 3) are presented graphically in relation to the initial crack length and applied mixed-mode ratio in Figures 7 and 8, respectively. For consistent comparisons, the data from all of the specimens tested using an initial crack length ($a$) equal to 120 mm is provided in Figure 7 and the results from the specimens tested with a moment arm ($c$) of 250 mm is provided in Figure 8.

In regards to the effects of changing the initial crack length of the specimen, it is difficult to determine a reliable relationship due to the large scattered nature of the data points; the small number of duplicate tests for each test configuration is also a contributing factor. The $R^2$—value associated with an assumed linear relationship of 0.442 indicates an extremely weak correlation that can be stated as statistically irrelevant. By conducting an analysis of variance (ANOVA) single factor test based on a 95% confidence level, it was indeed found that there was no statistically significant difference between the groups tested, representing the influence of changing initial crack length on the fracture energy, where $F$-ratio was equal to 2.97, and less than the $F_{crit}$ value of 5.19. This result indicates that the energy release rate associated with a unit area surface crack is independent of the initial length of the
crack. Investigation into existing literature performed to evaluate the $R$-curve behavior has indicated a possible relationship between the crack length and the fracture energy required for crack propagation depending on the properties of the material tested [24,27–29]. Thus, deeper examination into the particular type of bond used in this research is required. To determine representative cohesive parameters applicable for use in the subsequent FE analysis, the average value of all the data collected was taken as an estimate of the Mode I and Mode II fracture energies at failure.

**Figure 7.** Relationship between partitioned fracture energy and initial crack length.

![Graph showing relationship between partitioned fracture energy and initial crack length.](image)

**Figure 8.** Relationship between partitioned fracture energy and applied mode-mixity ratio.

![Graph showing relationship between partitioned fracture energy and mixed mode ratio.](image)

Similarly, when examining the correlation between the fracture energy and the applied mixed-mode ratio, it was found that as the mixed-mode ratio increased (by the application of the force through a longer moment arm and thereby increasing the relative magnitude of the Mode I mechanism with respect to the Mode II mechanism), the total fracture energy would decrease in a near linear fashion. Since it has been shown that faster loading rates during experimentation would increase the perceived
fracture energy of the interface [10], this phenomenon can be attributed to the constant rate of displacement controlled loading applied at the location of the actuator, which resulted in a change of effective applied rate of displacement applied at the crack tip at various moment arms.

4.6. Applicability of Derived Partitioned Critical Fracture Energy

From the theorem of minimum energy, the equilibrium of a conservative system deformed by surface forces must be achieved in such a way that the total potential energy of the system would reach a minimum state [2]. In fracture mechanics applications, the fracture energy or energy release rate is defined as the potential energy released during the surface propagation of an increment of crack length. Thus, during crack propagation, the driving force applied must be equal to or greater than the critical fracture energy in order for stable and unstable crack propagation, respectively, to take place [30].

In order for the derived fracture energy values to be applicable for use through the traction-separation model (which will be discussed in further detail in Section 5), the critical fracture energy must be determined for each individual mode in order for the linear power law failure criterion to be properly assessed. The linear power law failure criterion describes the critical fracture energy failure envelop, discussed in detail by other researchers in related studies [16], which can be defined by the following failure criterion:

$$\frac{G_I}{G_{Ic}} + \frac{G_{II}}{G_{IIc}} = 1$$  \hspace{1cm} (41)

It is important to realize that the calculated values for the partitioned fracture energy (Table 3) are the maximum values reached during experimentation under a controlled mode-mixity ratio and may not reflect the pure Mode I and II critical fracture energy values associated with the cohesive layer. In all of the specimens tested, it was observed that the failure mechanism occurred primarily as a result of vertical separation at the interface due to Mode I action. Thus, it is evident that the Mode II fracture energy obtained from the experimental testing does not truly reflect the pure Mode II critical fracture energy of the interface since shear failure was not observed. Another point of view would be to recognize that the mixed-mode ratio was in fact a controlled parameter of the experimental tests, which would limit the exhibited ratio between the Mode I and Mode II fracture energy regardless of their critical values, as defined by material properties.

It can, therefore, be concluded that the critical fracture energy under pure Mode I loading can be taken as the value obtained from the experimental testing of the specimens whereas the critical fracture energy under pure Mode II loading would be a value greater than the calculated value of each individual specimens. It is for this reason that the derived expressions for fracture energy and stress intensity factors provided in Section 4.2 do not contain the subscript “c” since, depending on the loading conditions, they may not necessarily describe the critical parameters. This phenomenon will be discussed in further detail in later sections of this paper.
5. Finite Element Analysis: Validation and Consistent Parameters

5.1. Composition of Traction-Separation Model

From the analytical derivations performed in Section 4.2, the obtained values for the partitioned Mode I and Mode II fracture energy can be used in the development of a traction-separation model for the idealization of the bond interface using cohesive elements in finite element analysis (FEA). There is an ongoing research on the degree of influence that the shape of the traction-separation model, whether triangular, trapezoidal or sinusoidal, exerts on the overall behavior of the bond interface in comparison with the influence of the critical fracture energy input and other cohesive parameters [4,31–34]. More recent research indicates the low degree of influence of the traction-separation law shape towards the modeled bond behavior, and thus, for model simplicity and compatibility with the formulation of cohesive elements in ABAQUS, a bilinear model was chosen. As mentioned previously, a typical traction-separation model is characterized by four inter-related parameters: the critical fracture energy ($G_c$), the effective nominal stress ($T_{ult}$), the damage initiation ratio ($\delta_{ratio}$) and the initial material stiffness per unit area ($K_{eff}$). Of the four parameters, the most important parameter that would influence the behavior of the cohesive element is the critical fracture energy [35], which is equal to the total area under the bilinear traction-separation model. The bilinear model and the four parameters are shown in Figure 9.

**Figure 9.** Cohesive parameters of a typical bilinear traction-separation model [35].

The relationships between each of the parameters is given as:

\[ G_c = \frac{T_{ult}}{2\delta_f} \]  \tag{42}

\[ \delta_{ratio} = \frac{\delta_f}{\delta_o} \]  \tag{43}

\[ K_{eff} = \frac{T_{ult}}{\delta_o} \]  \tag{44}
The above four parameters are specific to the corresponding Mode I and Mode II critical fracture energy values and do not necessarily need to be the same for both failure modes.

5.2. FE Model Development

The FE model was developed using ABAQUS 6.9. In the case of the 2D FE model, plane stress quadratic quadrilateral elements were used for both the GFRP and UHPC materials. Three layers of elements were used to represent the GFRP layer with a mesh size in the longitudinal direction equal to 2 mm. The same longitudinal mesh size was used for the UHPC block, with a total of 17 layers through its depth. The layer of cohesive elements, when used in the model, was tied at the top and bottom to the adjacent GFRP and UHPC material parts and had a thickness equal to 1 mm, with a longitudinal mesh size of 0.5 mm; this allowed for a 4:1 mesh ratio between the cohesive elements and the adjacent materials. Similarly, for the three-dimensional FE model, linear 3D stress brick elements used. For the GFRP material part, two layers of elements were used with an average mesh size equal to 8 mm in the longitudinal and transverse directions. The UHPC material part had a mesh size equal to approximately 8 mm in all three dimensions. Lastly, the 1 mm thick cohesive layer had a mesh size of approximately 2 mm in order to provide the same 4:1 mesh ratio that was used in the 2D FE model. Representative diagrams showing the fully developed 2D and 3D models are shown in Figures 10 and 11.

The cohesive properties were modeled using the power law form of the energy criterion, with a power exponent equal to unity. The failure criterion of the cohesive interface can be expressed by the following equation [36]

$$\left( \frac{G_I}{G_{lc}} \right) + \left( \frac{G_{II}}{G_{lIC}} \right) + \left( \frac{G_{III}}{G_{lIC}} \right) = 1$$  \hspace{1cm} (45)

where the last component of Equation (44) comprising of the Mode III fracture energy ratio is not applicable for the 2D model. This expression is the same as the mixed-mode failure criterion described in Section 4.5 [Equation (41)], with the inclusion of Mode III effects.

**Figure 10.** Diagram of developed 2D FE model.
5.3. Two-Dimensional FE Model: Parametric Study and Model Validation

For the initial 2D parametric study, the bond interface was idealized using a contact interaction, with the input parameters for the traction-separation model equal to those obtained from experimental tests. The advantage of using contact interactions rather than a layer of cohesive element for modeling the bond interface is that it allows for an additional simplification of the traction-separation model as a two-parameter model for each mode by assuming a default contact penalty constraint to the interaction. This imposes cohesive constraints in the normal and shear direction without the need to provide the values for the initial material stiffness. The assumption effectively removes all influences from the shape of the traction-separation model, which eliminates the dependence on the initial material stiffness as well as the damage initiation ratio.

Using this initial simplification, a parametric study was then performed by using effective nominal stress values for Mode I equal to 1, 1.5, 2, and 3 MPa in order to determine the cohesive strength of the bond system; this method for determining the cohesive strength is in line with techniques used by other researchers [37]. The full parametric test matrix for Specimen S-a120-c100 is shown in Table 4 with the load-deflection comparison between the FEA results and experimental data, where curves A and B represent the experimental results from Sides A and B, respectively, provided in Figure 12.

<table>
<thead>
<tr>
<th>Model ID</th>
<th>Fracture energy (G) (kJ/m²)</th>
<th>Effective nominal stress (T_{ab}) (MPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Per unit width (mm)</td>
<td>Per 130 mm width</td>
</tr>
<tr>
<td>---------------------</td>
<td>-----------------</td>
<td>----------------</td>
</tr>
<tr>
<td>S-a120-c100-1MPa-v 2D</td>
<td>0.412</td>
<td>0.554</td>
</tr>
<tr>
<td>S-a120-c100-1.5MPa-v 2D</td>
<td>0.412</td>
<td>0.554</td>
</tr>
<tr>
<td>S-a120-c100-2MPa-v 2D</td>
<td>0.412</td>
<td>0.554</td>
</tr>
<tr>
<td>S-a120-c100-3MPa-v 2D</td>
<td>0.412</td>
<td>0.554</td>
</tr>
</tbody>
</table>
Figure 12. Load deflection comparison for finite element analysis (FEA) of S-a120-c100 with parametric study of Mode I effective nominal stress.

By visual comparison, it was observed that the Model S-a120-c100-2MPa-v most closely coincided with experimental results. In order to confirm this hypothesis, the defining properties from Model S-a120-c100-2MPa-v were applied to the other eight MMB configurations tested, using the parameters given in Table 5. A comprehensive comparison between the FEA results and the experimental data show very good correlation, allowing for the model to be validated with a Mode I nominal effective stress of 2 MPa.

Table 5. Model validation parameters for mixed-mode bending (MMB) specimens.

<table>
<thead>
<tr>
<th>Model ID</th>
<th>Fracture energy ($G$) (kJ/m$^2$)</th>
<th>Effective nominal stress ($T_{ult}$) (MPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Per unit width</td>
<td>Per 130 mm width</td>
</tr>
<tr>
<td></td>
<td>$G_I$ $G_{II}$</td>
<td>$G_I$ $G_{II}$ $T_{ult}I$ $T_{ult}II$</td>
</tr>
<tr>
<td>S-a80-c250-2MPa-v 2D</td>
<td>0.196 0.247</td>
<td>25.44 32</td>
</tr>
<tr>
<td>S-a100-c250-2MPa-v 2D</td>
<td>0.148 0.187</td>
<td>19.25 24</td>
</tr>
<tr>
<td>S-a120-c100-2MPa-v 2D</td>
<td>0.412 0.554</td>
<td>53.55 72</td>
</tr>
<tr>
<td>S-a120-c175-2MPa-v 2D</td>
<td>0.336 0.433</td>
<td>43.73 56</td>
</tr>
<tr>
<td>S-a120-c250-2MPa-v 2D</td>
<td>0.292 0.370</td>
<td>38.02 48</td>
</tr>
<tr>
<td>S-a120-c325-2MPa-v 2D</td>
<td>0.254 0.318</td>
<td>33.01 41</td>
</tr>
<tr>
<td>S-a120-c400-2MPa-v 2D</td>
<td>0.266 0.331</td>
<td>34.56 43</td>
</tr>
<tr>
<td>S-a140-c250-2MPa-v 2D</td>
<td>0.217 0.274</td>
<td>28.21 36</td>
</tr>
<tr>
<td>S-a160-c250-2MPa-v 2D</td>
<td>0.295 0.373</td>
<td>38.38 48</td>
</tr>
</tbody>
</table>
5.4. Determination of Consistent Parameters of Traction-Separation Model

For more in-depth and precise examination, the initial simplification used in the validation step (Section 5.3) to impose a default contact penalty constraint was removed. In order to minimize the number of independent variables in the traction-separation model, through examination of the relative proportion of the displacements at the onset of damage initiation and that at/near failure, it was assumed that the Mode I and Mode II damage initiation ratio was identical and equal to 5; the effect of this assumption was determined to be insignificant in relation to the influence of the fracture energy and effective nominal stress values [4,35]. Therefore, with reference to Equations (42) and (43), a change in the partitioned fracture energy would correspond to a proportional change in the value of the effective nominal stress of the affected failure mode. Based on previous experimental tests performed on the bonded coarse silica sand aggregate layer using small-scale specimens tested in a pure Mode II loading condition [38,39], a critical partitioned fracture energy ratio of 0.33 was chosen, where the critical fracture energy in Mode II is three times greater than in Mode I. This ratio is consistent with the results from other research conducted [16,30,40] as well as the analysis performed in Section 4.6 where it was concluded that the derived values for the fracture energy in Mode II were underestimations of the critical values. From the results obtained from the parametric study and previous experimental testing, the set of consistent parameters, intended to represent the critical fracture energy of the bond interface, is shown in Table 6.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Mode I</th>
<th>Mode II</th>
</tr>
</thead>
<tbody>
<tr>
<td>Damage initiation ratio ($\delta_{\text{ratio}}$)</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>Critical partitioned fracture energy ratio ($G_{IC}/G_{II}C$)</td>
<td>0.33</td>
<td></td>
</tr>
<tr>
<td>Fracture energy ($G_f$) (kJ/m$^2$)</td>
<td>0.3</td>
<td>0.9</td>
</tr>
<tr>
<td>Effective nominal stress ($T_{ult}$) (MPa)</td>
<td>2</td>
<td>6</td>
</tr>
<tr>
<td>Initial material stiffness ($K$) (MPa/mm)</td>
<td>33.33</td>
<td>100</td>
</tr>
</tbody>
</table>

These parameters were tested in the second series of validation tests in FEA. The results, presented in detail in the subsequent subsection, showed good correlation with the experimental data for all specimens tested.

The last step was the validation of consistent parameters in a 3D model. Cohesive elements, tied at the top and bottom to the GFRP layer and UHPC layer, respectively, were used in this final stage in order to allow for proper mapping and visualization of the crack propagation. It was assumed for the 3D model that the Mode III parameters were identical to those of Mode II [41]. From a practical viewpoint, the cohesive layer properties in shear (whether in longitudinal or transverse shearing) would be comparable if not identical and it is for this reason that this assumption was made.

5.5. Validation and Discussion of Consistent Cohesive Parameters

A detailed comparison of the FEA results obtained from the three series of tests is graphically shown for all of the nine MMB specimens in Figure 13, where models with the designations “v 2D”, “c 2D” and “c 3D” represent the results from the initial parametric validation study, consistent
parameters applied in the 2D model and consistent parameters applied in the 3D model, respectively. Experimental results are presented in the solid black lines, labeled as “A” and “B” for the first tested side (Side A) and the second tested side (Side B), as mentioned in Section 3.4 and Figure 1.

**Figure 13.** Validation of FEA with experimental results using Mode I effective nominal stress = 2 MPa for specimens: (a) S-a120-c100; (b) S-a120-c175; (c) S-a120-c250; (d) S-a120-c325; (e) S-a120-c400; (f) S-a80-c250; (g) S-a100-c250; (h) S-a140-c250; and (i) S-a160-c250.

Firstly, the use of a layer of cohesive elements rather than contact interactions to model the bond layer was found to result in decreased stiffness of the interface. This finding is consistent with previous studies performed under pure Mode II loading [38], where the near identical global peak load of the system was reached by both methods, though at a higher displacement in the case where cohesive elements were used. In general, the set of cohesive parameters can be readily applied to both methods of modeling the bond interface, providing a good representation of the system behavior in terms of ultimate capacity. If the physical element-to-element tracking of the crack progression is not a requirement of the investigation being performed, it would be recommended to perform the FEA using contact interactions. On the whole, the FE results demonstrate the flexibility and versatility of the obtained consistent parameters, regardless of the loading and geometric configurations used. The cohesive parameters allowed for good representation of the bond behavior prior to damage with
regards to the peak load reached and the expected deflection at the peak point. The idealization of the global post-damage behavior did not exhibit the same degree of accuracy but was adequate at providing the same behavioral trends that were seen in experimentation. Of particular interest are the results obtained from the FE analysis for Specimen S-a120-c100, where the model results also demonstrated an increase in global stiffness and ultimate load reached after crack propagation had initialized. This disproves the initial assumption made in Section 3.4 that the experimental behavior of this one particular test specimen was an abnormality and more investigation should be made to examine the possible influences of the particular test configuration used on the data results.

6. Conclusions

The results presented in this paper on the behavior and characterization through cohesive parameters of the epoxy bonded coarse silica sand aggregate layer provide a practical set of consistent cohesive parameters that can be applied to FE modeling techniques in both 2D and 3D environments to reasonably approximate the behavior of the bond interface. Comparisons made between the Global and Local Methods for deriving the critical fracture energy of asymmetric, inhomogeneous specimens tested under mixed-mode configurations demonstrate the suitability of both methods in the determination of the total critical fracture energy. Nevertheless, partitioned critical fracture energy values calculated through the Global Method heavily overestimates the contribution of Mode I action and should only be recommended for use in simpler configurations consisting of pure mode, symmetric and homogeneous specimens. The derived set of consistent parameters can be applied when modeling with both contact interactions and contact elements, though lower stiffness behavior is to be expected in the latter case. It is recommended for future studies to examine more closely the results obtained from one specific test specimen, which demonstrated an increase in stiffness and strength after crack propagation had initialized, a phenomenon that was later replicated through FEA.
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