Hybrid Lattice Particle Modelling Approach for Polymeric Materials Subject to High Strain Rate Loads
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Abstract: Hybrid Lattice Particle modelling (HLPM) is an innovative particular dynamics approach that is established based on a combination of the particle modelling (PM) technique together with the conventional lattice modelling (LM) theory. It is developed for the purpose of simulating the dynamic fragmentation of solids under high strain rate loadings at macroscales with a varying Poisson’s ratio. HLPM is conceptually illustrated by fully dynamic particles (or “quasi-particles”) placed at the nodes of a lattice network without explicitly considering their geometric size. The interaction potentials among the particles can employ either linear (quadratic) or nonlinear (Leonard-Jones or strain rate dependent polynomial) type as the axial/angular linkage. The defined spring constants are then mapped into lattice system, which are in turn matched with the material’s continuum-level elastic moduli, strength, Poisson’s ratio and mass density. As an accurate dynamic fracture solver of materials, HLPM has its unique advantages over the other numerical techniques which are mainly characterized as easy preparation of inputs, high computation efficiency, ability of post-fracture simulation and a multiscale model, etc., This paper is to review the successful HLPM studies of dynamic fragmentation of polymeric materials with good accuracy. Polymeric materials, including nylon 6-6, vinyl
ester and epoxy, are accounted for under the loading conditions of tension, indentation and punctuation. In addition, HLPM of wave propagation and wave induced fracture study is also reviewed.
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1. Introduction

Polymeric materials, e.g., nylon 6-6, vinyl ester and epoxy, etc., are of lightweight, tough, corrosion resistant [1], and can be easily glued into complex components with various functions and features. These desirable features have offered polymeric materials a broad application areas, e.g., of building and construction, manufacture, transportation, furniture, electronics and machinery, etc. Structural polymers and polymer composites are exciting new materials and are anticipated to be a replacement material for conventional engineering materials such as wood, stone, glass and metal. This is without doubt a significant and exciting perspective nowadays when human beings are facing a rapid shortage of natural resources.

Since polymeric materials are being more and more widely used as structural components in engineering fields, especially those with the high strain rate loads (impact, blasting, crush, collapse, high speed puncture/penetration, etc.), the fundamental research work on dynamic and fracture characteristics of polymeric materials is of a remarkable importance [2-6].

Dynamic fracture is a complex and multi-scale physical phenomenon. From the microscopic point of view, fracturing is a process that material becomes separated due to the successive breakage of atomic bonds. Since the intrinsic strength properties at molecular structure level are available, molecular dynamics (MD) analysis has been attempted at the nano scale. However, although MD simulation has benefitted from the rapid development of computing power and is becoming increasingly popular, the present state of computer technology is still far from being able to meet the demands of the macroscopic tasks. For example, we currently still cannot simulate a 1 × 1 × 1 cm³ cubic copper body at atomic level because the body consists of 10²⁴ copper atoms, a number so large that no computer in the world can handle it. The second difficulty is its incapability in reaching the practical time scales. For instance, the laboratory dynamic fracture experiments generally last in micro-seconds (1 microsecond = 10⁻⁶ s), while the MD model time steps are typically in the nano (10⁻⁹) or pico (10⁻¹²) second range. As such, MD is limited to a narrow range of solving nano- to micrometer scale problems. For this reason, numerical tools for the modelling of dynamic fracture at macroscopic level are needed.

Static or quasi-static models have existed for several decades and successfully been used for micromechanics and macro-mechanics structure analysis. However, they fail to become a tool for dynamic fracture of solids. The reason arises from the fundamental differences between static (or quasi-static) and dynamic deformation. In a quasi-static deformation, at any time, a situation of static equilibrium holds, which implies that any element in the material body has a summation of forces acting on it close to zero. In contrast, in a dynamic deformation, when a high strain rate loading is
applied to the boundary of the body, the stress propagates, that is, the stress has to travel through the body. This is called wave propagation. Thus, dynamic deformation often involves wave propagation. Consequently, a sequence of states of equilibrium defined by the well-known equations of mechanics of materials (summation of forces equal to zero, summation of moments equal to zero; compatibility of strain; constitutive relations, etc.) are no longer valid.

The current numerical methods for dynamic fracture simulation at macroscopic level can be classified into two categories—continuum mechanics based models (CMBM for short) and discrete element based models (DEBM for short).

Current CMBMs, e.g., a finite element method (FEM), are well known to limit the fracture/fragmentation predictions. The FEM regards material as one continuum media, and the global element assembly technique employed by FEM follows the compatibility condition [7] which states that the interior nodes still remain connected after deformation, i.e., must have the same nodal displacement; hence, once the continuity of material is broken due to the presence of fracture or fragmentation, re-meshing is required to distinguish the interior and boundary nodes in need of correct element assembly at a new evolving stage of geometry for the next cycle of computation. When a material body is subject to extreme loadings, unexpected fragments are often produced. Herein, this offers FEM an extreme challenge in technique to deal with the dynamic re-meshing, and causes the computation highly expensive. Although FEM has constantly been developed to meet such requirements and several re-meshing techniques (i.e., Lagrange, Euler and Arbitrary Lagrange Euler) [8], and some hybrid sophisticated methods [9] have been well established and embedded into FEM, it still cannot well and easily predict multi-cracks of materials, let alone the fragmentation problems. Figure 1 displays the comparison of using FEM and smoothed particle hydrodynamics (SPH), a discrete element based method (DEBM) [10], in simulating material penetration [8]. It is seen that, although the FEM employs powerful re-meshing techniques, the fragmentation of material is still not able to be predicted. Meanwhile, it illustrates that the DEBM is superior to the CMBM in dealing with the fragmentation of materials. As such, discrete element based methods (DEBM), e.g., SPH, particle flow code (PFC) [11], applied element method [12], particle modelling (PM) [13-15], and the further developed hybrid lattice particle modelling (HLPM) [16], etc., have been established at a macroscopic level. DEBM is established based on treating material as an assembly of mass particles. The constitutive equations are assigned to define the interactions among the discrete neighboring particles. Consequently, DEBM does not suffer from either the mesh tangling problem encountered when using Lagrangian mesh or the material flux conservation problem when using Eulerian mesh. This leads to DEBM unique robustness to solve the ‘discontinuity of material’ problems. Due to the irreplaceable superiority of DEBM to CMBM in solving the fragmentation of materials, the ‘discrete material’ concept is becoming more and more widely accepted by engineering fields, and the market for DEBM applications is increasingly growing. This gives rise to a more prosperous DEBM modelling research in this decade. Meanwhile, there are newly developed models that couple DEBM with CMBM, e.g., particle finite element method (PFEM) [17] and material point method (MPM) [18], etc., in which the deformation is solved using CMBM while the fracture/fragmentation relies on DEBM. Since DEBM is the core in fracture/fragmentation simulations, to improve/develop techniques of various DEBMs is of significant importance and value.
All the current DEBMs can be classified into two categories: mesh free (or meshless) and lattice particle models. For example, SPH, PFC and their inherited subclass of methods are mesh free models since the computations do not rely on a meshing system. In contrast, the confinement-shear lattice model (CSLM for short) [19,20], PM and HLPM are lattice particle models since the simulations are carried out on a lattice structure. In lattice particle models, the neighborhood of each particle needs to be pre-defined, and the consequent evolution of deformation, fracture or fragmentation at each fracturing stage can be readily identified and predicted with the pre-defined neighborhood.

**Figure 1.** A material impact simulation by using FEM accounting for different re-meshing skills, Lagrange, Euler and Arbitrary Lagrange Euler (ALE), and smoothed particle hydrodynamics (SPH) [8].

In the domain of meshless models, PFC and SPH are the two most notable techniques. Many new developed meshless models and the according hybrid CMBM-DEBM techniques originate from these two models. However, viewing from the current technological status of meshfree models, they are, in general, far less complete in technique. This imperfection partially arises from the fact that the dynamic fracture mechanics model study is still at a quite fundamental stage, and partially from inherent limits of each individual model which can be summarized as follows:

1. In PFC and its inherited subclass of developed methods, each particle's size is physically accounted for, e.g., circular discs or spheres used for 2D or 3D, respectively. In summary, three disadvantages of PFC are obvious: (i) particle packing causes porosity of material. It is obviously not suitable for compact/condense materials; (ii) material's Poisson's ratio cannot be related to the pattern of the packed particles; and (iii) expensive computation is spent in keeping track of the instantaneous contact positions and the evolving geometry of all elements.

2. In SPH, a kernel density function, or weight function, is employed to define each particle's reaction domain, and continuum constitutive equations are then applied to particles within the domain. In recent years, several new techniques have been established to modify the kernel function to improve the computation accuracy. These new techniques are element-free Galerkin method (EFGM) [21], reproducing kernel particle method (RKPM) [22] and partition of unity method (PUM) [23,24]. As was mentioned by Belytschko [25], in most cases, these approaches
are identical. On the whole, SPH is currently still at an immature status in technique and needs considerable improvement so as to overcome the two major limits of (i) that the SPH was developed with in mind more fluid modelling than solid modelling. However, for solids, pre-fracture particle-particle interactions are different from the failed, while they are conserved in fluids. For instance, a blend of two separate parts of fluid follows the same constitutive equations, whereas a mixture of two separate solid parts does not follows the same interactive formulas as one integrated body applies. Consequently, post-fracture interaction of solids cannot be readily traced since the kernel density function cannot distinguish if the particles are pre-fractured or to be failed; and (ii) high complexity in computation. SPH is a time-consuming technique while the inherited meshless derivatives are even more expensive [25].

Compared with the meshless techniques, dynamic lattice techniques are currently far less popular and consequently less developed. However, they show promises as robust tools due to some unique properties.

Cusatis's confinement-shear lattice model (CSLM) [19,20] conducted on an irregular and randomly generated meshing system, Delaunay triangulation mesh, has demonstrated its ability in fracture predictions. However, the CSLM validations are found to have been accomplished so far with merely quasi-static cases, ignoring the inertia term, rather than dealing with high strain rate loadings. Further, the complex meshing technique in the model undoubtedly leads to high expenses in computations and limits it to post-fracture applications. Furthermore, it needs to be especially pointed out here that, since the location of the stress or pressure gradient in dynamic simulations is dependent on time and space, spurious wave reflection may arise from this irregular mesh system due to the presence of different limits to the wavelength generated by the irregular nodal spacing [21,27]. To prevent this problem, no less than 10% gradual difference between neighboring grid should be obeyed [28].

Hybrid lattice particle modelling (HLPM) [16] has been proposed to combine the strengths of both the lattice model (LM) [26] and PM [14], in which the interaction potentials can be described by employing either linear (quadratic) or nonlinear (Leonard-Jones or strain rate dependent polynomial) type to the axial/angular linkage, see Figure 2. The defined spring constants are then mapped into the lattice system, which are in turn matched with the material's continuum-level elastic moduli, strength and Poisson's ratio. Axial (α-model), axial-angular (α-β-model) and 'triple honeycomb lattice' method (α-β-γ-model) models have been developed together with considering triangular lattice and various particle-particle interactions (nearest and two-layer neighboring), shown in Figure 3. The theoretical derivations of different considerations associated with the material's properties have been well addressed by Wang et al. [16].

The HLPM can readily simulate dynamic behaviors/fragmentation of materials at macro-scales with a varying Poisson's ratio. For instance, assigning the same α and β to the axial and angular springs in 2D works for the Poisson's ratio ranging from (–1, 1/3] [16]; whereas α-β-γ-model works for the Poisson's ratio ranging from [1/3, 1) [26]. Moreover, the HLPM can also efficiently solve a 'mesh bias' and 'lattice interpenetration problem that the conventional LM is plagued with [13]. The principle of HLPM can be described as follows: the particle-particle interaction is derived from lattice modelling (LM) theory whereas the computational scheme follows the particle modelling (PM) technique. Once the translational strength is exceeded, the spring is broken and a fracture is created. The strength of HLPM over the traditional LM and PM is summarized and compared in Table 1.
Table 1. Comparison of the lattice model (LM), the particle model (PM), and the hybrid lattice particle model (HLPM).

<table>
<thead>
<tr>
<th></th>
<th>Lattice Model (LM)</th>
<th>Particle Model (PM)</th>
<th>Hybrid Lattice Particle Model (HLPM)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Particle interaction</td>
<td>spring (axial/angular), beam, etc.</td>
<td>Leonard-Jones potential (axial only)</td>
<td>spring (axial/angular) mimicking the Leonard-Jones potential</td>
</tr>
<tr>
<td>Interaction neighborhood</td>
<td>not limited to nearest neighbor</td>
<td>nearest neighbor only</td>
<td>not limited to nearest neighbor</td>
</tr>
<tr>
<td>Mesh system</td>
<td>small deformation</td>
<td>large deformation</td>
<td>large deformation</td>
</tr>
<tr>
<td>Poisson’s ratio</td>
<td>flexible</td>
<td>fixed</td>
<td>flexible</td>
</tr>
<tr>
<td>Time process</td>
<td>static</td>
<td>dynamic based on Newton’s second law</td>
<td>dynamic based on Newton’s second law</td>
</tr>
<tr>
<td>Force-displacement</td>
<td>Displacement (strain interpreted from force (stress))</td>
<td>Force interpreted from displacement (distance between particles)</td>
<td>Force interpreted from displacement (distance between particles)</td>
</tr>
</tbody>
</table>

Figure 2. Force interaction types of HLPM: (a) Lennard–Jones, (b) linear, (c) strain-rate dependant polynomial.
The advantages of HLPM over the other existing DEBM's can be summarized as follows:

1. Easy for the determination of input parameters. Five conservative/equivalent rules (mass, potential energy, Young’s modulus, tensile/compressive strength and Poisson’s ratio) are required to determine the material's properties for the input datasheet.

2. Easy for implementation and high computation efficiency. Since the physical size of each particle is ignored rather than its equivalent mass, the algorithm of coding a HLPM computation is fairly easy; meanwhile, since no computation is spent in keeping track of the instantaneous contact positions and the evolving geometry of all elements, the HLPM computing cost is greatly reduced.

3. Easy for tracing the post-fracture interactions. In HLPM, a pre-defined neighborhood in a lattice structure represents the integrated and non-fractured body of material. During a simulation process, any fractured member will change this originally defined neighborhood, and the particles within the fractured region will be re-defined with a different interaction rule from the non-fractured. For instance, among the non-fractured particles are considered both repulsive and attractive effects based on their tensile or compressive movement, whereas among the fractured particles are only considered repulsive interactions once the distance between the particle pair is smaller than their original equilibrium spacing. Consequently, interactions among fragments can be readily and accurately predicted.
A multi-scale model. In the case of lattice spacing decreasing to a few Angstroms, we will recover a molecular dynamics (MD) model with, say, a Leonard-Jones potential. This implies that HLPM is an upscaled MD and can be flexibly applied to various length scale problems, if a proper equivalent macroscopic potential is provided.

In this paper we review a number of accomplishments of HLPM in the dynamic fragmentation of polymeric materials with good accuracy. Nylon 6-6, vinyl ester and epoxy are accounted for under the loading conditions of tension, indentation and punctuation. In addition, HLPM of wave propagation and wave induced fracture study is also reviewed.

2. Review Hybrid Lattice Particle Modelling Development

The hybrid lattice particle model (HLPM)—also called lattice particle simulation or quasi-molecular modelling—is a dynamic simulation model that typically uses a relatively small number of particles of macroscopic sizes, representing solid and/or fluid mass. HLPM is a numerical technique similar to the molecular dynamic (MD) simulation; but rather than simulating actual atoms, it is based on lumped mass particles distributed on a grid to allow macro scale modelling. The particles’ location and velocity evolves according to the laws of Newtonian mechanics. The axial/angular force interaction between particles is modeled after Wang et al. [16], which is matched up with the Young’s modulus, tensile/compressive strength and Poisson’s ratio of the material as well as energy and mass. In principle, the distance of particle spacing can decrease to a few angstroms; in that case we recover a molecular dynamics like model. Hence the HLPM is fairly flexible in modelling physical phenomena of all sizes, limited only by the number of particles needed in the modelling (computational power).

2.1. Mechanical HLPM

In essence, the HLPM can take three types of aforementioned force interactions into consideration as illustrated in Figure 2. The theoretical derivation of mechanical HLPM can be briefly reviewed as follows.

2.1.1. Lennard-Jones type interaction

In HLPM, the non-linear axial interaction force between neighboring (quasi-) particles, $F$, can alternatively take the same form as in MD, seen in Figure 2(a):

$$F = -\frac{G}{r^p} + \frac{H}{r^q}$$  \hspace{1cm} (1)

Here $G$, $H$, $p$ and $q$ are positive constants, and $q > p \geq 1$ to obtain the repulsive effect that is necessarily (much) stronger than the attractive one, $r$ being the distance between two particles.

Ashby & Jones [29] presented a simple method to evaluate continuum-type Young’s modulus $E$ and tensile stress $\sigma(r)$ of the material from $F(r)$, namely
where $S_o = (dF/dr)_{r=r_0}$, and $r_0$ is the equilibrium spacing between contiguous particles. $N$ is the number of bonds/unit area, equal to $1/r_0^2$. Assuming that tensile strength, $\sigma_{TS}$, results at a failure position $r_d$ when $dF(r_d)/dr = 0$, that yields,

$$\sigma_{TS} = NF(r_d)$$  \hspace{1cm} (4)

Note that Equation (2) has been demonstrated to be completely identical to the α-model of LM derivation [16].

Just as in MD, the non-linear dynamical equation of motion for each particle $P_i$ of the PM system is given by

$$m_i \frac{d^2 \vec{r}_i}{dt^2} = \sum_{i=1,K} \left[ \left( G_{ij} \frac{r_{ij}}{r_{ij}^3} + H_{ij} \frac{r_{ij}}{r_{ij}^2} \right) \vec{r}_{ij} \right], \quad i \neq j$$  \hspace{1cm} (5)

where $m_i$ and $\vec{r}_i$ are mass of $P_i$ and the vector from $P_j$ to $P_i$; $K$ is the total number of ambient particles interacting with particle $i$. $G_{ij}, H_{ij}$, $p$ and $q$ are the parameters between particles as indicated in Equation (1).

It is noted that HLPM can account for long-range interactions, such as gravities, magnetic force, etc., which is often used by atomistic scale model. However, HLPM is usually applied for extreme loadings in which case long-range interactions are comparatively smaller and can be ignored.

The derivation of four parameters in Equation (1) from MD structures is conducted on a cubic body [14]. A face-centered cubic (f.c.c) lattice for both atomic and quasi-particle structures is chosen. If $p$, $q$ and $r_0$ are given, then, by conditions of mass and energy conservation, $G$ and $H$ can be derived. Consequently, Young’s modulus is evaluated by Equation (2) and tensile strength by Equation (4). The complete derivation process is described below.

First, for the atomic structure (MD model), we have:

interaction potential energy (ergs): $\phi_a = \left( \frac{G_{ij}r_{ij}^{1-p_a} + H_{ij}r_{ij}^{1-q_a}}{1-p_a} \right) \times 10^{-8}$  \hspace{1cm} (6)

Young’s modulus (GPa) is obtained from Equation (2) and tensile strength (MPa) from Equation (4). Total number of atoms in $A \times B \times C$ cubic material body:

$$N^* = \left( \frac{A \times 10^8}{r_a} + 1 \right) \times \left( \frac{B \times 10^8}{r_a \sqrt{3}/2} + 1 \right) \times \left( \frac{C \times 10^8}{r_a \sqrt{6}/3} + 1 \right)$$  \hspace{1cm} (7)

In Equations (6) and (7), $r_a$ is equilibrium position of the simulated material in atomic structure, and $p_a$, $q_a$ are the exponential parameters in atomic structure. Note that, for a Lennard-Jones interaction case, $p_a = 7$ and $q_a = 13$.

Next, for the quasi-particle structure (HLPM model), we have interaction force (dynes) as in Equation (1). The interaction potential energy (ergs):
total number of quasi-particles in HLPM system:

$$N = i_{\max} \times j_{\max} \times k_{\max}$$  (9)

We now postulate the equivalence of MD and HLPM models. From the mass conservation, we calculate the mass of each quasi-particle $m$ based on atomic mass $m_0$:

$$m = N^* \times m_a / N$$  (10)

From the energy conservation, we have:

$$(N \times \phi)_{r-r_0} = (N^* \times \phi_0)_{r-r_0}$$  (11)

under the requirement:

$$F(r_0) = 0$$  (12)

From Equations (11) and (12), we now derive Young's modulus $E$:

for $p = 1$: $$G = Hr_o^{-q}, \quad H = \frac{(N^* \times \phi_0)_{r-r_0}(1-q)}{N(1-q)r_o^{-q} \ln r_0 - r_o^{-q}}, \quad E = -Gr_o^{-3} + qHr_o^{-q-2}$$  (13)

for $p > 1$: $$G = Hr_o^{-q}, \quad H = \frac{(N^* \times \phi_0)_{r-r_0}(1-p)(1-q)}{N(p-q)r_o^{-q}}, \quad E = -pGr_o^{-p-2} + qHr_o^{-q-2}$$  (14)

Similarly, tensile strength can be obtained under $dF(r_0)/dr = 0$. Evidently, the four parameters $(p, q), r_0$ and $V$ affect $E$ and $\sigma_{TS}$.

A parametric study to $G$, $H$, $p$ and $q$ with respect to the computation domain and lattice spacing $r_0$ has been completed [14].

2.1.2. Linear type interaction

For elastic-brittle materials, a general format of axial linear dynamical equation is [30], seen in Figure 2(b):

$$F = \begin{cases} -S_0(r-r_0) & \text{for } r_c \leq r \leq r_t \\ 0 & \text{otherwise} \end{cases}$$  (15)

Following the derivation rules in lattice models addressed in [16], we get the 2D axial stiffness for is,

$$S_0 = \frac{2Er_0}{3(1-\nu)}$$  (16)

with $\nu$ the Poisson’s ratio.

In Equation (15), $r_c$ and $r_t$ are the fracture positions applied for compression and tension, respectively, which in practice need to be empirically determined.

An analogous angular spring interaction scheme to Equation (15) yields,
with $\phi_0$ the equilibrium angle between adjacent particles, and $\phi$ the angular displacement. $\phi_c$ and $\phi_t$ in Equation (17) are the angular fracture coefficients applied for compression and tension, respectively, which are also needed to be determined by empirical tests.

The 2D angular stiffness $S_\phi$ in Equation (17) is after Wang, et al. [16],

$$S_\phi = \frac{\sqrt{3(1-\nu)}E_n^2}{18(1-\nu^2)}$$  \hspace{1cm} (18)

As has been mentioned, assigning the same $\alpha$ and $\beta$ to the axial and angular springs, Equation (18) works for the Poisson's ratio ranging from ($-1, 1/3$] [16]; whereas for the Poisson's ratio ranging from $[1/3, 1)$, a ‘triple honeycomb lattice’ method ($\alpha$-$\beta$-$\gamma$-model) is required [26]. Figure 4 depicts the fracture predictions of HLPM with Poisson's ratio $\nu = 0.21$, 0.33 and 0.443, respectively.

The 3D derivation is of high challenge and will be accomplished in our next stage of work following Keating's approach [31].

**Figure 4.** Fracture prediction of materials with varying Poisson's ratios using HLPM: (a) $\nu = 0.21$, (b) $\nu = 0.33$; (c) $\nu = 0.443$. 
2.1.3. Polynomial type interaction

For a polynomial interaction type in Figure 2(c), a piece-wise linearity approximation in Equations (15–17) is adopted.

2.2. Thermal HLPM

Considering thermal effect and material phase change with heating, the following equations are embedded into HLPM [32].

If the time-dependant thermal flow (J/s/m) is given \( q = \kappa \Delta T \), then, the temperature difference (K) is solved by

\[
\Delta T = \frac{\Delta \beta}{mC}
\]

where \( \kappa \) is the thermal conductivity tensor (W/m C), \( m \) the mass, \( C \) the specific heat (J/kg K), and \( \Delta \beta = \Delta t \cdot q \) the change of stored energy (J) per time increment \( \Delta t \).

Thus, the dynamic change of temperature due to thermal conduction and microwave heating can be determined by

\[
T(0) = 0.0 \text{ K}, \quad T(t + \Delta t) = T(t) + \Delta T + P_d l(t) (C \cdot \Delta t)
\]

Assuming an isotropic expansion, the final thermally induced strain and stress are given by,

\[
\varepsilon_i = \alpha(T_f - T_o), \quad \sigma_i = \frac{\varepsilon_i E}{(1-2\nu)}
\]

where \( \varepsilon_i \) is the strain, \( \alpha \) is the thermal expansion coefficient (1/K), \( T_i \) and \( T_o \) is the initial and final temperature, respectively; \( \sigma_i \) is the isotropic thermally induced stress. In case of phase change, temperature dependant \( E \) versus \( T \) should be provided. \( P_d \) is input power density (W/m³).

Figure 5 exhibits a preliminary HLPM simulation of microwave assisted breakage effect on a calcite-pyrite mixture [32]. In the simulation, the thermally-induced microcracking is found to be along the grain boundaries. This fracture scenario is in a good agreement with the earlier study [33]. Once material phase change information is provided, melting and burning will be simulated. Figure 6
depicts a preliminary HLPM fire resistance study of structure with/without fire proof material coated on the left side. It is seen that without the protection the majority of the structure is burned out, whereas with the protection just a minor amount is burned out.

**Figure 5.** HLPM simulation of thermally-induced breakage of assemblage of pyrite-calcite, (a), (b) temperature, thermal stress versus radical displacement, (c) spatial temperature distribution within an one inclusion structure, (d) fracture distribution within a nine-inclusion structure. [32].
Figure 6. HLPM fire resistance study of structure, (a) problem description, (b) with fire proof material coated on the left side, (c) without fire proof material coated on the left side.

The leapfrog method, with second-order accuracy, is employed in the HLPM simulations. The leapfrog formulas relating position, velocity and acceleration for particles \( P_i \) \((i = 1,2,...,N)\) [34] are,

\[
\ddot{V}_{i,1/2} = \dot{V}_{i,0} + \frac{(\Delta t)}{2} \ddot{a} \quad \text{(starter formula)}
\]

\[
\ddot{V}_{i,k+1/2} = \ddot{V}_{i,k-1/2} + (\Delta t)\ddot{a}_{i,k} \quad k = 1,2,3, ...
\]

(22)

(23)

where \( \ddot{V}_{i,k} \), \( \ddot{a}_{i,k} \) and \( \ddot{r}_{i,k} \) are the velocity, acceleration and position vectors of particle \( i \) at time \( t_k = k\Delta t \), \( \Delta t \) is the time step. \( \ddot{V}_{i,k+1/2} \) stands for the velocity of particle \( i \) at time \( t_k = (k+1/2)\Delta t \), and so on. Notably, the leapfrog method is of second-order accuracy: \( O((\Delta t)^2) \).

The safe time step is after the derivation result by Hockney & Eastwood [34]:

\[
\Omega \Delta t << 2, \quad \Omega = (\frac{1}{m} \left| \frac{dF}{dr} \right|_{\max})^{1/2}
\]

(25)

3. Review of HLPM for Polymeric Materials Subject to High Strain Rate Loads

Since its establishment, a number of successful HLPM simulations have been achieved in predicting dynamic fragmentation of polymeric materials (nylon 6-6, vinyl ester and epoxy) with good accuracy compared with the corresponding experimental data. The accomplishments are to be reviewed in the following.
3.1. Prediction of crack pattern in epoxy plate

The first successful application of HLPM has been achieved for simulation of dynamic fragmentation in an (elastic-brittle) epoxy plate (8.25 cm × 33.02 cm), containing non-uniformly distributed circular holes in tension [36]. The average Young modulus of the epoxy is as $E \approx 3.26$ GPa, and its tensile strength is $\sigma_{TS} = 62.86$ MPa, and mass density $\rho = 1.1$ g/cm$^3$. The elastic–brittle law of particle–particle interactions Equation (15) is employed. Using tensile stress, $\sigma_{TS}$, from Hooke’s law we can determine the failure strain $\varepsilon_{\text{max}}$ by

$$\frac{r_{\text{max}} - r_0}{r_0} = \varepsilon_{\text{max}} = \frac{\sigma_{TS}}{E}$$

and accordingly the displacement threshold for fracture to occur at $r_{\text{max}}$.

To readily describe the breakage effect on material, we define a concept of fracture density [32]. By this definition, the local fracture density of particle $i$, $f_\text{fract}$, is equal to the ratio of its current number of broken bonds, $N_b$, to its original number of bonds, $N_o$, i.e.,

$$f_\text{fract} = \frac{N_b}{N_o}$$

It is clearly seen that a big $f_\text{fract}$ value indicates a severe failure locally occurring at $i$.

Figure 7(a–c) illustrates the experimental and modelling results of fracture pattern of an epoxy plate with randomly distributed holes in tension. Here is pointed out that, in the simulation, the Poisson's ratio of epoxy was set to 1/3. This is a special case of HLPM in which all the angular interactions are absent [16]. As the figure illustrates, compared with the experimental observation, the HLPM prediction of the crack pattern seems more accurate than that of the FEM solution.

**Figure 7.** Experimental and modelling results of epoxy in tension, (a) experiment [35], (b) FEM [35], and (c) HLPM simulation [36].
3.2. Indentation of polymeric materials

The nylon-6,6 and vinyl ester impact experiments were conducted in the laboratory of Department of Mechanical Engineering at the University of Mississippi. The sample has the dimensions of (in cm) 12.7 × 12.7 × 0.993 in length, height and width, respectively. The two ends of the sample are simply supported with permission of horizontal movement. Figure 8(a) shows the DYNATUP Model 8250 instrumented impact test machine, and Figure 8(b) illustrates a 2D viewpoint of the specimen setup in the experiment. In an impact process, the indenter is fastened with the drop weight to become an integral impactor. The impactor weighs 3.318 kg. The impactor drops down to the specimen by the action of gravity. After the impactor arrives at the specimen, it is subject to a reaction force from the beam. It is obvious that this whole impact event is a complex, coupled process between the motion of the impactor and the reaction of the polymeric beam. The sensor to measure the resistant load is attached with the impactor.

**Figure 8.** Impact of indenter to a polymeric material (nylon 6,6 and vinyl ester). (a) Impact test instrument, and (b) dimension of specimen.
In the impact simulation, the dynamic response of interior particles is easily computed by the corresponding constitutive equations. The challenge comes from how to accurately deal with the exterior particles to be involved into the interaction between the motion of the impactor and the polymeric beam. In the present study, we assume that the indenter is rigid, and the particles interfacing with the indenter surface are pushed away in the direction normal to indenter surface as illustrated in Figure 9. Any tangential movement is neglected. The strategy is implemented as follows.

**Figure 9.** Implementation of a coupling between rigid impactor and polymeric beam.

In Figure 9, assuming that at $t = t_1$ the indenter front, plotted in the dash-dot line, infringes on the particle colored in gray. Let the mass of the impactor be $M_{im}$ and its instantaneous drop speed be $V_{im}(t_1)$. The resistant load from the particle is $R_p(t_1)$. Let the mass of the particle be $M_p$ and its instantaneous moving vertical speed be $V_p(t_1)$. After a time increment, at $t = t_1 + \Delta t$, the new drop speed of the indenter can be determined by

$$V_{im}(t_1) + a_{im}(t_1 + \Delta t) \times \Delta t,$$

where $a_{im}(t_1 + \Delta t)$ is the new acceleration value of drop weight that is obtained by $M_{im} a_{im}(t_1 + \Delta t) = (R_p(t_1) - M_{im} g)$, and $g = 9.80 \text{ m/s}^2$ is the gravity acceleration. Consequently, the new indenter profile can be traced along the arrow plotted in Figure 8. Based on this information, the new position of the particle can be calculated, and therefore the displacement is obtained. Taking time derivative of this displacement value, we obtain the new normal velocity of that particle, $V_p(t_1 + \Delta t)$; hence, its acceleration, $a_p(t_1 + \Delta t)$, can be obtained by differentiating the normal velocity with respect to the time increment. Finally, we calculate the resistant force of this particle to the indenter as $M_p a_p(t_1 + \Delta t)$. Summing all force on the interfacing particles enables us to obtain the total resistant force to the indenter. After the computation is finished for the present time step, these results become the initial conditions for the next time step. This process continues until the computation ends.

HLPM of nylon-6,6 and vinyl ester indentation study are to be shown in the following.
3.2.1. Indentation of nylon-6,6

The measured maximum impact velocity of the impactor arriving at the surface of the beam is 1.87 m/s. The density of the material is 1,140 kg/m$^3$. The Young’s modulus and the tensile strength are $E = 3.0$ GPa and $\sigma_{TS} = 60$ MPa, respectively.

The similar linearity constitutive equations as used in Section 3.1 are applied. However, to predict fracture patterns more accurately, a two-layer particle interaction scheme (nearest-second neighboring particle interaction, Figure 3(b)) is adopted. The effective bond stiffness with this new interaction network is derived following the equivalence of the associated material’s physical property, i.e., Young’s modulus [16].

Figure 10a,b depicts the comparison of experimental and HLPM results [30]. It is found that (1) PM modelling crack pattern agrees with the associated observation, and (2) it is seen that measured load peak happens around $t \approx 1.70$ ms, and the measured deflection at the load peak is 3.03 mm, with the total impact energy equal to 1.2 J. The corresponding HLPM simulated result shows that the load peak happens around $t \approx 1.66$ ms, and the deflection at load peak is 3.0 mm, and the total impact energy calculated is 1.2 J. Although the simulated load profile is not exactly the same as the experiment, we observe similar characteristics, including the fluctuating profile with roughly the same period. The simulated peak load is also reasonable close to the experimental value. Hence we conclude that the HLPM simulation compares favorably with the experimental measurements.

**Figure 10.** The study of the failure of nylon-6,6 due to the impact of a rigid indenter (a) experimental results; (b) HLPM results. Maximum drop velocity of indenter is 1.87 m/s [30].
3.2.2. Indentation of vinyl ester

The measured maximum impact velocity of the impactor arriving at the surface of the beam is 1.91 m/s. The density of the material is 1,050 kg/m$^3$. The Young’s modulus and the tensile strength are $E \approx 2.56$ GPa, and $\sigma_{TS} = 25.6$–51.2 MPa, respectively.

A exactly the same modelling method as used in Section 3.2.1 is employed in the following. Figure 11a,b depicts the comparison of experimental and HLPM results [37]. It is seen that measured load peak happens around $t \approx 1.38$ ms, and the measured deflection at the load peak is 2.60 mm, with the total impact energy equal to 0.7 J. The corresponding HLPM simulated result shows that the load peak happens around $t \approx 1.42$ ms, and the deflection at load peak is 2.66 mm, and the total impact energy calculated is 0.76 J. Similarly to Figure 10a,b, although the simulated load profile is not exactly the same as the experiment, we observe similar characteristics, including the fluctuating profile with roughly the same period. The simulated peak load is also reasonable close to the experimental value. Hence we conclude again that the HLPM simulation compares favorably with the experimental measurements.

**Figure 11.** Comparison of HLPM result with the according experimental observation of the failure of vinyl ester due to the impact of a rigid indenter, (a) experimental observation, (b) HLPM simulation. Maximum drop velocity of indenter is 1.91 m/s [37].

3.2.3. Punctuation of vinyl ester

The impactor weighs 5.95 kg, and the measured maximum impact velocity of the impactor reaching the surface of the plate is 3.55 m/s. The sample has the dimensions of (in cm) 10.16 × 10.16 × 1.0 in length, width and thickness, respectively. Each specimen's top and bottom surfaces were clamped only with a 3.81 cm hole in radius at the center, see Figure 12. Such setting is to center the specimen for uniform gripping and enough tighten the clamping so as to provide uniform clamping pressure to prevent slippage during the tests.
A 3D HLPM has been built up. The 3D particle-particle interaction approximately employs the 2D derivation result. Figure 13a,b compares the experimental with the HLPM result. It is seen that the observed puncture area and shape on the specimen is similar to that of the HLPM prediction. Although the simulated load profile has a visual difference from the experiment, we observe similar characteristics, including the fluctuating profile with roughly the same tendency. Especially, the comparison is satisfactory at the damage initiation stage—from the moment of impact to the point of peak load, with the measured load peak equal to 10,000.0 N occurring around a deflection of 2.1 mm while the two according HLPM results are 12,800.0 N vs. 1.6 mm. However, the HLPM underpredicts the duration of puncture propagation stage—from the point of peak load (puncture initiation) to the zero load point (puncture completion), and overpredicts the duration and magnitude of post puncture shear stage—dominated by the shear effect of the available puncture peripheral surface of the specimen and the plunger surface.

**Figure 12.** Setup of specimen for punch-shear test of vinyl ester plate.

**Figure 13.** The study of 3D punch-shear of vinyl ester (a) experimental results; (b) HLPM results. Maximum drop velocity of indenter is 3.55 m/s.
The above-mentioned discrepancies may be due to two major factors. First, the 3D HLPM simulation shown here still employs the same contact method as in [30,37], in which a rigid plunger is assumed, and the particles interfacing with the plunger surface are assumed to be pushed away in the direction normal to plunger surface. This is a completely non-slip contact assumption. To improve the accuracy of HLPM at the damage initiation stage, a partial-slip contact mode may help. For the puncture propagation stage and the post puncture shear stage, where the hinging effects of attached fragments with the surface of the plunger, the shear effect of the available puncture peripheral surface of the specimen and the plunger surface are dominant, our post-fractured particle-to-particle interaction scheme needs to be improved.

Nevertheless, we can conclude that the 3D HLPM can well predict the punch-shear process of a vinyl ester platelet, especially during the damage initiation stage.

Figure 14 shows a snapshot of HLPM prediction of plunger puncture into the sample. It provides a clear insight into the interaction of the plunger with the material and the resultant fracture inside.

**Figure 14.** Snapshot of HLPM prediction of fracture of punch-shear of vinyl ester at $T = 3.4$ ms. Maximum drop velocity of indenter is 3.55 m/s.
4. HLPM Prediction of Wave Propagation and Wave Induced Fracture

4.1. HLPM prediction of wave propagation in 1D and 2D elastic-brittle material

In this section we first review our HLPM study of wave propagation in a 1D and 2D elastic-brittle bar, subjected to dynamic and kinematic loads, respectively. [38]. The computational domain for 1D and 2D are \( L = 12.7 \) cm in length (one layer of particles) and \( 12.7 \) cm × \( 12.7 \) cm (fifteen layers of particles), respectively, with an initial particle spacing \( r_0 = 0.1 \) cm; two points are selected at \( L/4 \) and \( L/2 \) away from the left end for calculating the wave propagation speed. Dynamic and kinematic conditions are, respectively, applied to the left end at 97.8 MPa and constantly 60.0 m/s; the right end is fixed and the remaining boundaries are traction free. The material parameters are: Young's modulus \( E = 3.0 \) GPa, density \( \rho = 1,140 \) kg/m\(^3\), and failure strain \( \varepsilon_{\text{max}} = 0.02 \). For simplicity, we assume that the Poisson's ratio of the material is equal to 1/3. Consequently, the angular spring effect is absent [16], and only the axial interaction is accounted for and determined after Equation (15).

The classical wave theory gives that the wave propagation speeds in the above-mentioned 1D and 2D material bars are, respectively [39],

\[
\begin{align*}
1D: \quad & C_{p(1D)} = \sqrt{\frac{E}{\rho}} \approx 1622.0 \text{ m/s} \\
2D: \quad & C_{p(2D)} = \sqrt{\frac{K + 4G/3}{\rho}} \approx 1986.0 \text{ m/s}
\end{align*}
\]

with \( K \) and \( G \) the bulk and shear modulus, respectively.

4.1.1. Dynamic boundary condition

A dynamic boundary condition with 97.8 MPa is applied to the left end of 1D and 2D bar, respectively. Figure 15 displays the HLPM results of the horizontal displacement for 1D and 2D at \( X = L/2 \). From Figure 15(a) it is seen that the wave propagation profiles of 1D and 2D are different from each other due to the existing difference of wave propagation speed in 1D from in 2D structure. Via Figure 15(b), we can calculate that the horizontal wave speed values travelling in the 1D and 2D bar are equal to 1,455.0 m/s and 2,133.0 m/s, respectively. These results indicate that, the 1D simulation result is smaller than the analytical solution, 1,622.0 m/s, while the 2D result is bigger than the analytical value, 1,986.0 m/s. The reason for the existing discrepancies is not very clear. It may arise from the difference of wave propagation in lattice-particle structure from that of the continuum media. However, we can still conclude that HLPM is able to correctly capture the wave propagation of solids.
Figure 15. HPLM prediction of horizontal displacement for 1D and 2D bar, respectively. (a) horizontal displacement recorded at $X = L/2$; (b) horizontal displacement recorded at $X = L/4$ and $X = L/2$. Dynamic boundary condition is applied, [38].
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4.1.2. Kinematic boundary condition

A kinematic boundary condition with 60.0 cm/s is constantly applied to the left end of the 1D and 2D bar, respectively. Figure 16 displays the HLPM results of the horizontal displacement for the 1D and 2D simulations at $X = L/2$. From Figure 16(a) it is seen that the wave propagation profiles for both of the 1D and 2D cases are equally increased in amplitude after each period of wave reflection; this coincides with the knowledge of wave propagation with a constant load condition. Via Figure 16(b), we can calculate that the horizontal wave speed value for 1D and 2D cases are equal to $1,455.0$ m/s and $2,133.0$ m/s, respectively. These values are similar to the above-shown 1D and 2D cases subject to a dynamic load.
4.2. HLPM study of wave induced fracture—spall crack formation

In this section we review our HLPM study of wave induced fracture—spall crack formation. Spall crack formation is the direct consequence arising from the wave (tensile and compressive wave) interactions in solids. The area will be highly stretched wherever the strong enough tensile and compressive waves meet, and a spall crack will consequently occur.

The dimension of the target is set as 5.2 cm × 0.68 cm while the two different sizes of the flyer are set as 5.2 cm × 0.20 cm and 2.6 cm × 0.20 cm, respectively. The material properties of flyer and target are set to be identical, in which the Young's modulus is $E = 163.24$ GPa, the tensile strength $\sigma_{TS} = 478.25$ MPa, failure strain $\varepsilon_{\text{max}} = 0.10$, and density $\rho = 8,900.0$ kg/m³. The flyer's initial dropping speed is 260.0 m/s. Traction free boundary conditions are applied to all the boundaries.
Figure 17 shows the qualitative comparison of spall crack formation of HPLM simulations with the results obtained from the analogous molecular dynamic (MD) simulations by Krivtsov [40,41]. As seen from Figure 17(b), the spall crack formation is clearly captured by HPLM. We see that the tensile wave—the wave reflected from the bottom of the target, meets the compressive wave—the wave reflected from the top of the flyer, at a thin layered area with a distance away from the bottom of the target. The two types of wave propagate in different directions alongside the Y-axis when they meet; this leads to a high stretching to the material herein, thus a spall crack zone is generated. It is also observed that the predicted length of spall crack formation is smaller than that of the flyer and the height of the lower spalling part is the same as that of the flyer. This matches with the MD results [40,41].

**Figure 17.** Qualitative comparison of spall crack formation of HPLM with MD. (a) MD simulations, [40,41] (b) HPLM simulations. Impact speed = 260.0 m/s, [38].

5. Concluding Remarks

In this paper, we review a number of accomplishments of HLPM in the dynamic fragmentation of polymeric materials with good accuracy. Nylon 6-6, vinyl ester and epoxy are accounted for under the loading conditions of tension, indentation and punctuation. In addition, HLPM of wave propagation and wave induced fracture study is also reviewed.

From the demonstrations of the obtained HLPM simulation results, we can summarize several important conclusions:

(1) No need for remeshing. Re-meshing is known as an overwhelming challenge for FEM whereas HLPM does not suffer from it at all. In HLPM, fracture is created when a bond (spring) is broken
by translational force. This provides HLPM a unique power to be able to quite easily overcome the “discontinuity of material” problem.

(2) No stress intensity required. In HLPM, a bond (spring) is broken and fracture is thus resulted wherever the critical failure strain is reached.

(3) HLPM can accurately predict the dynamic fragmentation of polymeric materials under high strain rate loading conditions, and can correctly capture wave propagation of solids.

In conclusion, our HLPM model provides a powerful simulation tool. However, more work is needed to verify it further, and future work should focus on:

(1) Genuine 3D interaction force formulas that will be developed following Keating's approach [31].
(2) More adequate impact mode will be developed so as to accurately describe the shear friction between the projectile and the penetrated target.
(3) Rigorous validation work will continuously validate and calibrate the HLPM model, and test its suitability to different physical problems.
(4) HLPM will be employed in various important applications, such as impact, blasting, thermally-induced breakage problems.
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