Heteroepitaxy, an Amazing Contribution of Crystal Growth to the World of Optics and Electronics
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Abstract: Advances in Electronics and Optics are often preceded by discoveries in Crystal Growth theory and practice. This article represents in retrospect some of the most significant contributions of heteroepitaxy in these and some other areas—the strong impact of the three modes of heteroepitaxy on microelectronics and quantum optics, the big “push” of PENDEO epitaxy in development of Light Emitting Diodes, etc. A large part of the text is dedicated to heteroepitaxy of nonlinear optical materials grown on orientation-patterned templates and used in the development of new quasi-phase-matching frequency conversion laser sources. By achieving new frequency ranges such sources will result in a wide variety of applications in areas such as defense, security, industry, medicine, and science. Interesting facts from the scientific life of major contributors in the field are mixed in the text with fine details from growth experiments, chemical equations, results from material characterizations and some optical and crystallographic considerations—all these presented in a popular way but without neglecting their scientific importance and depth. The truth is that often heteroepitaxy is not just the better but the only available option. The truth is that delays in device development are usually due to gaps in materials research. In all this, miscommunication between different scientific communities always costs vain efforts, uncertainty, and years of going in a wrong scientific direction. With this article we aim to stimulate a constructive dialog that could lead to solutions of important interdisciplinary scientific and technical issues.
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1. Introduction

Like many others this story starts at an unexpected time and place. The time is about a year or two before the beginning of World War II and the place is a small office in the basement of Iowa State College. John Atanasoff, a young professor with a bachelor degree in materials science, a master’s in mathematics, and a doctorate in theoretical physics, was spending the long winter evenings of 1937–1938 in vain attempts to realize one of his old ideas. Still working on his PhD thesis, Atanasoff had experienced serious computing problems—no matter that his Monroe calculator was one of the best at that time, it was still working so slowly so he had to spend hours and hours in boring calculations. Then, several years later, it was still about the same. The current experiments with vacuum tubes, radio signals and various electronic devices also required time consuming heavy calculations. The idea to help himself by developing his own computing machine without the problems of the existing analog devices—working slowly with accuracy that is strongly dependent upon the performance of each one of their parts—started to obsess him again, more and more, but... with not much success.
“... One cold winter night, frustrated after so many discouraging events, John got into his car and started driving without any destination. 200 miles later, he pulled onto a roadside somewhere in the state of Illinois. Here, he continued thinking about the creation of the machine and, as the rumor says, he had a drink of bourbon. No longer nervous and tense, he realized that his thoughts were coming together clearly” [1].

In March 1939 after receiving a grant of $650, Atanasoff was ready to embark in the exciting adventure to build an entirely digital machine. He hired Clifford Berry—a bright electrical engineering student, and from 1939 until 1941 they worked on developing their Atanasoff-Berry Computer (ABC). ABC had the size of a big desk (Figure 1a), weighed 750 pounds and featured rotating drums for memory consisting of hundreds of capacitors. It had also 300 glowing vacuum tubes and a read/write system that recorded numbers by scorching marks on cards. However, ABC had also all major features of last generation superpower computers—a binary system of arithmetic, separate memory and computing functions, regenerative memory, parallel processing, electronic amplifiers, clocked control of electronic operations, and a modular design. In 1997, to pay tribute to the late inventors, a team of researchers, engineers, faculty members, retired faculties and students from Iowa State University and Ames Laboratory built a working replica of ABC. The project took four years and cost nearly $350. This money compared to the $650 that John and Clifford had in 1939 (equivalent to only $8K in 1997) is an indication of the passion that Atanasoff and Berry had and their hard work. The computers today are, of course, incomparably faster and much more powerful. As for prices and sizes some of them, like Raspberry Pi [2], can be as small as the credit card that we could use to buy them on-line for the ridiculous price of ... $5 (Figure 1b).

What has made these and many other “miracles” possible in the time frame of a human life only? Obviously, memorable events like the demonstration in 1947 of the first semiconductor transistor (Figure 1c). However, a closer look under the ordinary engineering surface will reveal dozens of examples of great discoveries in crystal growth theory and practice that are the real reason for the rapid progress in the last a hundred years or so—a period that starts in the dawn of the crystal growth theory. The following paragraphs are dedicated to some of them.

2. The Growth Modes of Heteroepitaxy

In 1939, about the same time when Atanasoff and Berry were working on their ABC, six thousand miles east of Iowa State College somewhere on the Balkans, another ambitious professor from the Department of Physical Chemistry of Sofia University, Ivan Stranski (Ivan is the Slavic translation of John) and his brilliant former student and co-worker now, Lubomir Krastanov, continued to be...
interested in heteroepitaxy. They were well-grounded with what had already been done in the field so they had a great deal of thoughts about the two well-known cases of heteroepitaxy—the two-dimensional (2D) layer-by-layer growth—the so-called Frank–Van der Merwe (FM) mode, and the three-dimensional (3D) island growth, known as Volmer–Weber (VW) mode. However, they felt that something was missing. For example, they wondered what pulls the trigger of converting one smooth at the beginning 2D layer-by-layer (FM) growth in a rough at the end 3D island (VW) growth. They believed that the so-called “half-crystal position”, introduced by them, called “kink” now, played somehow an important role in explanation of these processes. The unicity of this position is that one can increase or decrease the crystal size simply by successive, reversible attachments or detachments of atoms at the kink site, and no change in the surface energy will take place. At the same time the energy released at an act of attachment will be exactly equal to three times the single work of separation, i.e., $3\psi$, as far as three neighboring units are always involved in this case—one from the raw, one from the plane, and one from the crystal. The work of separation from this position $\varphi_{1/2}$ is also equal to the lattice energy of the crystal per building unit and taken with opposite sign chemical potential $\mu$, i.e.:

$$\varphi_{1/2} = 3\psi = -\mu$$  \hspace{1cm} (1)

In the case of heteroepitaxy, i.e., when a crystal material (marked with a “prim”) grows on another, substrate material, there are two possibilities: (i) when $\varphi_{1/2}^I > \varphi_{1/2}$, then the gradient of the chemical potential in the growth direction is positive, i.e., $d\mu/dn > 0$ and the growth of the “prim” material, being energetically favored, will result in a smooth 2D-type surface morphology (Figure 2a); and (ii) when $\varphi_{1/2}^I < \varphi_{1/2}$ and $d\mu/dn < 0$, then the growth will be rather 3D-type island growth (Figure 2b).

To obtain more information Stranski and Krastanov tried to look at the half-crystal position from a different angle. When a foreign (unlike or “prim”) atom attaches to the substrate surface this atom will be connected in a vertical (normal) and a horizontal (lateral) direction. This arrangement allows the energy released after the attachment at the half-crystal position $\varphi_{1/2}^I$ to be expressed differently, as:

$$\varphi_{1/2}^I = \psi_{lateral} + \psi_{normal}$$  \hspace{1cm} (2)

Here $\psi_{lateral}$ and $\psi_{normal}$ denote the lateral and the normal energies released after bonding the approaching atom with the half atomic row, the half crystal plane and the half underlying crystal block. This expression is more informative because now we replace the underlying crystal block by another block from a different crystal material. Thus, the lateral bonding with the two neighbors from the row and from the plane will remain about the same as in the case of homoepitaxy. However, the normal bonding (the one across the interface) will be changed and the changed total work of separation $\varphi_{1/2}^I$ at this single act of attachment will be:

$$\varphi_{1/2}^I = 2\psi + \psi^f$$  \hspace{1cm} (3)

Now by adding and extracting the single work of separation $\psi$, Equation (3) converts in:

$$\varphi_{1/2}^I = 2\psi + \psi^f = 3\psi - (\psi - \psi^f) = \varphi_{1/2} - (\psi - \psi^f)$$  \hspace{1cm} (4)

Here $\psi^f$ is the single work of separation of unlike (foreign, or “prim”) particles, while $\psi$ is the single work of separation for identical (own) particles. By having $(\psi - \psi^f)$ in the formula, it is easily to say that, if $\psi < \psi^f$, then $\varphi_{1/2}^I > \varphi_{1/2}$ and the equilibrium vapor pressure of the first monolayer $p_{\infty}^f(1)$ on the foreign substrate will be smaller than the equilibrium vapor pressure of the bulk crystal $p_{\infty}$, i.e., $p_{\infty}^f(1) < p_{\infty}$. Then at least one monolayer can be deposited at any vapor pressure $p$ that is higher than $p_{\infty}^f(1)$ even at under saturation with respect to the bulk crystal. In the opposite case, the opposite is true, and a higher supersaturation is required [4].
easily to say that, if $\psi < \psi_1$, then $\phi > \phi_1$ and the equilibrium vapor pressure of the first monolayer on the foreign substrate will be smaller than the equilibrium vapor pressure of the bulk crystal, i.e., $p_1 < p_\infty$. Then at least one monolayer can be deposited at any vapor pressure $p$ that is higher than $p_1$ even at under saturation with respect to the bulk crystal. In the opposite case, the opposite is true, and a higher supersaturation is required [4].

Figure 2. The three major modes of heteroepitaxy: (a) the 2D layer-by-layer growth called Frank–Van der Merwe (FM) mode; (b) the 3D island growth called Volmer–Weber (VW) mode; and (c) the layer-plus-island growth called Stranski–Krastanov (SK) mode.

Developing further this idea, Stranski and Krastanov concluded that after the 2D layer-by-layer growth of several monolayers, at a certain critical thickness $h_c$ (which depends on the lattice mismatch between the film and the substrate), 3D islands will start to appear on the film surface and the growth will continue three-dimensionally. The same idea can be equivalently formulated as island formation on the top of a wetting layer with thickness-dependent surface energy. This approach allows the critical wet layer thickness $h_c$ to be ab initio calculated [5,6]. The formation of the 3D islands is accompanied with the formation of some edge dislocations within them, created in response to the need to reduce the strain between the substrate and the film [7]. This intermediate Stranski–Krastanov (SK) “layer-plus-island growth” (Figure 2c), is one of the three known modes of heteroepitaxy classified later, in 1958, by Ernst Bauer [8].

Meantime scientists and engineers put them into practice. From this point there is only a little step to the invention of the first transistor that soon will replace all 300 glowing vacuum tubes in ABC and “shrink” the Electronics to Microelectronics. The three modes of heteroepitaxy, however, are of great importance not only for Electronics but for Optics as well. Today the SK mode is widely used in the theory and practices of the formation of quantum dots (Figure 3a) [9] and the FM mode—in the quantum wells (Figure 3b) [10]. A typical example is [11] where the authors evaluate the wetting layer and its temperature dependence in order to determine the optimal conditions for self-assembly of InAs/GaAs quantum dots.
3. III-Nitrides

3.1. Heteroepitaxy of III-Nitrides

III-Nitrides, such as GaN and AlN, due to their wideband structure, high thermal conductivity, high melting point, and high resistivity to chemicals are among the most preferable materials for high power, high frequency, and high temperature electronics; and for bright, shorter wavelength emitters in the LED technology. These materials, however, cannot be grown from melt because of their high vapor pressure and do not have their own templates so the only option for them is heteroepitaxy. There are a number of articles proposing different traditional [12] or more exotic [13] substrate options. The most proposed substrates for GaN are sapphire, SiC, and AlN, but the problem with the last one is the same—AlN itself does not have its own templates. SiC is expensive and has quite different thermal expansion, which means “expect troubles” especially at thick layer growth. The cheap and readily available sapphire seems to be the best heteroepitaxial option for thin or thick GaN growth. However, the lattice mismatch between GaN and sapphire is huge, 33% (Figure 4), which makes “the mission almost impossible”. One elegant solution, which for a long time now is a practice in the semiconductor industry, is to nitride first the sapphire surface with ammonia and after that to deposit a thin low temperature GaN buffer layer. While the buffer layer aims to reduce the stress between two different materials, the purpose of the nitridation is to form a thin AlN layer prior to the deposition of the GaN layer:

\[
NH_3 + Al_2O_3 = AlN + \frac{3}{2}H_2O_2
\]  

The expectation is that due to the smaller lattice mismatch between AlN and GaN, 2.5%, GaN can be grown more easily on AlN than on sapphire. However, a new problem arises. The in-plane lattice mismatch between AlN (0001) and sapphire (0001) is also large, even larger, 35%. Fortunately, when AlN (0001) grows on sapphire (0001), it naturally rotates at 30° (Figure 4) around its c-axis with respect to sapphire. This rotation reduces the AlN/sapphire lattice mismatch from 33% to 13.3% so AlN grows on sapphire.
was demonstrated [20], indicating that similar advantages can be achieved without using patterned substrates. Applying this innovative strategy, when exploiting strongly out-of-equilibrium growth conditions, defect-free mismatched hetero-structures on Si substrates were also produced [21]. In this case the strain relaxation was engineered to occur elastically rather than plastically by combining additional degree of freedom for tailoring materials, but this is often at the expense of dislocation generation and even cracking of the growing layer. Recently, eliminating some of the drawbacks, a low temperature 3D vertical epitaxial growth of micrometer-scale defect-free Ge and SiGe crystals on Si was demonstrated [20], indicating that similar advantages can be achieved without using patterned substrates. Applying this innovative strategy, when exploiting strongly out-of-equilibrium growth conditions, defect-free mismatched hetero-structures on Si substrates were also produced [21]. In this case the strain relaxation was engineered to occur elastically rather than plastically by combining suitable substrate patterning and vertical crystal growth with compositional grading. All this extended

**Figure 4.** Top view of the epitaxial relationship between AlN (0001) and sapphire (0001) with 30° rotation with respect to each other. The distance marked as “a” is the separation between O2− atoms in sapphire [14]. (Reproduced from [14] with some modifications).

Metal Organic Chemical Vapor Deposition (MOCVD) growths of high quality GaN using an AlN buffer layer were performed still in the mid-80s by Amano [15] who also realized growth of AlGaN and GaInN ternary alloys [16]. Growth of GaN using a low temperature GaN buffer layer was performed first by Nakamura [17] who also reported the highest at the time Hall mobility of GaN.

### 3.2. Nano- and Micro-Heteroepitaxy

Instead of using a low temperature buffer layer, there are other ways to relieve the strain between the sapphire substrate and the growing GaN layer, for example, by the so-called AGOG (Aluminum, Growth, Oxide, Grain) approach [18,19]. The AGOG approach consists of the next steps: (i) coating the sapphire surface with a thin Al layer; (ii) making a pattern—as shown on Figure 5a the pattern is composed of many 400 nm × 400 nm × 100 nm miniature square mesas; (iii) treating the film, first at lower temperature (450 °C) to oxidize it, i.e., to turn the mesas into polycrystalline Al2O3 (Figure 5b), and after that at higher temperature (1250 °C) to convert the mesas into crystalline form (Figure 5c).

The AGOG technique enables the hard steps of polishing and patterning the resistant sapphire surface to be avoided, or to nitride it. Moreover, the sapphire islands act as springs that can reduce the strain and eventually facilitate the separation of the film from the substrate.

Strain induced by different lattice parameters and different thermal properties may offer an additional degree of freedom for tailoring materials, but this is often at the expense of dislocation generation and even cracking of the growing layer. Recently, eliminating some of the drawbacks, a low temperature 3D vertical epitaxial growth of micrometer-scale defect-free Ge and SiGe crystals on Si was demonstrated [20], indicating that similar advantages can be achieved without using patterned substrates. Applying this innovative strategy, when exploiting strongly out-of-equilibrium growth conditions, defect-free mismatched hetero-structures on Si substrates were also produced [21]. In this case the strain relaxation was engineered to occur elastically rather than plastically by combining suitable substrate patterning and vertical crystal growth with compositional grading. All this extended
the concept from nano to the micron scale heteroepitaxy. Although for now the concept is proven only for the case of SiGe/Si, the predictions are that the idea will be, eventually, extended to heteroepitaxy of many other dislocation-free materials [22].

![SEM images](image)

**Figure 5.** Scanning electron microscopy (SEM) images of: (a) the patterned by e-beam lithography sapphire surface covered with ordered metallic aluminum mesas. The average sizes of the square mesas are 400 nm × 400 nm × 100 nm; (b) the pattern after low temperature annealing—the islands have converted into polycrystalline Al2O3; and (c) the pattern after the solid state crystalline conversion [19]. (Reproduced from [19] with the permission of J. Mat. Res.).

### 3.3. Combinations of Different Growth Techniques

As it was shown in Section 3.1 [15,16], the formation of AlN on the sapphire substrate by nitridation can be replaced by a preliminary deposition of a 1–2 μm thin AlN layer. In some cases, for example when SiC is used as a substrate, this is actually the only available option for thick growth of III-Nitrides. Due to the high surface quality of the sapphire or SiC wafers, the deposition of this layer should be done in a growth process that is far from thermodynamic equilibrium, i.e., a growth that does not need surface defects to initiate nucleation, a technique that provides conditions for rather 2D than for 3D growth. Such techniques are, for example, the Molecular Beam Epitaxy (MBE) or the Metal Organic Chemical Vapor Deposition (MOCVD). However, although these techniques are suitable for a thin layer growth, they are completely incapable of achieving thick, for example, hundreds of micron layers that are required for many electronic and optical applications. Then, the second growth step on the thin MBE or MOCVD layer must be performed by another growth technique capable of producing this thick growth. The Halide Vapor Phase Epitaxy (HVPE) is one of these. Combining two and even more different growth techniques to achieve a device structure is not an unusual approach in the semiconductor III-Nitride industry. More details related to other wideband semiconductor materials (GaAs and GaP) are further presented in Section 6.5.

### 3.4. Crystal Defects in III-Nitrides and Other III-V Compound Semiconductors

The development of semiconductor light sources and, particularly, of Light Emitter Diodes (LED) is an indivisible part of our World which is directly related to clean environment and energy conversion. Involving more and more wideband semiconductor materials made it possible to produce high intensity sources that radiate in red, yellow, and green. However, blue was missing for years from the LED spectrum and, from here, the white as a mixture of red, green, and blue. Because of their wideband structure, everybody was waiting for improvements in the III-Nitride growth technologies. In the case of GaAs, GaP and other related traditional III-V semiconductor materials, the efficiency of a LED is strongly dependent on the dislocation density in the material [23] (Figure 6a). Based on this experience, it looked almost impossible that GaN, due to its high dislocation density—sometimes ~2.10^{10}/cm² [24], but definitely always >10⁷/cm²—could be used in making efficient optoelectronic devices (Figure 6b).
Fortunately, some profound studies [25] showed that the performance of the optoelectronic devices based on nitride semiconductors is not that sensitive to high concentration of extended defects as it is in the case of the traditional III-V compounds. As a matter of fact, these two families are quite different. First, the traditional III-V compounds are mostly covalent, while the chemical bonds in the III-Nitrides are strongly ionic. This leads to the bunching of the surface states as well as the states associated with dangling bonds in edge dislocations near the band edges, which prevents them from being non-radiative recombination centers. Second, the III-Nitrides can exist in both equilibrium wurtzite and metastable cubic structure as the enthalpy of formation of these two allotropic forms differs only by a few meV. Thus conversions between the two phases can occur easily by creation of stacking faults along the closed-packed (0001) and (111) planes. As a result, basal plane stacking faults are abundant in both compounds and alloys. This leads to strong band structure potential fluctuations. Finally, in some of the III-Nitride alloys, such as InGaN and AlGaN, some additional band structure potential fluctuations also exist, due to phase separation and alloy ordering. These potential fluctuations contribute additionally to exciton localization and thus allow efficient radiative recombination even at room temperature.

Figure 6. (a) The normalized Light Emitting Diodes (LED) efficiency as a function of the dislocation density in some traditional III-V semiconductor compounds. [23] (Reproduced from [23] with the permission of AIP Publishing); (b) cross sectional view of a Nichia GaN/GaInN/GaN/Sapphire based LED [24] with dislocation density in the range of $10^{10}/\text{cm}^2$. (Reproduced from [24] with the permission of Nature).

3.5. PENDEO and ELO Epitaxy

Work [25] is a classic example from the world of science and technology of how things that were considered for years as impossible could be made possible. This temporary relief, however, did not stop the attempts to improve the III-Nitride material quality and explain the complex nature of this typical “under-compulsion” heteroepitaxial growth [26]. In all this, the idea of using patterned substrates was also not neglected. Thus enhanced light emitting diodes (LED) with relatively high output power were fabricated from InGaN [27] and GaN [28] on sapphire patterned substrates. However, real progress in LED technology was achieved after discoveries of techniques such as Epitaxial Lateral Overgrowth (ELO) [29,30] and PENDEO (from Latin: to hang or to be suspended) epitaxy [30,31]. In these cases the deposition of a buffer layer is worthwhile because it absorbs the strain built in the growing material and blocks some of the treading dislocations. Because it is energetically more favorable the propagating
dislocations to follow the front of crystallization (being perpendicular to it), a switch in the growth direction from vertical to lateral would result in strong reduction of the dislocations that otherwise appear on the top layer surface—similarly to this case, the dislocation propagation during Czochralski (CZ) melt growth can be reduced by the so-called “necking” the seed. In this process only those dislocations that are strictly in the growth direction may propagate through the neck, while all others will be restricted.

To ensure the change in the crystallization direction during ELO or PENDEO epitaxy, the substrate, which is already covered with a thin SiO$_2$ or Si$_3$N$_4$ layer that prohibits any growth, is patterned by photolithography. By etching the prohibiting layer down to the substrate, we expose periodical areas open for growth. These “windows”, usually in the form of narrow parallel strips, are separated by much wider “streets”, where growth is not welcomed (Figure 7a).

![Figure 7.](image)

**Figure 7.** (a) Different stages of an Epitaxial Lateral Overgrowth (ELO) growth—the front of crystallization may change or not its direction; (b) PENDEO epitaxy: the presence of a buffer layer is not necessary; in both cases blocking the vertical growth on the ridges may be purposely done by the deposition of a layer that prohibits the growth [31]. (Reproduced from [31] with the permission of *J. Cryst. Growth*).

By applying initially conditions for a vertical growth the growth is favored through the openings. As a result, ridges of crystalline material are formed in the vertical direction. After the ranges “gain” enough height above the “prohibiting” layer surface, the growth conditions should be changed in such a way so as to promote now more lateral than vertical growth. This growth continues until the ridges touch each other covering the areas between them, depending on the growth conditions, the growth over the prohibited areas may even not touch the surfaces, forming voids underneath (Figure 7b). Thus, vertically propagating dislocations will appear only on the top surface above the narrow ridges, where the growth is still in a vertical direction. In another scenario the narrow vertical ridges can be formed chemically by etching between the wide streets to a depth that is about equal to the expected thickness of the growing layer. In such a case growth will be only lateral and it will be not necessary to change the direction of crystallization from vertical to lateral. In other cases the top surface of the vertical ridges could be covered with another prohibiting layer in order additionally to suppress the vertical and promote the lateral growth. This step is almost mandatory in the case of thin layer growth, when thickness control is difficult. This is because when the thickness of the growing layer decreases the radius of the curvature of its side wall decreases, as well. This leads to a local increase of the equilibrium concentration in the vapor phase around this wall due to the Gibbs-Thompson effect. In this case the supersaturation is high enough to promote two-dimension nucleation of the layer, but it can also promote vertical growth. One should bear in mind that there is a significant difference between “buffer” and “prohibiting” layer. While the “buffer” layer aims to reduce the stress...
and dislocation density accommodating two different materials to each other during heteroepitaxy, the “prohibiting” layer is just a layer that stops the growth. A prohibiting layer, if necessary, can be deposited on an already deposited buffer layer. Buffer layers can be used to “filtrate” the propagating dislocations in the case of homoepitaxy as well, as far as the interface, as a highly defective area is a “generator” of dislocations itself. Thus, for example, a better crystalline quality Si can be achieved by patterning of the Si-substrate using a SiO$_2$ mask and performing a subsequent lateral over growth.

4. Other Matching Techniques

Engineering the buffer layer, i.e., making the right choice of a buffer material that will allow growth of one material on another at a large lattice mismatch can lead to unexpectedly good results. For example, Detchprohm et al. [32] demonstrated that several hundred of microns thick GaN can be grown at a relatively high growth rate of 50–70 µm/h on a ZnO buffer layer deposited on a GaAs substrate although the direct growth of GaN on GaAs with the same technique (HVPE) always results in a polycrystalline GaN. However, there are other approaches that may be also helpful without the deposition of a buffer layer. For example, the lattice constant of the growing layer in some cases could have a better match with the lattice parameter of the substrate when its crystallographic orientation is different. Thus, according to [33] cubic GaN layers can be successfully grown on (100) GaAs substrates while hexagonal GaN fits better to (111) oriented GaAs substrates. However, matching two crystal lattices is only half of the story. Two materials could have an almost perfect crystallographic match but completely different thermal properties, i.e., different thermal conductivity and thermal expansion coefficients. This could be another long line of problems to resolve, especially when the goal is a thick layer growth. The suitable choice of a substrate, crystallographic match, and growth technique (or a combination of growth techniques) plus clever engineering of the buffer layer can make successful many heteroepitaxial combinations that at first sight look impossible.

5. Triumphs and Defeats of the Direct Laser Sources

High power, tunable laser sources in the mid- and longwave IR and THz regions are in great demand for a wide variety of military and commercial applications in areas such as defense (aircraft protection, laser radar, and IR communications), security (airport scanners, remote sensing of chemicals, incl. explosives, and biological agents), industry (gas sensing, leak detection, pollution monitoring, process control, etc.), science (IR and THz spectroscopy) and medicine (medical imaging, biopsy-free cancer detection, etc.). However, despite the huge number of pulsed and continuous laser sources developed [34] since 1960 when the first Ruby laser was demonstrated at the Hughes Research Labs [35] (Figure 8a), there are only a few available direct sources in the IR and THz region. They are the quantum cascade lasers (QCLs) and a few lasers based on ternary or quaternary lead salt compounds such as Pb$_x$Sn$_{1-x}$Te and Pb$_x$Eu$_{1-x}$Se$_y$Te$_{1-y}$ [36] (Figure 8b). These sources are the only ones that cover both atmospheric windows of transparency between 2–5 and 8–12 µm, which are the only wavelength regions where one can detect an optical event or distribute in the atmosphere an IR signal. Relying on fairly small bandgap transitions and thus producing modest output power, however, these sources are, in addition, hardly tunable and usually require cryogenic temperatures to operate properly, because their performance strongly deteriorates with increase in temperature. Fortunately, the inability to achieve the needed wavelengths, power, and tunability using direct laser sources was happily compensated by discoveries related to exploring nonlinear frequency conversion processes such as second harmonic generation (SHG), birefringent, and quasi-phase-matching (QPM), etc. This eventually led to the development of coherent laser sources based on three and four wave mixing within a nonlinear medium. Thus dreamt of wavelength ranges were reached, which resulted in laser applications that went way beyond any initial expectations. New needs and new customer requirements, however, that pop up on a daily basis are a normal thing for our fast changing world. All this brings to scientists and engineers the bad feeling that the mission is not accomplished, yet.
6. Engineering of Materials for Frequency Conversion in the IR and THz Region

6.1. Material Aspects in Retrospect

Converting the frequency of an available pump laser into a new wavelength of interest was initially realized in bulk nonlinear birefringent crystals such as AgGaSe₂, ZnGeP₂ [39], and KTP. However, some problems with the birefringent crystals such as thermal lensing, low damage threshold and beam walk-off turned the attention to compensating the phase velocity dispersion by QPM. QPM circumvents the constraint of birefringence, allowing the nonlinear material to be engineered to produce any wavelength within the transparency range of the given material, and to take advantage of the largest element of the nonlinear susceptibility tensor \( \chi^{(2)} \). Engineering of a material means to make it to consist of a periodical structure with areas with alternating opposite crystallographic orientations in which the sign of the second order nonlinear susceptibility \( \chi^{(2)} \) is opposite. The first practical realization of such a patterned structure was in ferroelectric periodically-poled LiNbO₃ (PPLN). Strong intrinsic absorption in this material, however, limits the use of PPLN to wavelengths shorter than 4 µm [40] (Figure 9a). In non-ferroelectric materials, where it is not possible to pattern the material through electrical field poling, QPM can be achieved by spatially inverting the nonlinear susceptibility during growth. Initially this was done through alternating the orientation of wafers in a stack [41]. However, high optical losses, observed at the wafer interfaces, and the small layer thickness that is needed to satisfy the QPM conditions made these approaches unsuitable for practical devices. The attempts to grow a thick layer on the edge of the stack, using the edge surface as a patterned template, solved the first issue, but not the second one. Advances in planar technology adopted from the microelectronic industry made possible the practical realization of thin micro-structured materials, called orientation-patterned (OP) templates, with the necessary domain reversal for QPM interaction. The last remaining step for making a QPM structure is to grow on the thin OP template a layer from the same material which is thick enough for a bulk frequency conversion device—maintaining the periodic orientation of the initial template pattern is, of course, a strict requirement. GaAs with its broad IR transparency (Figure 9a), high nonlinear optical susceptibility, and mature growth technology has been highly successful as an OP nonlinear material [42,43]. However, OPGaAs is not without limitations, too, as the most unpleasant among all of them is, probably, its strong two-photon absorption (2PA) at wavelengths below 1.7 µm [44]. This disadvantage cannot be neglected, because the range 1–1.7 µm is heavily populated with mature readily available commercial laser sources based on Nd, Yb, and Er that could be otherwise used for pumping the GaAs QPM structure. In contrast, compared to GaAs, the same structured GaP has a negligible 2PA coefficient in the same spectral range (Figure 9b).
Figure 9. (a) IR transparency of some traditional quasi-phase-matching (QPM) nonlinear optical materials [43]; (Reproduced from [43] with some modifications with the permission of SPIE); (b) A comparison of the two-photon absorption (2PA) coefficient $\beta$ of GaAs and GaP in the near IR region between 1–1.7 $\mu$m. Initial measurements of 3PA in GaP (not shown here) indicate almost undetectably low numbers [44]. (Reproduced from [44] with some modifications with the permission of OSA).

GaP possesses also twice the thermal conductivity of GaAs, lower thermal expansion (Table 1) and a broad transparency range that starts conveniently in the visible region [43] (Figure 9a)—the latter allows an easy alignment of the optics during the related optical and nonlinear optical measurements. All this is at the cost of a slightly lower nonlinear susceptibility.

Table 1. A comparison between some optical and thermal properties of GaAs and GaP. 2PA = two-photon absorption.

<table>
<thead>
<tr>
<th>Properties</th>
<th>GaAs</th>
<th>GaP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transmission window [$\mu$m]</td>
<td>1–16</td>
<td>0.55–12</td>
</tr>
<tr>
<td>Nonlinear optical coefficient $d_{14}$ [pm·V$^{-1}$]</td>
<td>94</td>
<td>71</td>
</tr>
<tr>
<td>Index of refraction $n$</td>
<td>3.34</td>
<td>3.03</td>
</tr>
<tr>
<td>Thermal conductivity [W·m$^{-1}$·K$^{-1}$]</td>
<td>55</td>
<td>110</td>
</tr>
<tr>
<td>Thermal expansion coefficient [10$^{-6}$·K$^{-1}$]</td>
<td>5.7</td>
<td>4.6</td>
</tr>
<tr>
<td>2PA coefficient [cm/G$^{-1}$·W$^{-1}$] at 1.06 $\mu$m</td>
<td>28</td>
<td>0.02</td>
</tr>
</tbody>
</table>

In addition, because GaP has a smaller refractive index than GaAs (Table 1), the QPM period $\Lambda$ called also “characteristic length”, will be significantly (about twice) larger [45,46] at one and the same nonlinear interaction.

$$\frac{1}{\Lambda} = \frac{n_p}{\lambda_p} - \frac{n_s}{\lambda_s} - \frac{n_i}{\lambda_i}$$  \hspace{1cm} (6)

In this equation the indexes $p$, $s$ and $i$ denote the pump, signal, and idler waves, $n$ is the refractive index, and $\lambda$ is the wavelength.

All these factors made GaP one of the most promising and studied QPM materials today. This led to the design of the first GaP frequency conversion devices based on stacked GaP wafers [47] and to the first demonstration of QPM parametric fluorescence in periodically inverted GaP [48]. Recently OPO operation was reported in OPGaP grown on native OPGaP templates, pumped at 2 $\mu$m [49] and soon after that at 1 $\mu$m [50] as the reported OPGaP slope efficiency was 16% at 350 mW output power for the 2 $\mu$m case, and much less for the 1 $\mu$m case. Thus the OPGaP performance still remains modest compared to the 60% slope efficiency routinely obtained in OPGaAs [51], although some newer studies [52] show further progress. Obviously, improvements in the OPGaP material quality are...
necessary to reap the benefits of the low 2PA. It would be also a good idea to determine again the GaP nonlinear susceptibility $\chi^{(2)}$, as the data quoted in the literature is relatively old [53].

Although remaining attractive and worth the effort, OPGaP started to show that it would not be an-easy-guy to deal with on the streets of the tough scientific neighborhood.

Finally, while this work is focused mostly on the material aspects of quasi-phase-matching, the readers who are interested in the device aspects of this research are kindly referred to the excellent, comprehensive review on this matter by Hu et al. [54].

6.2. First Disappointments with OPGaP

6.2.1. Additional Absorption Band

In contrast to GaAs (Figure 10a, the green line), GaP has an additional absorption band between 2–4 µm (Figure 10a, the red line). This absorption band cannot be neglected because it covers almost entirely one of the two atmospheric transparency windows in the IR region. Knowing the reasons for that, namely, the presence of n-type free carriers [55,56], was not helpful when buying GaP wafers, because all offered on the market “undoped” (rather unintentionally doped) material which is only n-type, but it did help to reduce this absorption [57,58] later during the subsequent thick growth (Figure 10a, the blue line). This was done by purposely restricting the incorporation of Si coming from the hot reactor quartz parts. Moreover, by this the transparency of the grown GaP in the entire IR region was improved making it closer to the IR transparency of the semi-insulating (SI) GaP (Figure 10b), where the “bleaching” effect is achieved by p-type doping [59].

![Figure 10. (a) The additional absorption band between 2–4 µm in GaP substrates (red line) does not exist in GaAs (green line) and is reduced in the Halide Vapor Phase Epitaxy (HVPE) heteroepitaxially grown GaP deposited on GaAs; (b) the HVPE grown material is as transparent in the IR as the commercial p-doped SI GaP [59]. (Reproduced from [59] with the permission of OSA).](image)

6.2.2. Expensive but Low Quality Commercial GaP

GaP is not that popular as GaAs which explains why its fabrication process is not that mature. As a result the GaP market is much narrower, which reflects on price and quality (Table 2).

<table>
<thead>
<tr>
<th>Characteristics/Wafer Material</th>
<th>GaP</th>
<th>GaAs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Price [USD]</td>
<td>585–685</td>
<td>87–90</td>
</tr>
<tr>
<td>EPD [etch pits/cm²]</td>
<td>80,000–100,000</td>
<td>1500–5000</td>
</tr>
</tbody>
</table>

1 The data represent the ranges for price and EPD taken from several recent vendors’ quotes.
While the higher price of the substrates, as a major product component of the final product, will be a real problem later, the low surface quality is a serious obstacle right away. With such surface morphology one should expect nothing less than more intensive 3D growth in comparison to the case of GaAs homoepitaxy. This is because the etch pits, being associated with ends of screw dislocations, provide plenty of sites for the atoms approaching the growing surface to adhere and thus promote spiral growth and formation of 3D islands that due to the Ehrlich–Schwoebel effect will convert in later growth stages into larger 3D formations—hillocks. This means that growth that starts on a substrate surface with higher EPD will result in a rougher surface morphology (Figure 11). This effect is less pronounced if the bare (plain) substrates are with some miscut. Then the atomic terraces, formed during the miscut, provide also plenty of atomic sites for the approaching atoms and thus compete with the etch pits. However, lower quality growth on a bare substrate also means a poorer surface morphology when the growth is performed on OP templates fabricated from such substrates. Moreover, because of this reason we should exclude one of the two known template preparation techniques [60,61], the wafer bonding techniques, where only “on-axis” wafers can be used for bonding, so a miscut is not going to help.

Figure 11. Nomarski microscope top layer surfaces of GaP grown on plain “on-axis” (100) GaP (a) and (100) GaAs (b) substrates. The samples are quarters of 2-inch wafers. The images are taken using stitching software at 2.5× magnification [59]. (Reproduced from [59] with the permission of OSA).

Another reason for excluding wafer bonding is the poor parallelism of the GaP wafers—bonding such wafers leaves voids between them (Figure 12a), something that usually does not happen when bonding two GaAs wafers (Figure 12b). To avoid this, the GaP wafer parallelism should be improved before bonding by the so-called “fly-cut” technique [62]. This additional procedure, however, not only makes this template preparation more expensive and complex, but also leaves several micron deep parallel grooves on the wafers’ surface that must be also polished off prior to bonding. There is another reason to give up the wafer bonding technique—the fact that to date a so-called “etch-stop” material for the case of GaP has not yet been discovered, while at least two “etch-stoppers”, AlGaAs and InGaAs, can be used in the GaAs wafer bonding process. The major role of the etch-stop is to secure the thickness of the so-called inverted layer. No etch-stop layer means uncertainty in the inverted layer thickness and in that whether the subsequent HVPE growth has in any way access to both crystallographic orientations, or only to one of them. More details can be found in [63].

Expensive, low quality GaP, an additional absorption band in one of the most important frequency ranges, absence of any etch stop material means, as a result, giving up the cheaper approach for preparation of OP templates. Finally, low template quality and, presumably, poor quality of the following thick growth on them are also an issue. Can all this be traded off for the lower 2PA, higher thermal conductivity, and transparency range that starts conveniently in the visible? It was, maybe, time to start looking for alternative substrate materials, as well as growth and template preparation approaches.
Lattice mismatch between the substrate and the growing material—the smaller the better—is the most important factor during heteroepitaxy. This explains the choice of the first heteroepitaxial attempt [64] of growth on OP templates, particularly of OPZnSe on OPGaAs template—ZnSe and GaAs stay almost on a vertical line, as shown on Figure 13b. Following this logic the close match between Si and GaP could make Si a perfect substrate for heteroepitaxy of GaP. Surprisingly, however, our attempts to grow GaP on Si resulted only in a great number of small GaP crystallites, distributed randomly on the Si-substrate surface (Figure 13a).

Similarly, the Physical Vapor Transport (PVT) growth of OPZnSe on OPGaAs templates led to poor domain propagation (Figure 13c) and limited optical results.

These rather discouraging than optimistic results showed that, probably, heteroepitaxy was not going to do the job even in such favorable cases, which naturally influenced the research, directing it towards development of techniques for the preparation of native OPGaP template. At this point growth of GaP on GaAs at much larger lattice mismatch (Figure 13b) sounded like wasting money in a hopeless adventure. That is why we forgot our first timid attempt (for more details see Section 6.7.1)
to grow OPGaP on the only available OPGaAs templates at that time and proceeded as the rest of the world in a widely accepted direction. However, meeting all the aforementioned difficulties with GaP several years later we resumed our attempts on GaP/GaAs heteroepitaxy—GaP and GaAs were, and still are all the same, the most promising candidates for frequency conversion in the IR and THz region. Plus, the OPGaAs template preparation, in contrast to the preparation of OPGaP templates was already for many years at a mature stage.

Surprisingly, from the first experiments the GaP/GaAs heteroepitaxy resulted in the same smooth surface morphology in comparison to the surface morphology after GaP/GaP homoepitaxy, with the same typical growth features for a 2D and an average surface roughness (rms) within 1 nm in 1 µm × 1 µm square Atomic-force microscopy (AFM) images (Figure 14a). The crystalline quality, expressed by the Full Width of Half Maximum (FWHM) of an omega-scan reflection signal was also comparable for both GaP/GaP and GaP/GaAs cases (Figure 14b), although the initial crystalline quality of the GaAs substrate (before growth) was higher (Figure 14b,c).

The heteroepitaxial experiments included HVPE growths of GaP on a GaAs substrate (Figure 15a) and vice versa of GaAs on a GaP substrate. The growth of GaP on GaAs resulted in better surface morphology and higher crystalline quality. This means that the sign of the misfit (mismatch) does matter, as at a negative misfit (growth of a material with a smaller lattice on a substrate with a larger lattice) seems to be more favorable. In such a case the growing layer must be under a tensile strain in contrast to the opposite case (positive misfit) when the strain is compressed. Looking at the graph on Figure 13b, this means that when we make a choice for heteroepitaxy the growing material must be at the left of the substrate. This is exactly the case of GaP grown on GaAs.

The experiments were conducted with and without the deposition of an intermediate buffer layer between the substrate and the growing layer. The intermediate buffer layer aimed to accommodate the growing layer to the substrate by, possibly, a gradual change of the lattice constants. In the experiment this layer was formed by starting the growth with an entirely arsine flow, however, as the elemental profile analysis across the interface indicated (Figure 15b), no matter whether we are going to form or not an intermediate layer, such a layer always exists, due to the mutual diffusion at the interface of As and, respectively, P atoms towards both growing layer and substrate. Moreover, when the
ratio of the AsH$_3$/PH$_3$ stayed constant, it was still necessary some time for the As and P atoms to replace each other before the same ratio could be established within the crystal cell. In this process, as the study showed, the structure stayed crystalline all the way along these replacements. Thus, with some practice we were able to start, for example, with an HVPE growth of GaAs on a GaAs substrate and after a while to continue in a one-step-growth process with HVPE growth of GaP (Figure 16a). By extending these ideas we were also able to grow at certain AsH$_3$/PH$_3$ ratios good quality thick GaAs$_x$P$_{1-x}$ ternaries (Figure 16b) expecting to combine the best properties of these two materials related to pursuit application, namely, the larger nonlinear susceptibility of GaAs with the smaller 2PA of GaP.

![Figure 15](image1.png)

**Figure 15.** (a) Cross section of HVPE heteroepitaxy of GaP on GaAs substrates; (b) Elemental profile analysis across the interface between the GaAs substrate and the grown GaP layer [59]. (Reproduced from [59] with the permission of OSA).

![Figure 16](image2.png)

**Figure 16.** (a) A cross section image of a combined HVPE growth, which starts first with a GaAs/GaAs homoepitaxy and after that continues with GaP/GaAs heteroepitaxy; (b) HVPE growth of GaAs$_{0.3}$P$_{0.66}$ on a GaP template.

### 6.4. The HVPE Growth Process

The traditional Hydride Vapor Phase Epitaxial (HVPE) process (called “Hyrdide” in the case of GaAs or GaP growth but “Halide” when we grow III-Nitrides) can be performed in a horizontal hot wall quartz reactor (Figure 17a). Although that it is a relatively old growth technique, the HVPE, in contrast to its modern alternatives well-known in the semiconductor industry, the Metal Organic Chemical Vapor Deposition (MOCVD) and the Molecular Beam Epitaxy (MBE) is the only method for a relatively fast (hundreds of µm/h), and thick (up to millimeters) growth of binary semiconductor materials such as GaN, GaP, GaAs, etc., as well as their ternaries and quaternaries. In the particular case of HVPE growth of GaP a quartz boat with molten gallium is placed near the inlet of a horizontal quartz tube (reactor tube), which is placed within a 3- or 4-zone resistive furnace. Precisely, the Ga-boat, is inside of a smaller quartz tube, called a nozzle, which is positioned in the middle along the axis
of the reactor tube. A mixture of HCl and H₂ overflows from the Ga boat as HCl picks up some of the molten Ga, forming with different probabilities GaCl, GaCl₂ or GaCl₃, releasing at the same time an additional amount of H₂. The role of the H₂ flow through the nozzle is not only to carry but also to dilute the flow of HCl to a desired extent. Once formed, gallium chloride is further delivered out of the nozzle. Another flow of phosphine PH₃ (also carried and diluted by a separate H₂ flow) is introduced separately at the periphery of the reactor tube. The PH₃ flow meets for the first time the gallium chloride flow at the end of the nozzle tube. The two gases make a mixture with the intention to form GaP, hopefully, in surface reactions that take place on the growing substrate or template surface placed in the way of the mixture (Figure 17a). However, earlier formation of GaP, for example, on the edge of the nozzle or on the inner reactor wall is also possible—we will call these reactions “parasitic” (Figure 17b).

![Diagram of HVPE growth of GaP in a low-pressure horizontal quartz reactor](image)

**Figure 17.** (a) HVPE growth of GaP in a low-pressure horizontal quartz reactor; (b) parasitic nucleation on the quartz tube, luckily in the area that is behind the substrate [63]. (Reproduced from [63] with the permission of SPIE).

The forming of GaP relies on reactions of the type:

\[
\text{GaCl}_3 + \text{PH}_3 = \text{GaP} + 3\text{HCl}
\]  

(7)

To take place this reaction needs some atomic Ga and P but they both are combined in molecules. How then does the chemistry work? When gallium chloride reaches the substrate surface, if there is some atomic hydrogen H available, this atomic hydrogen will readily combine with the Cl-atom from the GaCl molecule (forming HCl) and, thus, will liberate the Ga atom. This process called “dechlorination” of the substrate surface is an important step in forming GaP. The problem, however, is, again, that the whole amount of carrier H₂ gas is in the form of molecular hydrogen H₂. Hydrogen is as much as you want in the stream but, regretfully, the growth temperature (720–740 °C) is not high enough to disintegrate the hydrogen molecule into 2 hydrogen atoms. Fortunately, the same temperature is high enough to disintegrate the arriving phosphine molecules PH₃. As a result at each single act of disintegration we will have “liberated” one phosphorus atom and three hydrogen atoms. What is better than that? The released atomic hydrogen will dechlorinate the surface liberating some Ga atoms. At the same time the atomic phosphorus from the PH₃ disintegration will be ready to join the free Ga atoms forming in this way GaP. Of course, these two should be “in-a-hurry” because there is always a risk some of the free hydrogen atoms will reform hydrogen molecules again, or in the
same way, some of the phosphorus atoms will form P$_2$ molecules, or even the more stable complex P$_4$. This scenario (Figure 18) aims to show that the process of formation of GaP on the substrate surface is not easy and can be accompanied by a number of unpleasant events and parasitic reactions that put at risk the whole mission.

![Illustration of the most probable growth chemistry of GaP growing by HVPE in a low-pressure horizontal quartz reactor.](image)

Figure 18. Illustration of the most probable growth chemistry of GaP growing by HVPE in a low-pressure horizontal quartz reactor.

Things become even worse if the grower does not succeed in suppressing the parasitic nucleation that may happen upfront at the substrate in the mixing area, or even still on the nozzle edge, where gallium chloride and phosphine for the first time “see” each other. Then this parasitic nucleation, stealing from the flows, will weaken the local supply of chemicals needed for the real growth on the substrate surface, and produce in the same or similar reaction (6) additional HCl that may start etching back the already grown surface and, finally, will change over time the V/III ratio which, as it was pointed out by many authors [63,66], plays an important role in these processes.

6.5. Combining Two Growth Approaches

Combining two growth approaches could be as useful as combining two materials. For example, as a close-to-equilibrium process HVPE provides about equal probabilities for formation and disintegration, i.e., returning to the gas phase, of a nucleus. Performed typically at low supersaturation levels HVPE, in addition, relies mostly on surface defects, such as screw dislocations, atomic terraces, etc., to initiate nucleation processes. It is just energetically more favorable for the approaching atom to adhere at a surface defect than directly on a new crystal surface (see Section 2). Thus the better the substrate surface means the lesser the chances for the HVPE to do the job. We realized that, namely, this was the real reason for the failure of our first attempts to grow GaP by HVPE directly on Si (Figures 13a and 19a)—the readily available, fairly cheap silicon wafers possessed extremely high quality (a typical EPD < 100/cm$^2$—compare this number with the EPD of GaAs and GaP from Table 2). This means that the Si is just “too good” for HVPE growth. In contrast, other growth techniques, such as MOCVD or MBE that provide better conditions for 2D growth (like high supersaturation) and are far from equilibrium, would not have such problems. Thus combining two growth processes, one close to and one far from equilibrium, could be very useful. This was, actually, realized long ago and has become a daily routine for many years now in the III-Nitride growth practice, where, for example, thick HVPE growth of GaN is performed on a thin MOCVD or MBE AlN layer deposited in advance on a sapphire or SiC substrate. This convinced us to adopt this approach and resume our HVPE growth of GaP on Si, this time on a 1–2 µm thin GaP deposited in advance by the MOCVD technique on the Si-wafer. Thus hundreds of microns thick GaP was successfully grown by HVPE on Si (Figure 19c).
6.6. Purpose, Preparation and Growth on Half-Patterned Templates

In crystal growth, if something is a disadvantage at given circumstances, it also could be a great advantage at others. For example, the fact that HVPE is a close-to-equilibrium process made our attempt for direct HVPE growth of GaP on Si unsuccessful. However, namely, this gave us the chance to grow on the so-called half-patterned (HP) templates. This is a kind of a selective growth that was already discussed in Section 3.5 in correlation to ELO and PENDEO epitaxy of III-Nitrides [67] (Figures 7 and 20a), although this selective growth has been studied for many other materials (for example, GaAs (Figure 20b)), as well.

Figure 20. (a) Cross sectional images of GaN selective growth performed at different crystallographic directions and growth conditions [67] (Reproduced from [67] with some modifications); (b) Study selective growth of GaAs to determine the influence of growth temperature and V/III ratio on the mesas’ shape [68]. (Reproduced from [68] with the permission of J. Cryst. Growth).

To grow selectively means to grow on a patterned template, where some areas are open for growth, whereas others are prohibited from growth. To prohibit the growth is relatively easy by
the deposition of a thin “unfriendly” to the growth material, such as SiO$_2$ or Si$_3$N$_4$. Then the close-to-equilibrium nature of HVPE will do the rest of the job—even if a nucleus has the chance to crystallize on the prohibited area, it will be easily disintegrated due to the relatively low supersaturation levels maintained during the HVPE process. By studying the selective growth by the deposition of the pattern in a different crystallographic orientation one can figure out important growth characteristic such as mesas’ shape, growth rate in different crystallographic directions, etc. and, thus, have an accurate control on the growth morphology. Usually, no matter which is the studied material, there is always a case when the mesas’ shape is rectangular as often this is also the direction of the fastest vertical growth rate (Figure 20).

The pattern on a HP-template usually consists of equal in width parallel stripes of open for growth areas divided by interstitial prohibited from growth stripes. The patterns are oriented in two different directions in a way that will allow growth in the two opposite crystallographic orientations of interest. The idea is to study independently the propagation behavior of the growing mesas, without their mutual interruption. Actually, the preparation and growth on the HP template is an important step towards the fabrication of fully-patterned (called orientation-patterned) templates.

Focusing on the crystal cell of a zinc blended material, such as GaAs or GaP, in this particular example (Figure 21), one can easily see that in the z-direction the structure consists of alternating P- and Ga-layers. One also can see that the two mutually perpendicular crystallographic planes CBB$_1$C$_1$ and DD$_1$A$_1$ with Miller indexes (110) and (110) determine two oppositely oriented directions with Ga-atoms up on plane CBB$_1$C$_1$ and Ga-atoms down on plane DD$_1$A$_1$. This means to change the polarity we need only rotate the crystal at 90 degrees. At the same time, all bonds on the planes CBB$_1$C$_1$ and DD$_1$A$_1$ are satisfied, i.e., there are no net charges or no elastic force, which means it should be easy to cleave the wafer in the directions [110] (which on a commercial GaP wafer is perpendicular to the major flat) and [110], which is perpendicular to the minor flat.

The patterns related to the result shown in Figure 22 were deposited on one “on-axis” (100) GaP wafer. One should bear in mind, however, that a miscut may also play an important role due to the aforementioned atomic terraces and the availability of sites they offer to the approaching atoms. To explore this option in another experiment we grew simultaneously on one “on-axis” (Figure 23a) and on one with 4° miscut towards [111]B (100) GaP wafer (Figure 23b).

![Diagram](image)

**Figure 21.** Zinc-blended structure of GaP with crystallographic orientations that provide opposite crystal polarities. The crystallographic planes of interest are outlined and shown separately. The right image shows a (100) GaP wafer with the standard directions of the major and minor flats.

This also means that, if we deposit half-patterns in these two mutually perpendicular directions (Figure 22a), the domains growing on these patterns will have opposite crystallographic orientations with nonlinear susceptibility with opposite signs. After the template was prepared in such a way, the sample was placed in one of our HVPE reactors and thick growth was performed simultaneously on
these oppositely oriented areas. The growths resulted in different vertical growth rates and different mesas’ shapes (Figure 22b). The faster vertical growth with rectangular mesas was achieved on the pattern with stripes oriented along the [110] direction, while the growth on the stripes oriented along [110] was about 30% slower and resulted in “triangular” or “trapezoidal” mesas’ shape.

Figure 22. (a) Two half-patterns deposited in two mutually perpendicular directions; and (b) cross section images of the layers grown on them [63]. (Reproduced from [63] with the permission of SPIE).

Figure 23. (a) Growth on one “on-axes”, and (b) one misoriented with 4° towards [111]B (100) GaP wafer; (c) Six-hour thick HVPE growth on an HP-template with a pattern deposited along [110] on a 4° misoriented towards [111]B (100) GaP wafer.
The trend, in point of view of growth rate and mesas shape, related to orientation [110] and [110] on both wafers was about the same. However, the growth rate on the “tilted” surface, as we expected, increased additionally as in the [110] case (Figure 23b: the left image) for the first time the top layer surface was, in addition, hillock-free. Thus growth on a pattern oriented along [110] deposited on a 4° misoriented towards [111]B (100) GaP substrate turned out to be the most favorable case for growth [58,63]. Growing for 6 h on such a HP template resulted in a 470 µm thick layer with excellent domain fidelity (Figure 23c). This proved the concept that GaP can be grown successfully on patterned templates and allowed us to take the next steps—preparation of OPGaP templates and subsequent thick HVPE growth on them.

6.7. Preparation and Growth on Orientation-Patterned Templates

6.7.1. Preparation of OP Templates

The main reason for researchers [64] to attempt in 2010 heteroepitaxy of OPZnSe on OPGaAs templates was not (only) the small lattice mismatch between ZnSe and GaAs but rather the lack of native OPZnSe templates. OPGaAs templates at that time were the only available OP templates and that is why in 2009 we also attempted heteroepitaxy of OPGaP on OPGaAs despite the less favorable lattice match between GaP and GaAs. The results published in 2011 [57] indicated that heteroepitaxy of OPGaP on OPGaAs, if not great, is at least possible—at about 84 µm domain width one of the domains grew at the expense of its opposite neighbor but after 1 hour both domains were, all the same, still presenting at the top layer surface (Figure 24a). Before becoming overgrown, the pattern survived for a little while even at domain periodicity as small as 20 µm (Figure 24b).

![Figure 24. First attempts on HVPE heteroepitaxy of OPGaP on OPGaAs templates at: (a) larger and (b) finer domain width. The left image is a 3D reconstruction showing the top surfaces of the layer before and after the growth and its cross section. The right image is a cross section of another layer grown at the same conditions on a pattern with finer periodicity [57]. (Reproduced from [57] with the permission of EOS).](image)

However, the limited results achieved for the much favorable ZnSe/GaAs case [64] convinced everybody in the field to stop the heteroepitaxial attempts and start development of native OPGaP templates and eventually OPGaP homoepitaxy. The idea was painlessly to adopt these techniques from the more mature OPGaAs template preparation processes—the wafer bonding and the MBE assisted polarity alternation process. However, due to considerations presented in Section 6.2.2 (high price, high EPD, bad wafer parallelism, lack of etch stop material, etc.) this, practically, never happened to the extent that was expected. Some amount of wafer bonded OPGaP templates (these templates are cheaper because their fabrication does not require MBE assistance) were produced anyway. Later on the MBE technique, at which the polarity alternation of GaP is achieved by the deposition of a thin
non-polar Si-sublattice, was preferred, but wafer price and quality continued to be serious obstacles. Thick HVPE homoepitaxy of GaP was performed then with variable success on both template types.

6.7.2. Homoepitaxy of OPGaP on OPGaP Templates

Homoepitaxy of OPGaP on OPGaP templates, usually, resulted in good domain propagation at growth durations less than 3 h and layers no thicker than 60–120 µm (Figure 25a) [58]. Due to poor template quality and parasitic nucleation that became more pronounced after the 3rd hour of growth, however, the pattern on layers thicker than 120–150 µm was often overgrown (Figure 25b). This process usually starts with roughening of the layer surface which, as it was already mentioned in Section 6.4, is attacked by the additional amount of HCl released during the parasitic nucleation of GaP. The V/III ratio also gradually changes with time, which leads to the appearance of fast growing higher Miller index facets tilted towards the growth direction—namely these eventually overgrow the pattern [69] (Figure 25b). More details will be further presented.

Next Figure 26 represents two state-of-the-art experiments of OPGaP on OPGaP templates with up to 150 µm thick layers with good domain propagation, whose thickness is yet not enough for frequency conversion testing. This probably sets the limit of homoepitaxy of OPGaP at the applied optimized growth conditions. Thus having, in addition, some initial experience (Figures 15 and 24) on GaP/GaAs we already had enough reasons to step into the county of heteroepitaxy.

![Figure 25. (a) One-hour homoepitaxial growth of OPGaP on OPGaP; (b) A four-hour homoepitaxial growth indicates that roughening of the layer surface and overgrowth of the pattern may occur at longer experimental times [63]. (Reproduced from [63] with the permission of SPIE).](image)

![Figure 26. (a,b) State-of-the-art experiments limit the good domain propagation to up to 150 µm thick OPGaP layer homoepitaxially grown on OPGaP templates [69]. (Reproduced from [69] with the permission of SPIE).](image)
6.7.3. Heteroepitaxy of OPGaP on OPGaAs Templates

The need of expensive growth and characterization tools and severe safety regulations restrict the growth of OPGaAs to only a few places worldwide [60,70,71]. Different facilities express different preferences but both types, the wafer fusion bonded [60,72,73] and the MBE assisted polarity inversion [74–76], OPGaAs templates are currently in use. Due to long extraordinary efforts mm thick OPGaAs with improved domain fidelity is not a surprise today after a homoepitaxial HVPE growth of OPGaAs on OPGaAs templates (Figure 27a). This led to a significant increase of the OPGaAs conversion efficiency from 16% to 60% (Figure 27b). Homoepitaxy of OPGaAs can be now considered a mature process; however, the bitter truth is that OPGaAs has not yet reached the production line.

Following the OPGaAs development steps the path of OPGaP homoepitaxy can be also marked with some success [77,78]. A relatively good domain fidelity was achieved and as a result frequency conversions in the OPGaP material quality are mandatory.

At that point, no matter that the efforts to grow OPGaP homoepitaxially were continuing [52], we started to realize that the low quality, limited availability and much higher price of GaP compared to GaAs (Table 2) would always give unavoidable obstacles that finally would not allow OPGaP homoepitaxy to make it to the production line, exactly as the case of OPGaAs which still cannot after so many years of intensive research efforts. However, our partial success on heteroepitaxy of plain GaP on bare GaAs substrates (Figures 15 and 16) and of GaP on Si (Figure 19) led us to believe that heteroepitaxy of OPGaP on OPGaAs is maybe something that is worth trying. We reconsidered our timid 2009 attempts (Figure 24) [57] and this time with more confidence switched from homo- to hetero-epitaxy.

Applying our previous experience and an optimized set of growth conditions in an improved reactor configuration, we ended up with up to 300 µm thick OPGaP hetero-structures grown on OPGaAs templates. The domain fidelity was excellent throughout the whole layer thickness and along the whole sample length (Figure 29) as the results were not random but highly repeatable.
Regardless of the domain orientation, the domain top surfaces at shorter (2–3 h) experiments were both flat packed (Figure 30a) by a single (100) facet. However, after 4–8 h of growth, similar to the OPGaAs case, the [110] oriented domain continued to be flat, while the opposite one (with orientation of the pattern along [110]) obtained a triangular shape—packed by two (111)_p facets; or even a trapezoidal—packed by three facets, two (111)_p and one (100) facet (Figure 30b). The reasons for the differences in the growth rates and the shapes of the top domain surfaces of the two oppositely oriented domains were discussed earlier [57,79]. The above results are from growths on MBE assisted polarity inversion OP templates, while the results, presented in Figure 30c, are from growth on wafer fused templates. They indicate that further refinements of the etching and polishing procedures during the template fabrication are still necessary.
Figure 30. Typical cross sections images of OPGaP grown by HVPE on Molecular Beam Epitaxy (MBE) assisted polarity inversion OPGaAs templates after: (a) 2–3 h of growth, and (b) 6–8 h of growth; (c) OPGaP grown by HVPE on wafer bonded OPGaAs templates [59]. (Reproduced from [59] with the permission of OSA).

7. Discussion

7.1. Impact of the Parasitic Nucleation on the HVPE Growth

It seems that the next three points—the growth rate reduction (Figure 31a), the roughening of the grown layer surface (Figure 25b) and the overgrowth of the pattern (Figures 25b and 28b)—are due to one and the same reason—parasitic reactions that initiate and promote parasitic nucleation of GaP on the nozzle and on the internal wall of the reactor tube in the mixing zone before the chemicals reach the growing substrate surface. These reactions weaken the precursor flows and thus reduce the local saturation levels of the precursors around the substrate. Although we already have had long experience (Figure 31a) in fighting with lowering the growth rate, we continue to believe that this is a difficult task. For example, we have discovered that increasing the growth rate helps up to a certain temperature (726 °C) but after that a further temperature increase does not make any sense, even worse, it makes the average layer roughness (RMS) start going up again after having a minimum at 726 °C (Figure 30b).

Figure 31. (a) Growth rate as a function of the duration of growth on bare substrates, as well on HP and OP templates; (b) Progress in the growth rate increase (2010–2013) with one eye on the influence of the growth rate on the layer roughness; (c) Growth rate as a function of the substrate temperature at two different V/III ratios [63]. (Reproduced from [63] with the permission of SPIE).

The parasitic nucleation of GaP is due to the same chemical reaction (Equation 6) that we would love to have on the growing layer surface. Because HCl is a by-product in this reaction, this “unexpected” HCl amount, once released up front of the substrate, starts to attack, etching back...
and thus roughening the already grown layer surface. At the same time, the involvement of equal amounts of P and Ga atoms in these parasitic reactions leads to a gradual change in the initially established V/III ratio. Thus, looking at Figure 30c, where we studied the growth rate as a function of the growth temperature at two different V/III ratio (2.25 and 4.41), one can see that at the higher V/III ratio after a certain temperature (714 °C) the growth rate starts to decrease even with a further increase of the growth temperature. Thus an uncontrollable self-increase of the V/III ratio during the experiment may not only slow down the growth but also “eject” the process out of the growth range. Reducing the growth rate, however, is only one of the impacts of the V/III ratio. Changes of this ratio in one or the other direction can promote conditions for the appearance of faster growing phosphorus or gallium terminated facets tilted towards the growing direction, such as (111) or (311), that can overgrow the pattern.

The parasitic nucleation can be suppressed by introducing into the reactor an additional peripheral HCl flow to prevent the appearance of GaP crystallites on the quartz surfaces or, if they have already appeared, to etch them back or at least to prevent their further enlargement. However, this additional peripheral HCl may also etch back the already grown GaP layer, which means a very delicate balance is necessary.

It is worth mentioning again that the influence of parasitic nucleation on growing surface morphology is less pronounced during heteroepitaxy compared to homoepitaxy. Obviously, the higher surface quality of the GaAs wafers, relative to the quality of the GaP wafers, and the resulting higher quality of the fabricated OPGaAs templates provide conditions for a better start of the HVPE growth. As a consequence, the surface of the growing layer has a higher quality and thus, is not that compliant to the HCl attacks, so the growth can continue uninterrupted for a longer period of time. One should bear in mind that HCl can attack not only the existing defects but also create new etch-pits, i.e., new spots for nucleation on the wafer surface that could be called “secondary” nucleation points. This secondary nucleation could be another reason for earlier aggravation of the layer quality.

The next two proposed approaches suggest rather to surround the problems related to the parasitic nucleation than to solve them:

1. To produce thicker OPGaP layers some crystal growers (Figure 28b) interrupt the growth after several hours, clean the reactor tube, slightly polish, if necessary, the already grown layer surface, and perform a second growth on the same sample to gain some more thickness.

2. Instead of losing years in optimizing growth condition and reactor configuration the layer thickness (optical aperture) can be increased by precise face-to-face bonding at higher temperature for two device-sized pieces cut from one already grown OP-sample. For this purpose the triangular parts of the top domain surfaces (Figure 32a), if there are any, must be polished off first. Than the pieces must be faced to each other as attempts to align the same orientation domains must be made, although from the optical point of view this is not that critical for quasi-phase-matching (Figure 32b,c). Then the pieces should be pressed and kept in this way for several hours at higher temperature to allow mutual diffusion.

![Figure 32](image-url)

**Figure 32.** Two pieces of grown OPGaAs: (a) before, and (b) after polishing off the triangular parts on the domain top surfaces; (c) two already faced against each other and aligned OPGaP pieces ready for high temperature bonding.
Whether the defective bond interface area will have an unacceptably high absorption during the wave mixing process is still under investigation. However, the important thing is that, if this works, the face-to-face bonding procedure can be repeated again and again to increase the optical aperture up to 5–10 mm and more.

7.2. Some Considerations on Heteroepitaxy of OP Nonlinear Optical Materials

In contrast to homoepitaxy, the growth mechanisms of heteroepitaxy of many HVPE growing wideband compound semiconductor materials are unclear yet, even for traditional growth orientations [80]—not to mention the case, when they are orientation-patterned materials. Focusing on the particular GaP/GaAs case, we believe that there are at least three critical questions that must be addressed. First, what is the advantage of GaAs as an alternative substrate for HVPE growth of GaP in comparison to its own native GaP substrate? Second, how in any way can hundreds of microns thick GaP be grown on GaAs substrates at such a large lattice mismatch of $-3.6\%$, while growths such as ZnSe/GaAs at the negligible lattice mismatch of only $+0.3\%$ (Figure 13b) [64] ended up with only limited success (Figure 13c)? Third, what is the influence of the periodic polarity alternation on the growth and the material quality?

Focusing on the first question, we should bear in mind, as already mentioned, once a 3D-island has been formed, due to the Ehrlich–Schwoebel (ES) effect [4] it will continue to grow three-dimensionally [4]. Namely, the ES barrier facilitates the 3D-growth by repulsing the atoms from the terrace that are trying to cross the step to the next lower level. Thus the ES barrier increases the supersaturation on the terrace, allowing the nucleation of a second, a third, etc., layer on the top of the terrace, preventing flattening out of the 3D-island. Recalling that the etch pits, associated with ends of screw dislocations, promote spiral growth and 3D formation, one can easily see why a crystal surface with a higher EPD (GaP) will result after the growth in a rougher surface morphology than a surface with a lower EPD (GaAs). Fortunately, this also turned out to be true in the case of GaP/GaAs heteroepitaxy (Figure 11). Although the ES barrier, when calculated for some metals, is relatively small and plays a negligible role at higher temperatures, it is still widely used in modeling and analysis of many morphological transformations that occur on the growing crystal surface [81,82], as the aim is to ensure good roughness control. In the case of semiconductors some sources [83] led us to believe that the ES effect may play a more tangible role even at close-to-equilibrium processes such as HVPE. Unfortunately, we have not yet determined any range of growth parameters for GaAs and GaP where ES barriers are relevant.

As for the second question, we should bear in mind that in heteroepitaxy there is a drastic difference in the film growth mechanisms depending on the sign of the lattice mismatch, i.e., depending on whether the film is growing under compressed or tensile stress. The reason is the anharmonicity of the interatomic potentials; the repulsive branch is much steeper than the attractive branch. The mismatch (or misfit) between GaP and GaAs is negative, as far as the GaP crystal cell is smaller. Respectively, the growing layer is under tensile strain. In this case, i.e., when a material with a lattice constant $b_0$ (GaP) grows on another with a lattice constant $a_0$ (GaAs) and $a_0 > b_0$, misfit dislocations (MDs) that represent unsaturated (dangling) bonds, will appear originating from the material with the smaller lattice parameter (GaP) with a periodicity that is proportional to the difference $a_0 - b_0$ [84]. When this occurs, according to the misfit dislocations concept, depends on the relation between the forces that keep in place the atoms of the substrate or the atoms of the growing layer $\Psi_{AA}$ and $\Psi_{BB}$, and the interfacial force $\Psi_{AB}$ [4]. In the case of GaP/GaAs $\Psi_{AB} >> \Psi_{BB}$ and $\Psi_{AB} \cong \Psi_{AA}$, which means that, initially, the growing crystal B (GaP) is homogeneously strained to fit to the substrate crystal A (GaAs), i.e., the interfacial force $\Psi_{AB}$ is strong enough to produce a pseudomorphic growth. Thus, the appearance of the expected misfit dislocations will be postponed for about 10–20 atomic monolayers at the expense of an accommodating and linearly increasing elastic strain [4] (Figure 33). However, beyond some critical thickness the pseudomorphic growth will become energetically unfavorable and the homogeneous strain will be released in a misfit dislocation.
As a result, the periodic distortion of both lattices will lead to an almost perfect match in the crystal planes in some areas, separated by stripes, where the two lattices are out of registry.

Figure 33. Pseudomorphic growth in the case of heteroepitaxy of PbSe on PbS [4]. (Reproduced from [4] with some modifications with the permission of World Scientific). The small image of the lower right corner shows a TEM image of an area of the pseudomorphic growth during heteroepitaxy of GaP on GaAs [85]. (Reproduced from [85] with the permission of AIP Publishing).

The key to answering the second question is that it has been experimentally confirmed [86] that tensile films grow pseudomorphically up to a much greater thickness compared with compressed ones at the same absolute value of the lattice mismatch (misfit). In other words, the tensile stress (the negative mismatch) favors planar growth, while the compressed stress (the positive mismatch) favors the formation of 3D islands. That is why a small negative misfit is preferable [87] in the case of heteroepitaxy. Indeed, most attempts to demonstrate Stranski–Krastanov growth are based on material combinations that provide growth at a positive misfit (Ge/Si, InAs/GaAs) in order purposely to promote 3D growth. In our case, comparing the layer quality in the two opposite cases, growth of GaP/GaAs and GaAs/GaP, we did find differences in growth rate, surface morphology and crystalline quality in favor of the GaP/GaAs growth. A deeper study would probably reveal differences in the dislocation core energies, the gliding velocities, and the nucleation barriers. However, at this point it is still too early to tell with 100% confidence that growth under tensile strain is more favorable in the case of GaP/GaAs. All of the above is of course valid for thin film growth. In our case of thick film growth, as was already mentioned, the misfit dislocations should be introduced beyond some critical thickness (the thickness of the pseudomorphic growth) [88] and then one should again have the usual crystal growth. However, having a good quality growth at the beginning, i.e., a good start obviously plays an important role in the later stages of growth.

To address the third question about the role of the periodic polarity alternation, we should recall that the dangling bonds, depending on the surface polarity of the adjacent crystal planes, can act as either donors or acceptors. As such, they may constitute deep energy levels in the energy gap and thus play the role of recombination centers. This means that a higher dangling bond density can significantly change the material properties—electrical and optical. Alternating periodically the crystal polarity of an OP material, statistically, will strive to equalize the number of donors and acceptors (Figure 34). At the same time, each act of polarity alternation changes entirely the environment around the neighboring ions at the interface. This means a change of the probability for some dangling bonds to be saturated, i.e., to disappear—most probably unequally for opposite orientations. Thus, by reducing the number of dangling bonds, the periodic polarity alternation may have even a “healing” effect expressed, first, by improvement of the optical quality (due to reduced number of donors and acceptors) and, second, by making the bond between substrate and growing layer stronger.
The thickness of the pseudomorphic growth and the periodicity of the misfit dislocations, determined for a particular case of heteroepitaxy, for example for GaP/GaAs, may play the role of criteria by which to determine which other cases of heteroepitaxy would be also favorable.

To find out on which crystallographic plane the misfit dislocations may appear we should take another look at the zinc-blended GaP structure (Figure 21), focusing this time on the diagonal crystallographic plane (111) (ADC1) (Figure 35a).

The biaxial strain $\sigma$ along the [100], [010], and [001] axes can be resolved into a uniaxial shear stress $\tau$ on the (111) dislocation glade plane [85], as shown on Figure 35b by the red arrows. As indicated, the arrow directions are related to the case of growth at a negative misfit when the growing layer is under tensile stress. In the opposite case (positive misfit and the layer growing under compressive...
strain) the arrow directions, of course, must be opposite [89,90]. The sign of the misfit determines not only the type of the strain but also how the strain will be relaxed. In the indicated case (negative mismatch; tensile layer growth) the strain will be released as plastic via dislocation nucleation and glide and form two-dimensional (2D) layers [80,91]. That is why plastic relaxation is encouraged if the goal is to grow metamorphic buffers [92]. In contrast, when the strain is elastic (positive mismatch; compressive layer growth) there will be an elastic relaxation that will result in surface roughening, which can be used to drive quantum dot self-assembly processes [80,93,94]. All this clearly explains why the HVPE deposition of GaP on (001) GaAs results in forming smooth, planar layers [59,69], while the elastic relief on both (110) GaAs and (111)A GaAs leads to a 3D self-assembly of GaP into dislocation-free nanostructures [90]. Resolving the biaxial strain $\sigma$ into uniaxial shear strain $\tau$ on the {111} dislocation glide plane [85,95] will make the atoms on {111} experience a shear force, which will provoke an irreversible translocation from their equilibrium positions and, thus, will give rise to formation of dislocations (Figure 36a) and stacking-faults (Figure 36b). In this process one should not be surprised, if the expected 60° dislocation is dissociated into a pair of a 30° and a 90° Shockley partial dislocations, as far as the sum of their formation energies is about 2/3 of the formation energy needed for the 60° dislocation. In addition to that, there is an explicitly defined sequence in which the two partial dislocations must pass—one will lead and the other will follow which, again, strongly depends on the sign of misfit, type of strain, and substrate orientation. Finally, the 30° and 90° partials can be bound by a narrow stacking-fault “ribbon” (Figure 36b). It is worth mentioning that although the deposition techniques in the compared articles [59,69,85,90] are quite different (HVPE and MBE) the obtained results on GaP/GaAs are similar.
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**Figure 36.** (a) Formation of 30° and 90° Shockley partial dislocations; (b) a TEM image of the two partials bonded by a narrow stacking-fault “ribbon” [85]. (Reproduced from [85] with the permission of AIP Publishing).

After all these considerations the expected scenario is: the first several (10–20) monoatomic layers of pseudomorphic growth should form a high quality dislocation-free area [85,88] (see also Figure 33), followed by a several $\mu$m thick area which should be heavily populated with dislocations that are a result of the release of the strain built during the pseudomorphic growth. With thickness increase a reduction of the dislocation density is expected. Such “healing effect” is observed in many thick grown materials, for example in HVPE GaN. Finally, the top layer surface should be with smooth surface morphology populated with the typical features for 2D growth. Indeed, after a rough looking interface which is probably due to some thermal decomposition of the GaAs substrate our TEM and SEM studies showed a roughly 2–3 $\mu$m thick area heavily populated with dislocations as expected [85] in the (111) zone—screw + mixed when $G = 002$ and edge + mixed when $G = 02\overline{2}$ (Figure 37a–d). With thickness increase the dislocation density gradually reduces, exactly as it happens in GaN (Figure 37c) [96]. It turned out that this area was highly transparent (95% transmittance) for the wavelength of the pump beam that we intended to use for quasi-phase-matching, which was what we wanted. Finally, the GaP layer is finished, as we expected [90], with an extremely smooth top surface (RMS within 1 nm in a 1 $\mu$m × 1 $\mu$m AFM image) with the typical features for 2D growth (Figure 37f).
which resulted only in a few small GaP crystallites randomly distribute on the Si substrate surface. Vapor Transport) growth of OPZnSe on OPGaAs [64]. Although, in comparison to the negligible lattice mismatch between ZnSe and GaAs, the lattice mismatch between GaP and GaAs looks huge (Figure 13b), the results [57,58] (Figures 15 and 24) were not less discouraging (on the contrary) than the time, OPGaAs templates—HVPE growth of OPGaP on OPGaAs [57] and a relevant PVT (Physical Vapor Transport) growth of OPZnSe on OPGaAs [64]. Nobody at this point, however, paid any attention to the fact that the two groups, [57,64] used quite different growth techniques, HVPE and PVT. Otherwise, somebody would have realized that HVPE, as an easier-to-control technique, could probably be attempted with more success for growth of OPZnSe on OPGaP templates. The authors [57] made, indeed another really discouraging attempt this time (Figure 13a) to grow GaP on Si (with the point that the lattice mismatch between GaP and Si is negligible—see Figure 13b), which resulted only in a few small GaP crystallites randomly distribute on the Si substrate surface.

8. Conclusions

History shows that delay and failures in science and technology are often related not only to gaps and lapses in the materials science but also to miscommunication between different scientific communities. Focusing on laser sources development, as an example, we could tell that without frequency conversion (including via QPM) this development would not be as far as it is now. In the late 90s planar technology was already advanced enough to propose techniques for fabrication of OP templates, so soon thick OPGaAs structures were grown on such templates, which immediately replaced the current stacks of GaAs wafers [97]. Thus rapid progress was achieved in about a decade (Figure 27). Then “suddenly” the same scientists and engineers realized that there was a number of excellent, convenient and readily available pump laser sources in the 1–1.7 µm range that regretfully could not be used with GaAs due to its strong 2PA in the same frequency range. Then the world turned with eyes full with hope to GaP, one of the most promising alternatives. Compared to GaAs, GaP looked wonderful, having about the same nonlinear susceptibility, but much lower 2PA (Figure 9 and Table 1). The problem was that native OPGaP templates were not yet available, plus to adopt 1:1 the OPGaAs template preparation technique for fabrication of OPGaP templates did not sound an easy task. Meanwhile, two timid heteroepitaxial attempts were conducted on what people had available at the time, OPGaAs templates—HVPE growth of OPGaP on OPGaAs [57] and a relevant PVT (Physical Vapor Transport) growth of OPZnSe on OPGaAs [64]. Although, in comparison to the negligible lattice mismatch between ZnSe and GaAs, the lattice mismatch between GaP and GaAs looks huge (Figure 13b), the results [57,58] (Figures 15 and 24) were not less discouraging (on the contrary) than those obtained in the more favorable case [64] (Figure 13c). Nobody at this point, however, paid any attention to the fact that the two groups, [57,64] used quite different growth techniques, HVPE and PVT. Otherwise, somebody would have realized that HVPE, as an easier-to-control technique, could probably be attempted with more success for growth of OPZnSe on OPGaP templates. The authors [57] made, indeed another really discouraging attempt this time (Figure 13a) to grow GaP on Si (with the point that the lattice mismatch between GaP and Si is negligible—see Figure 13b), which resulted only in a few small GaP crystallites randomly distribute on the Si substrate surface.

Figure 37. (a–d) TEM cross section images with different magnification in the area near to the GaP/GaAs interface; (e) a cross section image of a thick HVPE grown GaN layer that shows a reduction of the dislocation density with layer thickness [96]. (Reproduced from [96] with the permission of AIP Publishing); (f) top surface of thick HVPE grown GaP on GaAs substrate showing smooth surface morphology.
(Figure 13a). Then the word “heteroepitaxy” was definitely forgotten and the community rushed-off at brisk pace towards development of techniques for preparation of native OPGaP templates and homoepitaxy. Thus several more years were lost before the research parties interested in this could figure out that OPGaP would be another cruel battle on the muddy scientific field: GaP was growing with a lower growth rate than GaAs, as the process was accompanied by severe parasitic reactions that further reduced the growth rate and deteriorated the layer quality. At the same time, it turned out that the GaP market is quite narrow as the two-inch GaP wafers offered are 7–8 times more expensive than the related GaAs wafers. Moreover, in point of view of EPD and wafer parallelism (Table 2), their quality was incomparably lower. At such a low quality, practically, nobody could expect either a good quality of the prepared OPGaP templates or a good subsequent thick HVPE growth on such low quality templates. Thus, in a moment, the old idea [57] for heteroepitaxy of OPGaP on OPGaAs started to look attractive again, even more, it turned out that after optimizing the reactor configuration and the applied growth conditions it worked fairly well [59,69] (Figures 29 and 30). Once having success with the less favorable case, GaP/GaAs, of heteroepitaxy [59,69,98–100], we tried to analyze again why we could not grow GaP on Si. We recalled that a combination between two growth techniques, one close-to-equilibrium and one far from it, is, actually, a daily routine in the growth of III-Nitrides, for example, thick HVPE growth of GaN on a thin AlN layer deposited in advance by MOCVD on sapphire [101]. So, applying the same approach to the HVPE growth of GaP on a thin MOCVD GaP/Si although it did not sound like discovering America, it was however quite successful (Figure 19b). Then, little by little, we started to realize with a great sigh of relief that there will be more combinations of materials and more growth and template preparation approaches, i.e., there will be from now on more Americas to be discovered. In this exciting journey heteroepitaxy will continue invisibly to do its “little” great favors to the world of Optics and Electronics.
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