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Abstract: Morphological models for polymer crystallization under isothermal and temperature
gradient conditions with a particle level set method are proposed. In these models, the particle
level set method is used to improve the accuracy in studying crystal interaction. The predicted
development of crystallinity during crystallization under quiescent isothermal condition by our
model is reanalyzed with the Avrami model, and good agreement between the predicted and
theoretical values is observed. In the temperature gradient, the computer simulation results with our
model are consistent with the experiment results in the literature.
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1. Introduction

The final properties of a product produced from semi-crystalline polymer are to a great extent
determined by the final internal microstructure [1,2]. This final internal microstructure, in turn,
is determined by the crystallization/processing conditions. Therefore, it is very important to
accurately model the solidification process and predict the final microstructure formed under different
processing conditions.

To date, a number of investigators are interested in predicting the morphological development
of polymer crystallization and many research studies have been carried out on this topic [2–12].
In order to obtain the internal microstructure of polymer products, different approaches have been
proposed for morphological modeling of polymer crystallization by researchers [7–12]. Charbon and
Swaminarayan [7,8] presented front-tracking methods to predict the evolution of microstructures
during spherulitic crystallization under realistic crystallization conditions. Raabe and Godara [9]
studied the topology of spherulite growth during crystallization of isotactic polypropylene (iPP) by
using a cellular automata method. Xu and Bellehumeur [10,11] proposed a modified phase-field
method to capture the spatiotemporal morphology development with the crystallization behavior of
ethylene copolymers in the rotational-molding process. Ruan et al. [12] investigated the evolution of
morphology of crystallization in the short fiber reinforced system using a pixel coloring method.

We presented a level set method for simulating the solidification structure of polymer
crystallization during cooling stage in [13] to reduce the computation complexity in studying crystal
interaction. In that method, each crystal can be distinguished from others by its assigned color,
the problem of evolving multiple crystal interfaces is reduced to tracking one level set variable
(signed distance function) and determining the color of a newly solidification node point. That method
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is easy to be implemented and it is also applicable for any system that displays nucleation and growth.
However, just like other Eulerian methods, level set methods have the main drawback that they
are not conservative [14–16] (see Figure 1a). To fix this problem, several attempts to improve mass
conservation of level set methods have been done, such as the improved level set methods [16–18] and
the particle level set methods [14,19]. In the particle level set method, particles that are distributed
within both an interior and exterior band of the interface are used to preserve volume so as to maintain
the interface. Literature [14] indicates the particle level set method compares favorably with volume of
fluid methods in the conservation of mass and purely Lagrangian schemes for interface resolution.
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(more information about Zalesak’s disk can be found in [20]): (a) level set method; and (b) particle
level set method.

In this paper, we aim to develop a more accurate interface tracking method for studying
morphology of polymer crystallization, and further apply the proposed method to morphological
models of iPP crystallization under isothermal and temperature gradient conditions. To achieve
our goal, firstly, based on the method described earlier [13], we use a particle level set method
instead of the level set method to correct any volume loss that resulted from advecting the level set.
Secondly, because there already exist many particles in the particle level set method and the accuracy of
Lagrangian advection, we use some of these particles to help to color the node points instead of using
the semi-Lagrangian method that was used in [13]. Finally, for different temperature conditions, we
use different method to deal with the problems in determining morphology of polymer crystallization.

The outline of this paper is as follows: Section 2 presents the particle level set method for
polycrystals growth. In Section 3, the morphological modeling using the particle level set method
for polymer crystallization under isothermal conditions is introduced. In Section 4, the extended
algorithm for polymer crystallization in uniaxial linear temperature field is established. Section 5 gives
the numerical results and discussions. Finally the conclusions are drawn in Section 6.

2. Particle Level Set for Polycrystals Growth

2.1. Level Set Method

The level set method was originally designed by Osher and Sethian [21,22] in 1988, and then
it has been manipulated in moving interfaces of fluid mechanics, combustion, computer animation,
image processing and some other interfaces of evolution problems. According to this method, the
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interface whose motion is recast as a time-dependent Eulerian initial value partial differential equation
is denoted implicitly by the zero set of a continuous function.

A level set function ϕpx, tq is defined as:

ϕpx, tq “

$

’

&

’

%

`dpx, tq x P Ωinterior pthe solid regionsq
0 x P BΩ “ Γptq pthe melt-solid interfceq

´dpx, tq x P Ωexterior pthe melt regionsq
(1)

where dpx, tq is set as the smallest distance between a given point in the domain Ω and the interface Γptq:

dpx, tq “ min
xΓ P Γ
x P Ω

p|x´ xΓ|q (2)

Additionally, the level set function has the following feature:

|∇ϕ| “ 1 (3)

The instantaneous interface associates with the contour ϕpx, tq “ 0, i.e.,

Γptq “ px P Ω : ϕpx, tq “ 0q (4)

The normal unit vector on the interface is expressed as:

n “
∇ϕ

|∇ϕ|

ˇ

ˇ

ˇ

ˇ

ϕ“0
(5)

The equation for the evolution of ϕ corresponding to the motion of the interface is given by:

ϕt ` u ¨∇ϕ “ 0 (6)

where u represents velocity. With an evolution of the interface, the re-initialization is often necessarily
due to a generally deviation of ϕ from its initialized value which represents signed distance. We apply
the re-initialization until ϕ reach steady-state, i.e., the following equation is iterated:

ϕt “
ϕ0

b

ϕ2
0 ` ε2

p1´ |∇ϕ|q (7)

where ϕ0 is the initial level set value to be re-initialized. When ϕ reaches steady-state, it satisfies
the condition |∇ϕ| “ 1, i.e., ϕ is a signed distance. It is imperative for the formulation to remain
well-posed as ϕ Ñ 0 if the parameter ε in Equation (7) is assigned some small value.

2.2. Particle Level Set Method

The main problem that the level set method suffers from is numerical dissipation. The particle level
set method merges the best aspects of Eulerian front-capturing schemes and Lagrangian front-tracking
methods for improved mass conservation. In the particle level set method, two sets of massless
particles, positive and negative particles, which are placed within a band across the interface, are used
to correct the level set function.
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The particle correction procedures in the particle level set method are summarized as follows:

(i) Particle initialization. When the initial surface is defined, the particles need to be placed within
three cells of the interface. Each particle stores its position and radius, which is used to perform
error correction on the level set function. The radius is set so that the boundary is just touching
the interface:

rp “

$

’

’

&

’

’

%

rmax i f sp ϕpxpq ą rmax

sp ϕpxpq i f rmin ď sp ϕpxpq ď rmax

rmin i f sp ϕpxpq ă rmin

(8)

where rmin “ 0.1minp∆x, ∆yq, rmax “ 0.5minp∆x, ∆yq, and sp is the sign of the particle, set to +1
if ϕpxpq ą 0 and ´1 if ϕpxpq ă 0. In [14], they recommend that 16 particles be placed in each cell
in 2D.

(ii) Particle update: The positions of the particles are updated using a second order Runga Kutta
(RK2) time integration:

xppt` 1q “ xpptq ` dtutpxpptqq (9)

x˚ppt` 1q “ xppt` 1q ` dtutpxppt` 1qq (10)

xppt` 1q “
x˚ppt` 1q ` xpptq

2
(11)

Error correction: Whenever a particle escapes the interface by more than its radius, it will be used
to perform error correction on the interface. To enable error correction, a local level set value for
each corner of the escaped particle is defined as follows:

ϕppxq “ spprp ´
ˇ

ˇx´ xp
ˇ

ˇq (12)

Error correction is performed using the positive particles to create a temporary grid ϕ` and the
negative particles to a temporary grid ϕ´. For all of the escaped positive particles, the ϕp values
on cell corners containing the escaped particles are calculated by Equation (12), the value for each
corner is then set to

ϕ` “ maxpϕp, ϕ`q (13)

Similarly, for all the escaped negative particles, the value for each corner is set to

ϕ´ “ minpϕp, ϕ´q (14)

Then, for each grid node, the minimum absolute value is chosen as the final correction for ϕ

ϕ “

#

ϕ` i f
ˇ

ˇϕ`
ˇ

ˇ ď
ˇ

ˇϕ´
ˇ

ˇ

ϕ´ i f
ˇ

ˇϕ`
ˇ

ˇ ą
ˇ

ˇϕ´
ˇ

ˇ

(15)

(iii) Particle reseeding: With the interface stretching and tearing, regions that lack a sufficient number
of particles in the computational domain will form. Reseeding is carried out to delete the particles
that are superfluous or far away from the interface and distribute a new set of particles to ensure
that there is a uniform distribution of particles near the interface. It is important to note that if the
simulation does not cause the particles to be unevenly distributed, there is no reason to reseed.

Further details of the particle level set method can be found in Reference [14]. The accuracy and
efficiency of this method are shown in Figure 1b.
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2.3. Particle Level Set Method for Polycrystals Growth

Typically, many crystals grow from individual seeds, and each of them will grow until it collides
with other crystals and forms grain boundaries. Determining the contact boundaries is a difficult
task. It is the reason why we employ a single signed distance to implicitly denote the interface of
crystals and we also allot each crystal a “color” (respectively, a number) to distinguish different
crystals. Because there already exists many particles in the particle level set method and the accuracy
of Lagrangian advection, we detect the contact boundaries of crystals by these particles instead of
the semi-Lagrangian method used in [13]. As demonstrated in Figure 2, the interfaces of two crystals
are represented by the dotted lines, which are captured by the particle level set method at time tn´1.
The two crystals are differentiated by the colors of the nodes (the big circles), which lie in the two
crystals respectively. To be used to color the nodes inside the two crystals at the next time step, the
particles (the small circles) which are distributed inside the interfaces in the particle level set method
are dyed in the same colors of the nodes near them (see Figure 2a). After one time step, the two crystals
contact and we can capture their interfaces (denote with the solid lines) by the particle level set method,
but the contacted boundary of the two crystals is not yet determined. Meanwhile, the colored particles
move to the new positions, the undyed nodes inside the solid line and outside the dotted line are in
the crystalline phase (Figure 2b). Here we need to determine which crystal these nodes belong to,
i.e., what color should the undyed nodes be colored? Noting that the dyed particles that belong to
the same crystal have the same color, we thus color each undyed node with the color of the nearest
dyed particle, then the boundary of the two crystals is determined (Figure 2c). Additionally, we have
to point out that firstly, the node coloring procedure can also applied to the growth of crystal before
contact. Secondly, once particle reseeding is imperative, attention must be paid to color the particles
that are placed into the cells where there exist different colored particles. The boundaries lie in these
cells, so error boundaries can be resulted from any inappropriate coloring method. Maybe there is
a better way to cope with this problem. In this study, we only use a simple technique: no coloring
to these particles (Figure 3). This is the reason: on the one hand, it can ensure a sufficient number of
particles in the computational domain; on the other hand, it would not lead to error results for the
particles that are uncolored. More details of the particle level set method for polycrystals growth can
be found in Section 3.
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Figure 2. Schematic representation of the particle level set method for polycrystals growth: (a) two
crystals are distinguished; (b) Undyed nodes in the crystalline colors of their nodes at time tn´1 phase
are captured by particle level set method at time tn. The dyed particles move to new positions; (c) Color
the undyed nodes by the colors of the nearest particles at time tn, determine the boundary of the
two crystals.
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3. Morphological Model for Isothermal Crystallization of Polymer

Crystallization is a mechanism of phase change in semicrystalline polymeric materials.
An isothermal crystallization process generally includes three steps, namely, nucleation, growth
and impingement. Under the favorable thermodynamic condition, nuclei appear randomly in the
polymer melt, and then the formed nuclei act as seeds for spherulites to grow with the same rate.
Each spherulite grows until it impinges on adjacent spherulites and stops growing. Impingement takes
place and continues until all possible material is transformed.

3.1. Nucleation

In semicrystalline polymers, the number of nuclei per unit volume or so-called nucleus density
depends on the temperature and supercooling. Because the nucleation of semicrystalline polymers is
typically heterogeneous, it is difficult to apply the theoretical models of the nucleation [4]. As a result,
empirical approaches are adopted to solve this problem and nucleation laws are presented to represent
the empirical relations between the nucleus density and the temperature. In the simulations, we use
the following relation of the nucleation density [8,23]:

N “ 1.458 texpr111.265´ 0.2544ϕpT` 273.15qsu2{3 (16)

where the unit of N is mm´2, and the unit of T is ˝C.

3.2. Growth and Impingement

Growth rate is an important factor that affects the development of morphology. Generally, for
each polymer, the rate of crystal growth is a function of the crystallization temperature and can be
considered a constant when the crystallization is considered under an isothermal condition. For a
spherulite, the radial growth rate G can be calculated by applying the Hoffman–Lauritzen theory [24]:

G “ G0expr´
U

RgpT´ T8q
sexpr´

Kg

T∆T
s (17)
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where G0 and Kg are constants, U is the activation energy of motion, Rg is the gas constant, T8 is a
temperature typically 30 K below the glass transition, and ∆T “ T0

m ´ T is the degree of undercooling.
It should be noted that, in the level set method, the velocity µ should be defined on the whole domain
or on a narrow band near the interface. Therefore, we should extend the interface velocity away from
the interface (solid/liquid boundary). There are many techniques to construct the extension velocity,
details of which can be found in [25,26].

During the crystallization process, various stages of spherulite growth occur. In the early stages,
probably no spherulites impinge. As the spherulites continue to grow, more and more of them will
impinge each other. It is impingement that makes the grain boundaries form and the growth of
spherulites stop. In fact, the shapes of the grains can directly influence the final properties of the
polymers. In this study, the particle level set method for polycrystals growth is used to simulate the
growth and impingement of spherulites.

3.3. Algorithm for Polymer Crystallization under Isothermal Conditions

Under isothermal conditions, we use the stochastic method utilized in [13] to place the nucleation
sites in the nucleation process. In this method, a node is chosen randomly in the computational domain
when a new nucleus appears. Then a new color is allotted to this node and the signed distance field is
updated with the following expression:

ϕpyq “ maxpϕ0pyq, ||x´ y||´ R0q, @y P Ω (18)

where x is the nucleation site, ϕ0 is the signed distance before the potential nucleation site is nucleated
at x, R0 is the size of the initial crystal seed at location x, and y is the location of a node. It should be
noted that, unlike in [13], in the nucleation process in this paper, the particles inside each crystal also
need to be colored by the same color of the crystal. It is the colored particles that provide an effective
way to distinguish different crystals after growth under different conditions.

In the crystal growth process, the particles inside the crystals are first used to correct the volume
loss that resulted from advecting the level set in the particle level set method. Then they are utilized to
color the uncolored nodes in the crystalline phase by their colors. If new particles need to be added to
the computational zone, the way to color them is introduced in Section 2.3.

In our scheme, the relative crystallinity can be calculated by [13]:

α “
number o f nodes that have been colored

total number o f nodes
(19)

In addition, the mean of the maximum size of spherulites is defined as:

Rmax “ p
A

Nπ
q

1{2
(20)

where A is the volume of the spherulites which can be calculated with the number of notes occupied
by the spherulites and the volume of a cell, and N is the number of the spherulites.

Figure 4 shows the algorithm for polymer crystallization under isothermal conditions using the
particle level set method.
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4. Morphological Model for Polymer Crystallization in a Temperature Gradient

In this paper, the polymer crystallization in a temperature gradient is modeled in a uniaxial linear
temperature field: T “ T0 `Λx. It is obvious when Λ “ 0, T “ T0, the temperature is constant, i.e., it
is isothermal. Thus, we need to extend the algorithm presented in Figure 4 to the uniaxial linear
temperature field. To do this, on the one hand, we divide the computational zone into a series of
small enough rectangles with respect to the x coordinate, so as to place the nucleation sites into the
computational zone. In each small rectangle, the temperature is considered equal to that at the middle
line of the vertical side on calculating the number of nuclei by Equation (16), and also the positions
of spherulite nuclei are randomly chosen. On the other hand, GpTq needs to be recalculated on the x
coordinate by GpT0`Λxq each time step. With these preparations, the extended algorithm for polymer
crystallization in the uniaxial linear temperature field using the particle level set method is shown as
follows (Figure 5).
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5. Results and Discussion

5.1. Problem Formulation

We consider the graphical simulation of the crystallization process on square samples.
The maximum size of the samples is 600 µm ˆ 600 µm. In order to ensure each unit cell is no
more than the real space of 1 µm2 a regular mesh of 601 ˆ 601 nodes is selected to solve this problem.
It should be pointed out that the finer the unite cell the more accurate of the computational results.
However, the finer the unit cell the more CPU time is needed. The material used in this simulation is
an iPP and parameters used are listed in Table 1 [23].

Table 1. Numerical values for the parameters of iPP used in the models.

Parameter Physical Meaning Value

U (cal¨mol´1) Activation energy of motion 1500

G0 (cm¨s´1)
Parameter in Hoffman–Lauritzen
expression for the laminar growth rate

"

0.3359 T ě 136 C
3249 T ă 136 C

T8 (˝C) A temperature typically 30 K below
the glass transition ´41.95

Kg (K2)
Parameter in Hoffman–Lauritzen
expression for the growth rate

#

1.47ˆ 105 T ě 136 C
3.30ˆ 105 T ă 136 C

T0
m (˝C) Melting temperature 185.05

Rg (J (K¨mol)´1) Gas constant 8.314472



Crystals 2016, 6, 90 10 of 16

5.2. Isothermal Case

5.2.1. Morphological Development

Figure 6 shows the morphological development of iPP at T = 106.85 ˝C acquired from the
algorithm for polymer crystallization under isothermal conditions by the particle level set method, the
size of the square is 160 µm ˆ 160 µm. As is illustrated in the Figure 6, in the process of evolutionary,
the white region is polymer melt and the other colored region is crystals. Figure 6a illustrates iPP
morphology at t = 0 s when heterogeneous nucleation takes place. Then each spherulite grows
individually without impingement (Figure 6b) until t = 6.8 s, as time goes by, adjacent crystals
touch and intercrystalline impingement boundaries arise (Figure 6c,d). Finally, we depict the final
morphology (Figure 6e). We notice that the structures and characteristics of crystals obtained in this
study are in accordance with the literature [27]. Figure 7 shows the evolution of crystal morphology
with different temperatures and a square size of 500 µm ˆ 500 µm. It is obvious that the lower the
temperature the faster the crystallization time, the more the number of spherulites and the smaller
size of the final grain. Figure 8 is plotted to demonstrate the mean of the maximum size of spherulites
against time with different temperatures, and we observe that the mean of the maximum size of
spherulites rises rapidly as time increases and reaches a plateau finally. Moreover, we perceive that the
crystallization time becomes longer as the temperature rises. Apparently, we obtain many of the same
conclusions analyzing Figures 7 and 8.
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5.2.2. Overall Crystallization Kinetics

The most generally used approach for the description of the isothermal polymer crystallization
kinetics is the Avrami model [28,29]. In the Avrami model, the relative crystallinity αptq is usually
written in the following form:

αptq “ 1´ expp´katnaq (21)

where ka and na are the isothermal crystallization rate constant and the Avrami index (crystal geometry
information), respectively. In our study, heterogeneous nucleation and spherulitic morphology are
assumed. Following [30], we take na “ 2, ka “ πNpTqrGpTqs2. Thus, Equation (21) can be rewritten as:

αptq “ 1´ exp
!

´πNpTqrGpTqs2t2
)

(22)

Figure 9 displays the relative crystallinity evolution under different temperatures in isothermal
condition. Symbols represent the predicted results, and lines represent the analytical solutions
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according to Avrami model. It is clear that the predicted results show good agreement with the
theoretical values.
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5.3. Temperature Gradient Case

In our simulations, the temperature gradient in the sample is parallel to the x axis, and the
temperature, T, increases from the left to the right.

5.3.1. Effects of Temperature Gradient

In order to better illustrate the effects of temperature gradient, we assume that there is no other
spherulite except the one(s) given in the computational domain in this section. The reasons for this
are listed as follows. First, the fewer the number of spherulites in the computational domain, the
more obvious the effect of the temperature gradient becomes. Second, different polymer material has
different nucleation density at the same temperature. Therefore, even if we limit the numbers of nuclei,
we can also obtain meaningful simulation results by selecting sizes of the samples appropriately.

Figure 10 shows the spherulite shapes predicted by the particle level set method for different
temperature gradient. The sizes of these samples are 400 µm ˆ 400 µm. In Figure 10a, the temperature
gradient, Λ, equal to 50 ˝C¨mm´1; and in Figure 10b, Λ = 100 ˝C¨mm´1. As we can see in these
two figures, the temperature gradient results in the spherulite shape anisotropy, which increases
with time. Besides, in spite of the centers of the two spherulites are all locate at 130 ˝C, the shapes
of them are quite different at the same moment (see Figure 10c). The main reason for this is that
different temperature gradient makes the temperature distributions different on both sides of the
center, and different temperature leads to different growth rate (see Figure 11). Figure 12 shows the
shapes of interspherulitic boundaries in different temperature gradients of samples with sample size:
200 µm ˆ 200 µm. We can see that, the three spherulites nucleate at the same sites in the three samples
and the temperatures on the left side of the samples are all 110 ˝C, while the shapes of interspherulitic
boundaries are very different. It is clear when Λ = 0 ˝C¨mm´1, the boundaries are straight lines, but as
the temperature gradient is higher, the boundaries bend toward higher T, and the curvature of the
boundaries also increases.
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5.3.2. Morphological Development

In order to validate our model using the particle level set method for polymer crystallization in a
temperature gradient, we simulate iPP film crystallization in the temperature gradient of 35 ˝C¨mm´1.
To compare our results to those in [23,31], all parameters utilized in the literature are also used in this
simulation (see Table 1). The size of this sample is 600 µm ˆ 600 µm. As we can see from Figure 13,
the temperature gradient affects not only the nucleation density but also the spherulitic pattern.
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Figure 13a shows the spherulites only nucleate at the low-temperature side. Figure 13b,c demonstrates
that the spherulites grow faster toward the low-temperature side and soon impinge on each other.
The spherulites can still grow toward the high-temperature side, as shown in Figure 13d–f. We can also
see that, in Figure 13f, the spherulites in the high-temperature side are elongated in shape, the collision
boundaries of them are almost parallel to the temperature gradient, but the joint growth front of them
is perpendicular to the temperature gradient. Figure 14 shows the computer-simulated positions
of the crystallization front in the iPP film during crystallization in the uniaxial linear temperature
field. The simulated results are in good agreement with the experiment and calculated results in the
literature [23,31]. It indicates the correctness of our model.
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6. Conclusions

We have presented an efficient particle level set method for polycrystals growth. In this method,
the particles placed within an interior band of the interface in the particle level set method are used
not only to correct any volume loss that resulted from advecting the level set and but also to determine
the boundaries of crystals. With this method, an algorithm for polymer crystallization under quiescent
isothermal condition has been developed. By the simulation model, for iPP, not only have we predicted
the crystal morphological development and its distributions, but we have also obtained the relative
crystalline and the mean of the maximum size of spherulites at different temperature T. The predicted
development of crystallinity during crystallization has been reanalyzed with the Avrami model, and
good agreement between the predicted and theoretical values has been observed.

We have also extended the algorithm from isothermal to temperature gradient conditions.
In the uniaxial linear temperature field, we have presented a new method to place the nuclei in the
computational zone. Numerical experiments have been used to analyze the effects of the temperature
gradient. We also have simulated iPP film crystallization in the temperature gradient. The computer
simulation results are consistent with the experiment results in the literature.

It should also be pointed out that the method used in this paper has two advantages compared
with that in [13]: First, the particle level set method preserves volume better than the level set method.
Thus, to the crystals with sharp edges, such as dendrites, more accurate crystallinity can be acquired.
Second, as more particles are used to color the nodes, more precise boundaries of the crystals can be
achieved. However, there are always two sides to everything, even if the particles utilized to color
the nodes are also used in the original particle level set method, that more particles are used in this
method increases the computational cost. In addition, the method cannot be used to determine the
trajectory of the fibrils. However, this problem might be solved if we consider the trajectory of the
particles, which are used in this method.

All in all, the morphological models for polymer crystallization under different conditions
proposed in this study are valid. The calculated results with them give us another way to observe the
microstructure of polymer products.
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