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Abstract: A comparative analysis of crystal structure, Raman spectra, and dielectric hysteresis
loops was carried out for organic ferroelectric crystals of 2-methylbenzimidazole (MBI) grown from
ethanol (MBIet), acetone (MBIac), deuterated acetone (MBId-ac), or prepared by sublimation from
gas phase (MBIgas). Raman spectroscopy shows identical frequencies of molecular vibrations in all
studied crystals, proving the same molecular structure. At the same time, a detailed analysis of the
asymmetry of the powder XRD reflection profiles indicates the presence of nano-scaled regions with
the same MBI symmetry and crystal structure but slightly different sizes and unit cell parameters.
The formation of the MBI modifications is associated with possible penetration of solvent molecules
into the voids of the MBI crystal structure. Dielectric hysteresis loops in MBIet and MBId-ac crystals
at room temperature demonstrate significantly different values of coercive fields Ec. Analysis of
hysteresis loops within the framework of the Kolmogorov-Avrami-Ishibashi (KAI) model shows that
the polarization switching in MBId-ac occurs much faster than in MBIet crystals, which in the KAI
model is associated with different values of the characteristic frequencyω0 and the activation field
Ea of the domains wall motion.

Keywords: organic ferroelectrics; powder XRD; crystal structure; Raman spectroscopy; dielectric
hysteresis loops; polarization switching; KAI-model; solvents; activation field

1. Introduction

At present, an active search and study of new organic and semi-organic ferroelectrics
and related materials is underway. Among the attractive properties of such compounds
are their low cost, lightness, flexibility, and the potential for creating on their basis bio-
compatible, environmentally friendly devices for collecting side energy (harvesting), field
sensors, three-dimensional (3D) printing, information recording, etc. [1]. Scientific interest
in organic and semi-organic ferroelectrics is mainly associated with a variety of micro-
scopic mechanisms leading to the appearance of ferroelectricity in them. These include,
in particular, the phenomena of tautomerism, spontaneous ordering of hydrogen ions in
chains formed by hydrogen bonds, cooperative displacement of atomic groups, and charge
transfer between molecules in different crystallographic planes. Moreover, it is important
to note that these mechanisms can be combined in one material [2].

Notable progress in the field of organic ferroelectrics was associated with the discov-
ery of ferroelectricity in polymers polyvinylidene fluoride PVDF and P(VDF-TrFE) [3],
organic molecular crystals of croconic acid (CA) [4], which have a high value of sponta-
neous polarization Ps = 30 µC/cm2 at room temperature, as well as a number of other
high temperature small-molecular hydrogen bonded ferroelectric crystals [2] including
2-methylbenzimidazole (MBI) [5].

The ferroelectric properties of MBI (C8N2H8) crystals were discovered in [5]. Studies of
crystals and films of this organic ferroelectric are currently being carried out with increasing
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intensity. The crystals of MBI attract attention, because at room temperature they have low
values of coercive fields Ec~2–3 V/µm, which is about an order of magnitude lower than
in ferroelectric polymers, and spontaneous polarization Ps~5–7 µC/cm2. In micron-thick
MBI films obtained by the method of scraping (solution shearing) [6] and in textured
MBI films obtained by evaporation from solution [7–10] or physical vapor deposition [11],
polarization switching occurred in an electric field of several Volts. Ferroelectric properties
of MBI crystals and films are retained up to the melting point Tm ≈ 450 K, and an important
property of MBI is the ability to switch polarization in different directions perpendicular to
the pseudotetragonal axis by low fields [5–11].

Equilibrium ferroelectric domain structures of MBI crystals were visualized by piezo-
electric force microscope (PFM) on (001)tetr cleavage [5] (in tetragonal notation) and by
atomic force microscope (AFM) using the scanning Kelvin probe microscopy on the (110)tetr
microcrystal surface with a polarization component perpendicular to the surface [12]. The
electrostatic force microscopy mode also made it possible to visualize ferroelastic domain
walls [12]. It was shown that, in the case of a microcrystal, the influence of a locally applied
electric pulse caused displacement of both ferroelectric and ferroelastic domain walls [12].
Recent studies have shown that a feature of this molecular crystal consisting of heterocyclic
molecules is the unusually efficient generation of terahertz radiation, which makes it pos-
sible to study the 3D distribution of spontaneous polarization and its changes under the
action of an electric field [13]. Optical visualization of 180◦ ferroelectric domains in MBI
films by birefringent field-modulation imaging technique based on use of Pockels effect
was realized in [14].

Relatively high values of spontaneous polarization, low values of coercive fields,
resistance to a large number of polarization switches [6], the possibility of switching in
different directions, and efficient generation of terahertz radiation, show that this material
may be promising for applications, which increases the requirements for the quality of
crystals and films.

MBI single crystals and films have been grown by vacuum sublimation [5,11] or
evaporation from a solution of chemically prepared MBI powder in organic solvents [6–10].
It is known that, when growing crystals from solutions, the solvent can significantly
affect the properties of the crystals obtained, and at present the influence of the solvent
is being intensively studied [15–26]. In particular, the growth of organic crystals from
aqueous solutions can be accompanied by the appearance of liquid inclusions, that is, a non-
crystallized liquid solution (mother liquor), physically enclosed in a growing crystal [15].
The presence of such inclusions can lead to the appearance of the temperature dependences
of the dielectric constant or heat capacity of features characteristic of first-order phase
transitions [17]. The crystals grown from aqueous solution can also include the water
molecules as part of crystal structure [18,19]. Depending on the solvent the new compounds
may crystallize, in which the solvent molecule is part of the crystal structure [16,20,21].
Effect of solvent choice on crystal morphology and polymorphism was studied in a number
of works [15,16,22–26]. In addition, when using organic solvents, one can expect that
solvent molecules will enter the voids of the crystal structure of the grown crystal [15]. Their
presence, similar to the action of other defects, can significantly change the ferroelectric
properties of crystals, affecting the rate of formation of critical nuclei with the opposite
orientation of spontaneous polarization, the magnitude of the activation field Ea, which
determines the rate of motion of domain walls, and the characteristic frequency, which is
responsible for the switching rate.

The aim of this work was to compare the crystal structure, microstructure, chemical
composition and ferroelectric properties of 2-methylbenzimidazole single crystals grown
by evaporation from solutions of ethanol (MBIet), acetone (MBIac), deuterated acetone
(d-acetone) (MBId-ac) and by sublimation from the gas phase (MBIgas). The most important
characteristic of ferroelectric materials is polarization switching; therefore, comparative
study of the structural and nonlinear dielectric properties (hysteresis loops) of MBI crystals
obtained from various solvents is of interest. Special attention was paid to the characteristic
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frequencies of polarization switching, and the magnitude of the activation field, which
determines the velocity of the domain wall move under the action of the electric field.

2. Materials and Methods

In previous works, MBI crystals were prepared by vacuum sublimation [5] or grown
from an ethanol solution [8,9] or ethanol: methanol: water mixture [27]. For the growth
of MBI films in a closed volume, an organic solvent N, N-dimethylformamide [6] was
used. The texted MBI films with spherulite structure were grown by evaporation from the
ethanol solution [7–10]. Similar types of texted MBI films have been obtained by physical
vapor deposition (PVD) method [11].

In this work, MBI crystals were grown by evaporation from a solution in ethanol
(MBIet), acetone (MBIac), d-acetone (C3D6O) (MBId-ac) and by sublimation from gas phase
(MBIgas). The choice of the solvents is due to the fact that MBI dissolves in them quite
well, and the molecules of ethanol and acetone differ in size, structure, and chemical
composition; in particular, there is no OH hydroxyl group in acetone and d-acetone. In
addition, ethanol and acetone differ in the rate of evaporation and the possible presence of
water molecules in them. It was of interest to study the effect of these differences on the
properties of MBI crystals obtained from these solvents.

The crystals were grown using chemically prepared MBI powder. To remove impuri-
ties, the powder was recrystallized several times in ethanol. As a result, colorless crystals
were obtained. The purified crystals were dissolved in ethanol or acetone to obtain almost
saturated solutions, and from them at room temperature, millimeter-sized crystals were
grown by evaporation. The crystallization process in acetone and d-acetone proceeded
much faster than in ethanol due to the higher rate of acetone evaporation. The crystals also
were grown by sublimation: the MBI crystals were heated in closed volume up to T~400 K,
at which the intensive sublimation process begins, and MBI crystallization from the gas
phase occurred on a glass surface at room temperature. The air pressure in the volume was
~10−2 Torr.

Images of MBI crystals grown from ethanol (MBIet) are presented in [8]. Figure 1
shows photographs of MBI crystals obtained from d-acetone (MBId-ac) and gas phase
(MBIgas). Unlike crystals grown from ethanol, which are plates with a thickness of
h~400–700 µm, thinner colorless MBId-ac plates of approximately equal thickness h~200 µm
were grown from acetone (Figure 1a). Bulk MBIgas crystals of small size were obtained
from the gas phase (Figure 1b). The images of transparent MBId-ac plates in a polarizing
microscope in crossed polarizers are uniformly darkened, indicating the absence of twins
and intergrowths in them.

Figure 1. Photographs of MBI crystals grown from a d-acetone solution (a) and a gas phase (b).
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Powders obtained by grinding MBIet, MBIac, MBId-ac, and MBIgas single crystals were
used as samples for X-ray diffraction (XRD) studies. Some details of the XRD experiment
and the analysis of XRD patterns are described in Ref. [19] and in Supplementary Materials
(SM) to this article. Only brief necessary information on these issues will be given here.

The measurements were carried out on a D2 Phaser XRD powder diffractometer
(Bruker AXS, Karlsruhe, Germany) using monochromatic Cu-Kα radiation (mean wave-
length λ = 1.5418 Å), monochromatized by Ni filter, and a semiconductor linear X-ray
detector LYNXEYE (Bruker AXS, Karlsruhe, Germany). For measurements of the MBIet
and MBIgas powders, we used low-background sample holders in the form of polished
single-crystal Si plates (119), whereas a standard sample holder with an amorphous plastic
lining was used to measure MBIac and MBId-ac powders (see more extended description
in Supplementary Materials Section 1). Because of a strong solubility of MBI, it was not
possible to use liquids (ethanol, acetone) to exclude the effects of preferred orientation
during the preparation of powder samples for X-ray measurements. To reduce the possible
effects of preferred orientation during measurements, the samples were rotated about
the axis of the sample holder, which coincided with the axis of the X-ray goniometer. To
calculate the microstructural parameters and unit cell parameters of crystalline phases
from X-ray diffraction data the programs SizeCr [28] and CelSiz [29] have been used. All
calculations were done for Cu-Kα1 wavelength (λ = 1.540598 Å) after corrections of XRD
patterns for the contribution of Cu-Kα2 radiation using the EVA program [30]. The angle
corrections (zero shift ∆2θzero and displacement ∆2θdispl·cos(θ)), obtained as a result of
the additional measurements of the samples mixed with powder XRD standard Si640f
(NIST, Gaithersburg, MD, USA), were also applied to reflections selected from the X-ray
diffraction patterns.

Raman spectroscopic measurements were carried out on both MBI powders and single
crystals. Raman spectra were obtained in the spectral range 80–3300 cm−1 using an Alpha
300R confocal microscope (Witec, Ulm, Germany) in backscattering geometry using a laser
diode operating at a wavelength λ = 532 nm with power of 32 mW. The incident light was
linearly polarized along or perpendicular to the longest edge of the crystal. There was no
polarizer in the path of the scattered light.

Dielectric hysteresis loops were measured in the Sawyer-Tower circuit. A sinusoidal
electric voltage was applied along the [110]tetr axis in the

(
110
)

tetr crystallographic plane of
the crystals described in pseudotetragonal symmetry. An electric field with an amplitude of
up to Em = 6 V/µm from a Γ3-123 oscillator and a TREK 2220 (Trek Inc., Denver, CO, USA)
amplifier was applied to the crystal using silver paste electrodes. The sample capacity did
not exceed 1–3 pF. The measurements were carried out at a frequency range of f = 50–60 Hz.
The signal was taken from a 0.1 µF reference capacitor and recorded with a GDS-71062A
digital oscilloscope.

3. Results and Discussion
3.1. Raman Spectroscopy

A detailed analysis of the Raman spectra of MBI crystals grown from ethanol and their
comparison with the spectra known in the literature is given in [19]. Figure 2 shows the
Raman spectra of MBI samples grown from acetone, d-acetone and ethanol. The spectra
consist of a number of narrow bands caused by intramolecular vibrations of MBI molecules
of different natures, in particular, stretching vibrations of carbon–hydrogen valence bonds
(ν~3000 cm−1), carbon–nitrogen and carbon–carbon valence bonds (ν~600–1700 cm−1),
bending of benzene and imidazole rings (ν~100–120 cm−1). A characteristic feature of
the MBI spectrum is a strong band at ν~1545 cm−1 belonging to stretching vibrations of
carbon–nitrogen double bonds in the imidazole ring. This band is observed in all MBI
crystals grown from various solutions (see Figure 2). In contrast, this band is absent in the
MBI compounds with inorganic acids [19], in which the MBI molecules are in a protonated
form with a single valence carbon–nitrogen bond in the imidazole ring.
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Figure 2. Raman spectra of MBI crystals grown from acetone, d-acetone, and ethanol. For convenience Raman spectra for
different samples are shifted along the vertical axis. Panels (a) and (b) show different frequency ranges.

Comparison of the Raman spectra of MBIet, MBIac and MBId-ac samples shows their
almost complete identity (Figure 2, Table 1). The absence of additional bands and frequency
shifts of bands in the crystals under study indicates the same molecular composition of
these samples and the presence of identical valence bonds in them. It is noteworthy that
we did not find in the Raman spectra any signs of the presence of deuterium ions in the
MBId-ac crystals grown from d-acetone. Replacement of hydrogen ions with deuterium
ions in the MBI structure should affect the frequencies of stretching vibrations of carbon-
hydrogen bonds in the benzimidazole ring (line N1) and in the methyl group (lines N2,3)
which should be shifted to the region of 2100–2200 cm−1 [31]. In this frequency range, as
the experiment shows, there are no lines in all MBI samples. This means that deuterium
ions in MBId-ac crystals were not included in the structure, and all studied MBI crystals
had the same chemical composition. This is not surprising, since replacing hydrogen
with deuterium requires the use of solvents in which the deuterium ion is bonded to a
more electronegative ion, as in deuterated methanol (CH3-OD) or heavy water (D2O).
Nevertheless, the fact that deuterium has not replaced hydrogen allows us to disregard
the changes in ferroelectric properties associated with substitution, and to consider only
changes in the crystal structure.

Table 1. Raman shifts ν in cm−1 for lines observed in MBIet, MBIac and MBId-ac samples. Last column shows interpretation
of lines for MBI from [19,32]. Abbreviations: vs—very strong, s—strong, m—medium, w—weak, b—broad, Γ—out-of-plane
bending, δ—in-plane bending, ν—stretching, M—methyl group.

No. MBIet MBIac MBId-ac Assignment [19,32]

1 3065m, 3075m 3065m, 3077m 3066s, 3077s νCH

2 2968m 2970m 2970m MνCH

3 2919m, 2929m 2919m, 2929m 2921m MνCH

4 1589m 1591m 1591s νCC

5 1545s 1546s 1547s νCN (double bond) + νCC

6 1472w, 1488m 1483m, 1493m 1483w, 1491w MδCH2 + ΓCCCN + δCCH

7 1438m, 1452s 1440w, 1453s 1440m, 1454m δCCH + νCC

8 1418m, 1425w 1420m, 1425m 1420m, 1424m δCNH + νCN + νCC + δCCH

10 1388m 1389w 1390w MδCH2 + δCCH
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Table 1. Cont.

No. MBIet MBIac MBId-ac Assignment [19,32]

11 1363m 1365m 1364m νCC + νCN + MδCH2

12 1322m 1322m 1323m δCCH + νCN

13 1272s 1274s, 1279sh 1274s, 1279sh νCN + νCC + δCCH

14 1222m 1223m 1223m δCCH + νCN + νCC

15 1155m 1155m 1155m δCCH

16 1113m, 1120m 1113m 1113m δCCH + νCC

17 1044m 1045m 1046s δCCH + ΓNCCH

18 1030s 1031s 1031s νCC + νCN

19 1004s 1006s 1005s νCC + δCCH

20 960w 963w 962w ΓHCCH + ΓCCCH

21 921w 921w ΓHCCH + ΓCCCH

22 893m 894w 894w δCCC + δCCH

23 868m 872w 871w ΓCCCH +ΓHCCN + ΓHCCH+ ΓCCCH

24 839s 840w 841s νCC

25 764w 765w ΓCCCH + ΓCCCC

26 741m 742m 742m ΓCCCH + ΓHCCN

27 677s 678s 677s νCC + δCCC+ δCCN

28 657m 660m 659s ΓCNCN + ΓHCCN + ΓCCCN + ΓHNCN

29 623w, 628m 623w, 628w 623m, 628m δCCN + δCCC + νCC

30 582s 584m 584m ΓCCCC + ΓCCCN + ΓCCCH

31 499s 501s 501s δCCC + νCC + νCN

32 483m 485m 485m δCCN + δCCC + νCC

33 435m 436m 436m ΓCCCC + ΓCCCH + ΓCCNH + ΓCCNC

34 329w, 334m 330m, 334m 330w, 335w ΓCCCN + ΓCCNH

35 274m 283w 277w,281w δCCN

36 123vs 123vs 123vs ΓCCCN + ΓHCCN, lattice modes?

3.2. Powder XRD

The crystal structure of ferroelectric MBI belongs to the noncentrosymmetric Pn space
group, but noncentrosymmetric deformations of crystal lattice are very small and can-
not be detected in XRD experiments. For this reason, MBI crystal structure is described
by pseudosymmetric tetragonal space group P42/n [33]. Assignment of the MBI crys-
tal to a noncentrosymmetric Pn space group is proved mainly by the presence in MBI
crystals of ferroelectric [5–11] and piezoelectric [5,34] properties, and the observation of
ferroelectric [5,12] and ferroelastic domains [12].

X-ray phase analysis showed that, excluding the discrepancy in the intensity of
reflections due to the large influence of the effects of preferred orientation, all reflections on
XRD patterns from MBIet, MBIac, MBId-ac and MBIgas powder samples can be attributed
to MBI structure (see Supplementary Materials Figure S1 as an example of comparison
of experimental and theoretical XRD patterns simulated using single crystal data [33]
by means of the PCW program [35]). In accordance with the XRD study of MBI single
crystal grown in an inert gas atmosphere [33] (CCDC code 1199885), the MBI structure is
characterized by tetragonal space group P42/n (86) and unit cell parameters a = 13.950(9)
Å and c = 7.192(3) Å.
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A thorough inspection of the reflection profiles showed that the XRD patterns from
the MBId-ac and MBIgas samples are characterized by rather narrow reflections with profiles
close to symmetrical (Figure 3b). In contrast to that, the MBIac sample is characterized
by wider and clearly asymmetric reflections profiles, and the MBIet sample shows a pro-
nounced asymmetry or even a splitting of the reflections (Figure 3a).

Figure 3. XRD patterns of MBIet and MBIac (a) and MBId-ac and MBIgas (b) powder samples in vicinity of hkl = 002 reflection,
normalized and shifted to the same 2θ Bragg angle position. Contributions of background and Cu-Kα2 radiation are
corrected.

The asymmetry of reflections can be described as an overlapping of the reflections
with symmetrical profiles arising from nano-scaled regions of different sizes characterized
by the same MBI structure, but slightly different unit cell parameters. In the following text,
these regions of the MBI samples will be called phases.

For XRD patterns of all samples, all reflections extracted from the observed asymmet-
rical reflections are characterized by the ratio of the half-width at half of the maximum
(FWHM) to the integral width of the observed reflections (Bint), lying in the range of
0.637 ≈ 2/π < FWHM/Bint < (4·ln(2)/π)1/2 ≈ 0.939 (Figure 4 and Figures S1–S7 of Supple-
mentary Materials), i.e., they are reflections of the pseudo-Voigt (pV) type [36]. To obtain
the quantitative microstructural characteristics (the sizes of crystallites D and microstrains
εs in them), the measured XRD patterns were analyzed by the methods of the XRD line
profile analysis (LPA), namely the Williamson–Hall plot (WHP) [37] and Size-Strain plot
(SSP) [38] techniques realized for the pV reflections in the SizeCr program [28] (instrumental
broadening is corrected according to the procedure [39] for pV reflections; coefficients of
Scherer, KScherrer = 0.94 [40], and Stokes, Kstrain = 4 [41], were used during the calculations;
in the case of εs = 0 model, the crystallite sizes are calculated by Scherrer equation for each
reflection and the mean value of D is obtained using the least squares averaging). The
WHP and SSP graphs for all samples (MBIac, MBId-ac, MBIet and MBIgas) and all consid-
ered models (one-, two- or three-phase description) are shown in Figures S2–S9 of the
Supplementary Materials. Corresponding quantitative results for all models and methods
applied to all samples are summarized in Table S1 of the Supplementary Materials. Since
the SSP method is much more sensitive to the presence of the contribution of microstrains
and is more accurate (see [38] and Supplementary Materials Section 1), the results of SSP
will be discussed further. Final quantitative results (crystallite sizes D and absolute mean
microstrain εs values) obtained using the LPA SSP technique for all samples are presented
in Table 2. Table 2 also presents the unit cell parameters of the detected MBI crystalline
phases calculated by means of least squares method using the program Celsiz [29].
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Table 2. The parameters of the structure (parameters a and c of the tetragonal unit cell) and the
microstructure (the mean size D of the crystallites and the absolute mean value εs of the microstrain
in them) of the MBI phases obtained from XRD data using the Celsiz (a and c) and SizeCr (D and εs

by means of the SSP method) programs. During the measurements, the ambient temperature in the
sample chamber was Tmeas = 314 (1) K.

Program Celsiz
SizeCr

WHP SSP

Phase a, Å
c, Å Vcell, Å3 D, nm

εs, %
D, nm
εs, %

MBI from [33] (CCDC code 1199885, Tmeas = 295 K)

MBI 13.950(9)
7.192(3) 1399.6(1.4) - -

MBI grown in ethanol (MBIet), 3 phases

MBI1et
13.958(3)
7.202(2) 1403.1(6) 86(23)

0
96(10)
0.10(3)

MBI2et
14.056(10)
7.252(5) 1432.8(1.7) 44(12)

0
44(12)

0

MBI3et
14.002(6)
7.223(3) 1416.1(1.0) 53(11)

0
68(7)

0.17(4)

MBI grown in acetone (MBIac), 2 phases

MBI1ac
13.939(4)
7.198(3) 1398.5(8) 73(13)

0
84(2)

0.08(1)

MBI2ac
13.961(5)
7.209(4) 1405.1(1.1) 57(5)

0
57(5)

0

MBI grown in d-acetone (MBId-ac), 2 phases

MBI1d-ac
13.963(2)
7.201(1) 1403.9(3) 103(31)

0
107(8)
0.06(3)

MBI2d-ac
13.975(2)
7.208(1) 1407.7(5) 79(22)

0
79(22)

0

MBI grown from gas (MBIgas), 2 phases

MBI1gas
13.950(4)
7.199(3) 1401.1(8) 61(16)

0
79(5)

0.12(2)

MBI2gas
13.973(5)
7.211(3) 1408.1(9) 56(12)

0
62(2)

0.09(1)

It should be noted that in the LPA WHP and SSP techniques, the parameters of the
XRD reflections are refined independently of each other. Since the reflections are processed
independently, the observed asymmetry of reflections in the samples can be described
equally well by both two and a larger number of independent reflections when using
LPA technique, varying their angular Bragg positions 2θ and FWHM. As a result, the
true number of separated reflections (i.e., the number of the crystal phases existing in the
sample) required to describe the XRD patterns remains uncertain in the LPA. However, in
the Le Bail (LB) fitting method [42], the theoretical Bragg positions 2θ of the reflections and
their FWHM are determined by the refined parameters of the structure and microstructure
of the corresponding phases, which makes it possible to find the minimum number of the
crystalline phases necessary to describe the measured XRD patterns. In order to make a
choice among models with one, two or three MBI phases, and to confirm the presence of
microstrains and quantitative results on the sizes of crystallites and microstrain values, a
whole-pattern fit of the calculated XRD patterns to experimental ones was performed by
the LB method using the TOPAS program [43,44].
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The LB method does not require knowledge of the coordinates of the atoms, as in the
Rietveld method, and, in addition, the influence of the effects of preferential orientation is
leveled. It is only necessary to know the space group and the initial approximate values
of the unit cell parameters of the phases, which were taken from Table 2. In addition, the
non-structural parameters of the XRD patterns were refined, such as the scale factors of
the crystalline phase, zero shift and displacement angular 2θ corrections, as well as the
background parameters. Using first principles (fundamental parameters, FP) reflection
type [43,45], the instrumental broadening of the reflections was simulated by TOPAS during
the LB fitting from the known geometry and slit sizes parameters of the diffractometer.

The main reasons for the broadening of the XRD reflections are the small size of the
crystallites, on which XRD occurs, and the presence of microstrains in the crystallites.
Taking into account this fact, the microstructural parameters were refined during the LB
fitting. In TOPAS these are the mean crystallite size and the absolute value of the mean
microstrain e0. For the aim of comparison with the value of the crystallite size D obtained
by SizeCr, the parameter Lvol-FWHM calculated in TOPAS from the refined parameters of
FWHM of reflections utilizing the same coefficient of the Scherrer equation KScherrer = 0.94
is considered here as crystallite size.

In the LB method, the weight contents of the crystalline phases in the samples are not
calculated due to the lack of information about the atomic content of the phases. However,
since all the crystalline phases observed in the samples are MBI phases with approximately
the same unit cell volumes, it can be assumed with a good degree of accuracy that the
masses of their unit cells are almost the same. Based on this assumption, the weight
content of the MBI phases was calculated as the fraction occupied by the area under the
strongest reflections of these phases with Miller indices hkl = 002 without the background
contribution, from the area of the total reflection 002, WtMBIi (wt.%) = SMBIi/ΣSMBIj·100%.
Other details of the LB fitting (five-spectral line description of the Cu-Kα emission [46],
background type and weight used in the LB refinement) are the same as described in the
Ref. [19].

The results of the final models with best quality of the LB fitting are summarized in
Table 3 for all samples. Results obtained for other models are shown in Supplementary
Materials Table S2. An example of graphical results of the LB fitting is shown in Figure 4 for
MBIac sample in the final model of two-phase description. For other models and samples,
the graphical results are shown in Figures S10–S13 of Supplementary Materials (due to
the use of an amorphous plastic lining in the sample holder during XRD measurements of
a small amount of powder (see Section 2 and Supplementary Materials Section 1), XRD
patterns of MBId-ac and MBIac samples show a weak amorphous halo).

Table 3. Results of fitting diffraction patterns by the LB method using the TOPAS program (During the measurements, the
ambient temperature in the sample chamber was Tmeas = 314(1) K).

TOPAS, LB Method

Phase Wt, wt.%
Vcell, Å3

a, Å
c, Å

Lvol−FWHM, nm
e, % a

Rwp, % b

Rp, %
cRwp, % b

cRp, % RB, % b

MBI from Ref. [33] (CCDC code 1199885, Tmeas = 295 K)

MBI 100
1399.6(1.4)

13.950(9)
7.192(3)

-
- 5.2 c -

- 5.9 c

MBI grown in ethanol (MBIet), 3 phases, me.s.d.= 2.964 d

MBI1et
59.0(1)

1399.8(1)
13.949(1)
7.1944(2)

112.3(9)
0.055(1)

6.36
4.49

7.52
5.63

0.25

MBI2et
32.8(1)

1437.2(3)
14.070(2)
7.2601(4)

33.0(2)
0.003 (2) 0.25

MBI3et
8.2(1)

1415.1(3)
14.001(2)
7.2187(9)

68(2)
0.111(4) 0.27
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Table 3. Cont.

TOPAS, LB Method

Phase Wt, wt.%
Vcell, Å3

a, Å
c, Å

Lvol−FWHM, nm
e, % a

Rwp, % b

Rp, %
cRwp, % b

cRp, % RB, % b

MBI grown in acetone (MBIac), 2 phases, me.s.d.= 3.637 d

MBI1ac
36.1(1)

1399.3(2)
13.943(1)
7.1980(3)

90(2)
0.035(5) 4.29

2.93
7.20
6.53

0.26

MBI2ac
63.9(1)

1407.9(1)
13.971(1)
7.2132(2)

50.2(4)
0.000(3) 0.23

MBI grown in d-acetone (MBIdac), 2 phases, me.s.d.= 2.911 d

MBI1d-ac
42.6(1)

1403.4(1)
13.9600(5)
7.2013(2)

113.1(7)
0.027(5) 5.81

3.36
9.69
7.61

0.48

MBI2d-ac
57.4(1)

1409.3(3)
13.981(2)
7.2096(2)

63.7(4)
0.000(9) 0.16

MBI grown from gas, 2 phases (MBIgas), me.s.d.= 4.000 d

MBI1gas
68.2(2)

1401.4(3)
13.950(2)
7.2017(2)

86(2)
0.0(3) 6.36

3.95
8.43
5.85

0.34

MBI2gas
31.8(2)

1405.7(2)
13.966(1)
7.2068(4)

51.9(7)
0.09(1) 0.38

a The value of the dimensionless microstrain parameter e0, obtained by refinement using TOPAS (version 5), is converted into a percentage as
e = e0·100%. Lvol-FWHM is the mean value of the crystallite size refined by TOPAS. b Agreement factors of Rietveld analysis (see definition in
[47]). Rwp and Rp are weighted profile and profile agreement factors, respectively; cRwp and cRp are their background-corrected analogues;
RB is Bragg agreement factor.c Weighted reliability factor Rw and residual factor RF of single crystal structure analysis for 633 reflections
with I > 3σ(I). d The estimated standard deviations (e.s.d.s) of the parameters shown in the Table 3 are corrected for underestimation due to
serial correlations by multiplying the e.s.d.s of the parameters obtained after LB refinement by the coefficient me.s.d. calculated using the
Rietesd program [48] according to the procedure described in Ref. [49].

Figure 4. The final graphical results of LB fitting of the XRD patterns of powder MBIac samples
(model ‘2 phases’ in Table 3 and Supplementary Materials, Table S2). The Miller indices hkl of some
selected reflections are shown. Theoretical Bragg angular positions of the reflections of the crystalline
phases MBI1ac and MBI2ac (‘1a’ and ‘2a’ in the Figure 4), calculated from the refined parameters of
their unit cells, are shown by vertical bars. The experimental (Iexp), calculated (Icalc) and difference
(Idiff = Iexp−Icalc) XRD diagrams are represented by lines of different styles and colors.
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Final results of the LB fitting the profile of 002 reflection with contribution of the
individual MBI phases are shown in Figure 5 on an extended scale for all samples. Taking
into account the contribution of an additional MBI phase (third phase in case of MBIet
and second phase for other samples) leads to a drastic improvement of the quality of
the LB fitting. The amplitude of the difference diagram Idiff decreased by ~1.3–1.7 times
(cf. parts (a) and (b) at Supplementary Materials Figures S9, S11, S12, and Figure 4,
and Supplementary Materials Figure S10). The fit of reflection profiles has improved
significantly (Figure S13 of Supplementary Materials). Agreement factors have decreased
considerably (Table 3 and Table S2 in Supplementary Materials), proving the formation of
the additional MBI phases. For example, weighted profile factor Rwp for the samples MBIet
and MBIac characterized by clearly asymmetrical reflection profiles (Figure 3a) decreased
by 2.29% and 2.17%, respectively. At the same time, for the MBId-ac and MBgas samples,
which are characterized by almost symmetric reflection profiles, Rwp decreased by 3.11%
and 6.34% correspondingly, which unambiguously indicates the formation of additional
crystalline phases in these samples.

Figure 5. Simulation of XRD pattern in vicinity of reflection 002 in MBIet (a), MBIac (b), MBId-ac (c), and MBIgas (d), fitted
using LB technique in the frame of three-phase model for MBIet and two-phase model for other samples. Background
contribution is subtracted. The estimated weight content is shown.
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LB refinement confirmed the presence of the microstrains in the phases where they
were detected in the SSP calculations (see Tables 2 and 3). Taking into account the mi-
crostrain contribution to the broadening of the reflections, the Rwp factors decreased by
~0.05–0.5% for different samples. The final values of the agreement factors are rather
small, reaching values Rwp = 4.29–6.36% for different samples (Table 3). The crystallite
sizes obtained using TOPAS (Lvol-FWHM from the LB method, Table 3) and SizeCr (D
according to the SSP technique, Table 2) coincide well within 1–2 e.s.d.s, Lvol-FWHM = D.
However, the coincidence of the microstrain parameters e and εs obtained using TOPAS
and SizeCr, correspondingly, is within 2–3 e.s.d.s only (Tables 2 and 3). It is probably that
the difference is connected with peculiarities of the microstrain calculation formalism in the
programs. The definition of the microstrain is the same in the SizeCr [38] and TOPAS [43].
However, unlike the SizeCr, which follows the formalism described in the literature (for
example, [50,51]), the TOPAS (version 5) uses the reflection FWHM value expressed in
units of ‘radian θ’, and not ‘radian 2θ’, as in SizeCr, when calculating the microstrain in the
Stokes-Wilson expression (macro e0_from_strain in the file topas.inc of TOPAS).

Thus, the microstrain parameter e obtained using TOPAS is connected with the param-
eter εs from SizeCr as εs(%) = 2·e(%). Indeed, for most phases this relation is true within 1–2
e.s.d.s (Table 3). An exception is here the MBIgas sample. This is probably due to the fact
that because of the close values of the Bragg angles of reflections of the different phases in
the sample MBIgas, it is difficult to separate the individual reflections from the observed
summary reflection and to obtain correct values of the reflection parameters for calcula-
tions by the graphical LPA methods. Thus, the LPA (SSP) and LB fitting methods mutually
confirm and complement each other. Refinement of the microstructural parameters by LB
fitting gives their values with smaller e.s.d.s.

So, the XRD analysis shows that the use of ethanol, acetone or d-acetone as solvents,
as well as the growth of MBI crystals from the gas phase leads to the formation of several
MBI phases, with slightly different unit cell parameters and markedly different sizes of
crystallites and microstrains in them (Table 3). In the MBIet sample, the best fit of the
experiment and calculation was obtained by taking into account three phases. In the MBIac
sample, as well as in MBId-ac and MBIgas, a fairly good description is achieved in the
two-phase model.

One of the phases (MBI1) detected in the samples is characterized by the volume
(Vcell = 1399.3(2) Å3–1403.4(1) Å3) and, accordingly, the unit cell parameters close to ones
in MBI single crystals (Vcell = 1399.6(1.4) Å3) from Ref. [33]. Based on this similarity, we
will further call this phase the “first” (or “main”) phase. The size of the crystallites in “first”
phases is quite large and, according to the results of the LB refinement, reaches ~100 nm
(Table 3). The maximum weight percentage of the “first” phase is observed in MBIet (59.0(1)
wt.%) and MBIgas (68.2(2) wt.%) samples. The lowest content of such a phase is in the
samples of MBId-ac (42.6(1) wt.%) and MBIac (36.1(1)). The crystallites of the “main” phase
exhibit microstrains in the values of εs = 2·e~0.1%.

An additional phase (MBI2) with larger parameters and, accordingly, a larger volume
of the unit cell is formed in the samples (see Table 3, Vcell = 1405.7(2) Å3–1437(2) Å3).
Further, this phase will be called the “second” (or “additional”) phase. The weight fraction
of the “second” phase is 32.8(1) wt.% in the MBIet sample and 31.8(2) wt.% in MBIgas.
Its fraction is maximal in MBIac samples (63.9(1) wt.%) and MBId-ac (57.4 (1) wt.%). The
“second” phase is characterized by two to four times smaller crystallite sizes (~30–60 nm,
Table 3) than the “first” phase. In the crystallites of the phases MBI2ac, MBI2d-ac and MBI2et,
microstrains are zero or close to zero (εs~0%). Microstrains of εs~0.1%–0.2% were detected
in the crystallites of the “second” phase of the MBIgas sample according to the results of
SSP and LB refinement.
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The presence of two or three phases with MBI-type structure, but with slightly different
unit cell parameters, allows us to explain the observed asymmetry of the XRD reflections
(weak in MBIgas and MBId-ac and clearly noticeable in MBIac samples), developing into a
splitting of the reflections in MBIet samples (Figure 5). As an illustration, Table 4 shows the
ratio ∆Vcell/Vcell_Phase1 of the difference in the volumes of the unit cells of the “second”
(and “third” for MBIet) and “main” phases detected in the samples to the volume of the
unit cell of the “main” phase. As can be seen, the largest deviations ∆Vcell/Vcell_Phase1 =
2.67(2)% and 1.09(2)% are characteristic, respectively, for the MBI2et and MBI3et phases of
the MBIet sample, the observed reflections of which are the most asymmetric and practically
show splitting. In this case, the reflections of different MBI phases with the same Miller
indices are most different by the magnitude of the Bragg angles 2θ. The deviation value
is reduced to the intermediate value ∆Vcell/Vcell_Phase1 = 0.61(1)% for the MBIac sample
with markedly asymmetric reflections. For MBId-ac and MBIgas samples with weakly
asymmetric reflections, this parameter is reduced to ∆Vcell/Vcell_Phase1 = 0.42(2)% and
0.31(3)%, respectively. For these samples, the difference between the parameters of the unit
cell of the “main” and “additional” phases is minimal. As a result, the Bragg angles of
reflections of different phases with the same hkl are close, and the total reflection observed
as a result of their superposition is nearly symmetrical.

Table 4. Relative difference of the unit cell volume between the phases of the MBI samples according
to results of the LB fitting for two-phase model (three phase model for MBIet sample) summarized in
Table 3.

Sample Phase1 Phase2 ∆Vcell/Vcell_Phase1 (%)

MBIgas MBI1gas MBI2gas 0.31(3)

MBIdac MBI1d-ac MBI2d-ac 0.42(2)

MBIac MBI1ac MBI2ac 0.61(1)

MBIet MBI1et MBI2et 2.67(2)

MBIet MBI1et MBI3et 1.09(2)

The MBIet sample obtained in ethanol also contains a small amount (8.2(1) wt.%) of the
third phase, transitional in terms of unit cell and crystallite sizes between the “main” MBI1et
and “additional” MBI2et phases (MBI3et phase in Table 3, Vcell = 1415.1(3) Å3, crystallite
size 68(2) nm, microstrain εs~0.2%).

The formation of phases in MBI crystals with slightly different unit cell parameters is
apparently related to the peculiarities of the MBI crystal structure. In Figure 6, the structure
is shown in projections on the crystallographic planes (100)tetr and (001)tetr drawn by
program Vesta [52] according to the results of a single-crystal XRD study of a crystal grown
in an inert-gas atmosphere [33]. The crystal lattice has a layered structure (Figure 6a), and
the shortest distances between the layers are from ~0.41 nm to ~0.54 nm, mostly ~0.53 nm.
There are also pores in the layers with sizes between atoms of ~0.50 nm (Figure 6b). During
the growth of crystals, molecules of a suitable size from the environment can be randomly
incorporated into the pores of the layers of the MBI structure, forming interstitial defects
and leading to the formation of phases with the MBI-type structure, but with slightly larger
unit cell parameters due to the incorporated molecules.

The “main” phases MBI1et, MBI1ac, MBI1d-ac and MBI1gas (Table 3), which are char-
acterized by large crystallite sizes ~100 nm and unit cell parameters and volume close
to those found for MBI single crystals from Ref. [33] grown in an inert gas, are probably
attributed to phases in which foreign molecules have not penetrated, or, in any case, only a
small number of them have penetrated.
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Figure 6. MBI structure according to XRD structure data of Ref. [33] in projection on (100)tetr (a) and (001)tetr (b) crystallo-
graphic planes. Sorts of atoms (C, N, H) are indicated. The indicated distances shown by numbers are equal (1) 0.537 nm,
(2) 0.406 nm, (3) 0.491 nm, (4) 0.520 nm, (5) 0.525 nm, (6) 0.536 nm, (7) 0.402 nm, (8) 0.442 nm, (9) 0.504 nm, (10) 0.476 nm
and (11) 0.539 nm. Schematic representation of changes in the MBI lattice along c axis under incorporation of an ethanol
molecule between layers (c,d).

The size of ethanol molecules CH3-CH2-OH ~0.52 nm [53] corresponds well to the
distances between the layers and the pore sizes in the layers. When crystals grow, ethanol
molecules can easily penetrate between the layers and into the pores, forming interstitial
defects and leading to the formation of two additional phases (MBI2et and MBI3et) in the
MBIet sample. The differences in the parameters of the unit cells of the “first” phase MBI1et
without embedded molecules and the “second” phase MBI2et with the largest number
of embedded ethanol molecules can reach very noticeable values (Table 3). As a result,
strongly asymmetric summary MBI reflections are formed, close to splitting (Figures 3a
and 5a).

Acetone molecules CH3-C(O)-CH3 are larger than ethanol molecules. The molecular
diameter of acetone is 0.616 nm [54], which is slightly larger than the sizes of voids in the
structure of pure MBI (Figure 6). However, during the growth of MBIac crystals in liquid
acetone, acetone molecules apparently penetrate into the voids of the structure, leading to
the formation of an additional phase (MBI2ac) with an increased volume of the unit cell. It
is probable that the number of embedded acetone molecules is not as large as in the case of
ethanol, however, due to the larger size of acetone molecules and their greater molecular
weight, their effect on the MBI structure extends further from the site of penetration than
in the case of ethanol. As a result, due to the smaller number of embedded molecules, the
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unit cell volume of the “additional” phase of the MBIac sample is noticeably smaller than
for the MBIet sample, however, due to the greater influence of the molecules, the volume
content and, accordingly, the weight content of this phase is larger (cf. the MBI2ac and
MBI2et phases in Table 3). The observed summary reflections from the superposition of the
reflections of the two MBI phases are clearly asymmetric, but do not show a tendency to
separation, as in the case of the MBIet sample (Figures 3a and 5b).

The CD3-C(O)-CD3 d-acetone molecules are somewhat larger and heavier than the
acetone molecules, since the hydrogen (H) atoms in them are replaced by atoms of its
isotope, deuterium (D), whose diameter is ~2.44 times larger (the nuclear radius D is
2.1421 fm compared to 0.8783 fm for H [55]). Despite the fact that the increment in the
size of the d-acetone molecule is small at the nanometer scale, this is apparently enough to
make the penetration of d-acetone molecules into the voids of the MBI structure difficult.
As a result, the content of the “additional” MBI phase in the MBId-ac sample is less, and its
distortion (i.e., the deviation from the volume of the unit cell of the “main” MBI phase) is
noticeably less than in the MBIac (cf. samples MBId-ac and MBIac in Table 3). As a result,
the observed summary MBId-ac reflections are characterized by much more symmetrical
profiles than for the MBIac sample (Figures 3b and 5c).

In the case of the MBIgas sample, since the vacuum in the growth volume was only
~10−2 Torr (i.e., forevacuum), they were not absolutely protected from atmospheric air
containing water molecules. The H2O water molecules are noticeably smaller than the
sizes of the voids of the MBI structure. According to various data, their molecular diameter
is only 0.26 nm [56] or 0.386 nm [54]. Obviously, they can easily penetrate into the voids
of the MBI structure without having a noticeable structural effect. As a result, a “second”
phase is formed in the MBIgas sample with unit cell parameters close to the parameters of
the MBI1gas phase without embedded molecules (see the MBI2gas phase in Table 3). The
observed summary MBI reflections from the superposition of the MBI1gas and MBI2gas
phase reflections are characterized by fairly symmetrical profiles, showing only a slight
asymmetry (Figures 3b and 5d).

The penetration of ethanol, acetone, d-acetone or water molecules into the voids of the
MBI structure leads to a decrease in the size of the coherent X-ray scattering areas, i.e., the
sizes of crystallites corresponding to the “second” and “third” additional phases with an
increased volume of unit cells due to the influence of the molecules (see the phases MBI2et,
MBI3et, MBI2ac, MBI2d-ac and MBI2gas in Table 3). Apparently, the change in the absolute
mean values of microstrain in the crystallites of the prepared samples is also associated
with the influence of the embedded molecules (Table 3).

Thus, the analysis of XRD patterns shows that in the MBI samples obtained from
solutions in ethanol, acetone, deuterated acetone and from the gas phase, apart from the
main MBI phase, there are additional phases with a slightly larger unit cell volume. The
formation of additional MBI phases is associated with the penetration of solvent or water
molecules from the growth environment into the voids of the MBI structure. Penetration
leads to a smaller size of the crystallites as compared to the main phase without embedded
foreign molecules as well as to a change in the mean microstrains. The largest number
of additional MBI phases with the most distorted unit cell parameters is formed during
the growth of crystals in ethanol. Apparently, this is a size effect due to the fact that the
molecular diameter of ethanol is comparable to the size of the voids of the MBI structure
into which ethanol molecules are embedded. At larger (acetone or d-acetone) or smaller
(water) molecular sizes compared to the sizes of the voids of the MBI structure, a smaller
number of additional phases is formed and also the changes in the volumes of the unit
cells are smaller.

3.3. P-E Measurements

As shown in XRD analysis, the MBId-ac and MBIgas powder samples involve two MBI
crystalline phases with close unit cell volumes characterized by very small asymmetry of
the observed reflection profiles and narrow reflection width. In contrast to that, MBIet and
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MBIac powder samples exhibit the clear presence of at least three and two phases, corre-
spondingly, with wide XRD reflection width. Below we compare dielectric hysteresis loops
of MBId-ac crystals with nearly uniform crystal structure and MBIet in which uniformity is
much less.

The analysis of dielectric hysteresis loops in MBI single crystals and films obtained
by evaporation from ethanol is given in Refs. [8–10]. The simulation of hysteresis loops
at different values of the electric field amplitude Em, its frequency, and also different
temperatures, carried out within the Kolmogorov-Avrami-Ishibashi (KAI) model [57–59],
taking into account Merz’s law [60], showed that the activation field for the motion of
domain walls Ea decreases by a factor of about 3–4 with temperature increase up to 380 K,
tending to zero at T~Tm ≈ 430 K [9,61]. This indicates the presence in the MBI of a potential
ferroelectric transition in the vicinity of the melting point.

Figure 7 shows the dielectric hysteresis loops of MBI crystals grown from ethanol and
d-acetone for various amplitudes of the electric field Em. An electric field was applied along
the crystal axis [110]tetr. It is seen that the saturated hysteresis loops of MBId-ac crystals
have noticeably higher coercive fields (Ec = 3.8 V/µm) than those of MBIet (Ec = 2.8 V/µm).
It is worth noting that at room temperature the hysteresis loops in MBI samples grown
from gas phase also reveal high values of Ec [5] comparable with those observed in MBId-ac.

Figure 7. Dielectric hysteresis loops of MBI crystals grown from (a) ethanol (f = 50 Hz) for different values of the electric
field amplitudes Em = 4.15, 3.46, 2.78, 2.40, 2.02, 1.59 V/µm and (b) d-acetone (f = 60 Hz) for Em = 5.38, 4.63, 4.02, 3.54, 2.38,
1.98 V/µm.

Significant differences are also observed in the behavior of the remnant polarization
Prem. Figure 8a shows the dependencies of Prem on the amplitude of the sinusoidal electric
field Em in MBId-ac and MBIet. The Prem(Em) dependence in the case of MBId-ac is shifted
towards higher amplitudes and is characterized by a sharper increase in the remnant
polarization than in the case of MBIet. The maximum values of the derivative dPrem/dEm
in MBId-ac and MBIet, calculated from experimental data in units of relative permittivity,
are 36 and 32, respectively. The Prem(Em) dependence in the case of MBId-ac for different
frequencies and comparison with calculations (see below) is presented in Figure 8b. Thus,
the polarization switching process in MBI crystals obtained from ethanol and d-acetone
exhibit significant differences.
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Figure 8. Room-temperature dependence of the remnant polarization Prem on the amplitude of the electric field Em (a) in
MBIet (f = 50 Hz) and MBId-ac (f = 60 Hz) and (b) in MBId-ac for different frequencies f of the electric field. Lines in (a) and
(b) correspond to theoretical calculations (see text). In (a) the curves 1 and 2 correspond to account for one characteristic
frequency: f 0 = 6.25 kHz for MBIet, and f 0 = 62.5 kHz for MBId-ac, respectively. The curve 3 corresponds to accounts of two
characteristic frequencies: f 0 = 6.25 kHz and f 0 = 62.5 kHz for MBId-ac.

To describe the shape of dielectric hysteresis loops and get the parameters character-
izing the switching process, the 1D Janta model [62] was used, which gives analytical ex-
pressions for simulating dielectric loops. The model is a case of the KAI (β-model) [57–59],
taking into account Merz’s law [60] for the velocity of domain walls sideway motion:

v = v∞· exp(−Ea/E) (1)

where Ea is the activation field, v∞ is the velocity of motion of the domain wall in an
infinitely strong field. The model describes the change in the volume of the switched
phase for a given dimension of the domain topology (1D, 2D). Since this approach, as was
shown earlier for Triglycine sulfate (TGS) [63], best describes the amplitude dependences of
polarization loops, here the main attention will be paid to modeling a set of loops obtained
at different amplitudes of a sinusoidal signal. The value of activation field Ea for TGS
obtained using the model [63] corresponds well to that from direct observation of the
domain wall moving under electric field [64,65].

In the 1D model [62], it is assumed that there are randomly located non-switchable
domains in the form of infinitely thin planes with linear density N. This condition means
that the model does not take into account the small time required to create the through
domains, and assumes that the switching time is determined by the lateral displacement of
the domain walls (KAI β-model). The presence in MBI of flat ferroelectric domain walls
moving under the action of an electric field, has been recently shown in [12] by AFM using
the Kelvin- and the electrostatic mode.

The hysteresis loop 1D model is described by the following expression for the relative
change to the polarization in the loop [62]:

P
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(
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where ω0 = v∞·N is the characteristic frequency of the system, Ps the spontaneous polariza-
tion, Em and f the amplitude and frequency of the sinusoidal electric field, correspondingly,
and ω = 2πf. The model has two dimensionless parameters, ω0

ω and Em
Ea

, which determine
the shape of the hysteresis loop. To get these parameters, we fitted the experimental and
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calculated dielectric hysteresis loops P(E), as well as the dependences of the remnant
polarization on the electric field amplitude Prem(Em) (Figure 8). Since the model used
does not take into account the dependence of the polarization on the field associated with
the sample capacity, the linear dependence of the polarization on the field P = α·E, was
subtracted from the experimental dependences.

Calculations of dielectric hysteresis loops at different field amplitudes were carried
out using expressions (2). The parameters of the model were chosen so that the theoret-
ical loops were as close as possible to the experimental ones. Optimal parameters were
obtained from the minimum of the loss function corresponding to standard deviation and
including a quadratic deviation of the calculated values of the remnant polarization from
the experimental ones. To estimate the errors of the parameters Ea and ω0, the loss function
was calculated for different values of the parameters. The error of the parameter Ea was
found from the condition that the loss function should not exceed its minimum value by
more than by factor of 2. The parameterω0 for each given Ea was chosen to minimize the
loss function.

Figure 9 shows the experimental (bold lines) and calculated (thin dashed lines) de-
pendences of polarization on the electric field P(E) for various values of the electric field
amplitude in MBIet at a frequency f = 50 Hz (Figure 9a) and in MBId-ac at a frequency
f = 60 Hz (Figure 9b) when the phase of the electric field changes from 0 to π. For MBIet
crystals, the dependences P(E) at different amplitudes of the electric field can be well
described for the following model parameters: activation field Ea = 11 ± 3 V/µm and
f0 = 6.25 ± 1.0 kHz. In the case of MBId-ac crystals, the smallest deviations of the calculated
and experimental dependences of polarization on the electric field were obtained at an
approximately doubled value of Ea =24 ± 3 V/µm, and an order of amplitude higher value
of f 0 = 62.5 ± 10.5 kHz.

Figure 9. Experimental (bold lines) and calculated (thin dashed lines) dependences of polarization P on electric field E for
various values of the electric field amplitude at a frequency f = 50 Hz in MBIet (a) and at a frequency f = 60 Hz in MBId-ac (b);
calculation parameters: Ea = 11.2 V/µm and f 0 = 6.25 kHz for MBIet (a) and Ea = 24 V/µm and f 0 = 62.5 kHz for MBId-ac (b).

As can be seen from Figure 9, the theoretical description of saturated hysteresis loops in
the region of high fields (in the beak of the hysteresis loop) in the case of MBIet turns out to
be much better than in MBId-ac. To bring the calculated hysteresis loops in MBId-ac crystals
closer to those obtained experimentally, we assumed that this sample contains regions
with different characteristic frequencies f 01 and f 02. In this case, the best description of the
experimental loops in MBId-ac crystals was obtained by taking into account two additive
contributions P1 and P2 to the polarization from regions with characteristic frequencies:
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f 01 = 62.5 kHz and f 02 = 6.25 kHz and an activation field Ea = 24 V/µm. The expression
describing the hysteresis loop in this case has the form:

P
Ps

= 0.88·P1

Ps
+ 0.12·P2

Ps
(3)

The coefficients 0.88 and 0.12 in expression (3) represent the weight that the regions
with P1 and P2 contribute to the dielectric hysteresis loop. In fact, these coefficients reflect
the volumes of regions with different parameters of polarization switching.

Figure 10a shows the experimental (bold lines) and calculated (thin dashed lines)
dependences of the hysteresis loops at different field amplitudes taking into account two
contributions to the polarization P1 and P2 with characteristic frequencies f 01 = 62.5 ± 10.5
kHz and f 02 = 6.25 ± 1.0 kHz, respectively, and Ea = 24 ± 3 V/µm for MBId-ac.

The second term indicates the presence in the MBId-ac sample of small regions in
which the polarization is not saturated in field E~5 V/µm (green dash-dotted P2 line in
Figure 10b). Accounting for two contributions significantly reduces the difference between
experimental and calculated curves (Figure 10b), which leads to a decrease in the root-
mean-square deviations by about a factor of 2 (Supplementary Materials, Table S3). Note
that taking into account two contributions also allows a much better description of the
Prem(Em) dependencies in MBId-ac sample (Figure 8a).

Figure 10. (a) Experimental (bold lines) and calculated (thin dashed lines) P(E) dependencies for different field amplitudes
(Ea = 24 V/µm, f = 60 Hz) for MBId-ac. Calculations were carried out taking into account P1 and P2 contributions
to polarization with characteristic frequencies f 01 = 62.5 kHz and f 02 = 6.25 kHz, correspondingly. (b) Experimental
P(E) dependence at an amplitude Em = 5.28 V/µm in MBId-ac (red solid line) and calculated P1 and P2 contributions to
polarization. Contribution of P1 (blue dotted line), and P2 (green dash-dotted line) are shown taking into account the
weighting factor. The total P (cyan dashed line) is calculated in accordance with expression (3).

Comparison with known ferroelectrics shows that, at room temperature, the acti-
vation field in MBIet Ea~11 V/µm is higher than in BaTiO3 (Ea~0.6 V/µ) [66] and TGS
(Ea~0.011, 0.053, 0.2 V/µm in different electric field intervals) [63–65,67], lower than in
PbTiO3 (Ea~20 V/µm) and Ea~100 V/µm in PZT film [68]. In MBId-ac the activation field
Ea~24 V/µm is higher than in BaTiO3 and TGS, and comparable with PbTiO3. In ferro-
electric polymer films of P(VDF-TrFE), Ea~103 V/µm [69] is approximately two orders of
magnitude higher than in MBI, which can be related to the specific features of the crystal
structure of polymer films.

Thus, the growth of MBI crystals in d-acetone in comparison with ethanol leads to an
approximately twofold increase in the activation field Ea and an increase in f 0 by an order
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of magnitude. Calculations show that an increase in the coercive field Ec in MBId-ac crystals
in comparison with MBIet is mainly due to an increase in the activation field Ea, and a
sharper increase in Prem(Em) (Figure 8) reflects an increase in the characteristic frequency
f 0.

The sideways motion of a ferroelectric domain wall for the case of a thermally activated
regime was considered in the Miller and Weinreich (MW) theory [70], which was used to
estimate the domain wall (σw) and the critical nucleus energy (Uc) in various ferroelectrics.
According to the MW theory, sideways motion of the domain wall is possible because
thermal fluctuations help the wall to overcome the potential barrier Uc in a field E. To
estimate the energy Uc of the critical nucleus, the following conditions of the MW theory
must be satisfied: the length l of the critical triangular nucleus along the polarization is
much larger than its width a (l/a >> 1); the nucleus thickness c is approximately one lattice
constant; the magnitude of a should be larger than the corresponding lattice parameter in
accordance with the MW theory; at temperatures and fields used in the experiment, the
system should be in thermo-activated regime Uc > kBT. Using the experimental values of
Ea and Ps, the dielectric constant εa = 8 and the lattice parameters, we can estimate the
energy of the critical nucleus Uc ∼= cσw

3/2σp
1/2/PsE and the domain wall energy σw, as a

function of E. For E ≤ 6 V/µm, the condition of the thermo-activated regime Uc > kBT is
satisfied both in MBIet and in MBId-ac. Calculations show that (for E = 1.5 V/µm) in MBIet
σw ≈ 0.45 mJ/m2 and Uc ≈ 6 kBT, and in MBId-ac σw ≈ 0.92 mJ/m2 and Uc ≈ 14 kBT.

Domain wall energy σw ≈ 0.45–0.92 mJ/m2 in MBI is significantly smaller than in the
P(VDF-TrFE) films (σw ≈ 60 mJ/m2) [69], PbTiO3 (132 mJ/m2) and comparable with BaTiO3
(3–17.5 mJ/m2) [66] and TGS (0.6–0.9 mJ/m2) [64,65] crystals. Since MW theory gives a
somewhat underestimated value of the domain wall energy, the calculated values should
be considered as its lower limit. The smaller value of the energy σw in MBI is, obviously,
due to the lower values of the polarization and larger value of the lattice parameters than
in inorganic ferroelectrics.

4. Conclusions

The presented study showed that MBI crystals grown from different solvents, having
almost identical chemical composition and type of crystal structure, can, at the same time,
have different microstructure and dielectric properties. This is manifested in the presence of
various crystalline MBI phases (regions) with the same structure but slightly different unit
cell and microstructure parameters in crystals, as well as in the difference in parameters
describing the polarization switching process caused by the motion of ferroelectric domain
walls. These differences are most evident between MBIet and MBId-ac crystals (and also
MBIgas). The appearance of the MBI phases with slightly different parameters of the crystal
structure can be associated with the possible entry of solvent molecules into the pores or
cavities between the layers of the MBI crystal lattice, which can lead to an increase in the
lattice parameters and, accordingly, the volume of the unit cell of these phases.

The number of different MBI phases and the difference in the values of the parameters
characterizing their crystal structure may indicate the degree of homogeneity of the crystals.
In the case of MBI, the most homogeneous structure is observed for crystals grown from
d-acetone MBId-ac and from the gas phase MBIgas, in which two phases with very small
differences in lattice parameters were found. The crystals of MBIet (three phases) and MBIac
(two phases) are much less homogeneous. The differences in the degree of homogeneity
seem to correlate with the size of the solvent molecules, since the d-acetone > acetone >
ethanol sequence corresponds to a decrease in molecular size and homogeneity of MBI
crystals grown from these solutions. When the size of the molecules is significantly smaller
than the size of the structural voids (as in the case of water molecules in MBIgas), the
uniformity of the MBI crystals increases again, probably due to the smallness of the impact
of such molecules.

Differences in homogeneity are also manifested in the process of polarization switch-
ing by an electric field. Calculations of the switching parameters from analysis of hysteresis
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loops at different amplitudes of the alternating field turned out to be very sensitive for de-
tection of the uniformity of the material. Calculations have shown that in “inhomogeneous”
MBIet crystals, the activation field Ea, which determines the dependence of the velocity of
motion of domain walls on the electric field, turns out to be approximately two times less
than in “homogeneous” MBId-ac crystals. The characteristic frequency f 0 in MBId-ac is an
order of magnitude higher than in MBIet. Such a difference in the parameters characterizing
the domain wall motion seems natural, since usually a decrease in the number of defects in
a crystal, i.e., an increase in homogeneity, is accompanied by an increase in the coercive
field. The presence of structural defects helps the walls to overcome the energy barrier,
which leads to a decrease in the energy of the critical nucleus.

Unlike MBIet in “homogeneous” MBId-ac crystals the presence of not only a region
with high values of f 0, but a small part of a volume (about 10%) with a lower value of
characteristic frequency f 0, is detected. The f 0 parameter in the used model depends
mainly on the number of through non-switchable infinitely thin domains N. This number
correlates with the energy of the critical nucleus with the opposite direction of polarization
at a boundary with the electrode. The presence of small regions with a lower value of f 0 in
MBId-ac may be associated with a change of boundary conditions at the electrode which
increases the energy of the critical nucleus for creating of through domains.

Supplementary Materials: The following are available online at https://www.mdpi.com/article/10
.3390/cryst11111278/s1, Figure S1: an example of comparison of experimental and theoretical XRD
patterns. Figures S2–S9: WHP and SSP graphs, and D(2θ) distributions in studied MBI crystals for
1-phase or 2-phase or 3-phase models. Figures S10–S13: the final graphical results of LB fitting of the
XRD patterns in studied MBI crystals. Figure S14: Experimental (Iexp) and calculated (Icalc) profiles
of the XRD reflection with Miller indices hkl = 002 for samples (a) MBIet, (b) MBIac, (c) MBId-ac and
(d) MBIgas in LB fitting models with one and two MBI phases (two and three phases in the case of
MBIet). Table S1: Parameters a and c of the tetragonal unit cell, the mean size D of the crystallites, and
the absolute average value εs of the microstrain in them for the MBI phases obtained from XRD data
using the Celsiz (a and c) and SizeCr (D and εs by means of the WHP and SSP methods) programs.
Table S2: Results of fitting diffraction patterns by the LB method using the TOPAS program, Table S3:
Root mean square (RMS) deviations of the calculated hysteresis loops from the experimental ones for
MBIet and MBId-ac.
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