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Abstract: There are several areas in which organisations can adopt technologies that will support
decision-making: artificial intelligence is one of the most innovative technologies that is widely
used to assist organisations in business strategies, organisational aspects and people management.
In recent years, attention has increasingly been paid to human resources (HR), since worker quality
and skills represent a growth factor and a real competitive advantage for companies. After having
been introduced to sales and marketing departments, artificial intelligence is also starting to guide
employee-related decisions within HR management. The purpose is to support decisions that are
based not on subjective aspects but on objective data analysis. The goal of this work is to analyse how
objective factors influence employee attrition, in order to identify the main causes that contribute
to a worker’s decision to leave a company, and to be able to predict whether a particular employee
will leave the company. After the training, the obtained model for the prediction of employees’
attrition is tested on a real dataset provided by IBM analytics, which includes 35 features and about
1500 samples. Results are expressed in terms of classical metrics and the algorithm that produced the
best results for the available dataset is the Gaussian Naïve Bayes classifier. It reveals the best recall
rate (0.54), since it measures the ability of a classifier to find all the positive instances and achieves an
overall false negative rate equal to 4.5% of the total observations.

Keywords: machine learning; employee attrition; prediction model

1. Introduction

In today’s competitive economy and its growing technological specialisation, acquisition,
study and analysis of data are giving rise to new knowledge, referred to as “knowledge economy”.
Information technologies are not only a source of data but are, above all, an enabling factor for
data analysis, making it possible to process large data collections and allow information to be
extracted from them. Data has become a strategic asset for most organisations across multiple sectors,
including those linked to business processes. All types of organisations benefit from the adoption of
new technologies [1] and collection, management and analysis of data bring numerous benefits in
terms of efficiency and competitive advantage. In fact, analysing large amounts of data can lead to
improvements in decision-making processes, the achievement of pre-established corporate objectives
and better business competitiveness [2,3].
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Within organisations there are several areas in which the adoption of artificial intelligence impacts
on a company’s decision-making activities [4,5]. In recent years, increasing attention has been focused
on human resources (HR), since the quality and skills of employees constitute a growth factor and
a real competitive advantage for companies [6]. In fact, after becoming more adopted in sales and
marketing areas, artificial intelligence is now also starting to guide company decisions regarding their
employees, with the aim of basing HR management decisions on the analysis of objective data rather
than subjective considerations [7–9].

In general, companies try to maximise their profits. In companies where workers perform
simple tasks, they can resort to on-call, occasional and temporary work (as in the gig economy),
because they have fewer contractual obligations. However, for companies in which workers perform
more specialised tasks, the specialisation and continuity of work of the employee becomes essential.

The importance of skills, knowledge and continuous learning ability has proven to be fundamental
for businesses. The application of artificial intelligence in the field of HR allows companies to
transform data into knowledge by implementing predictive models: such models allow predictions on
employees using data collected by the company over the previous years, thus reducing critical issues
and optimising all HR activities [10,11].

Companies invest a lot of time and resources in employee recruiting and training, according to
their strategic needs [12]. Therefore, the employees (to a greater or lesser extent) represent a real
investment for organisations. When an employee leaves the company, the organisation is not
only losing a valuable employee, but also the resources, specifically money and HR staff effort,
that were invested recruiting and selecting those employees and training them for their related tasks.
Consequently, the organisation must continuously invest in recruiting, training and developing new
staff to fill vacant job positions. Training a new employee is a long and costly process and it is of full
interest of the company to control and decrease the employee attrition rate: attrition is defined as
an employee resigning or retiring from a company. Moreover, satisfied, highly motivated and loyal
employees form the core of a company and also have an impact on the productivity of an organisation.
In the literature, some authors suggest retaining only happy and motivated employees as they tend to
be more creative, productive and perform better, which in the end generates and sustains improved
firm performance [13–15]. As job dissatisfaction is shown in the economic literature as a good predictor
of turnover intention (see [16–20]) job satisfaction data are powerful predictors of both separations and
resignations, even controlling for wages, hours and standard demographic and job variables [16,17].

In this paper, we perform an analysis of the reasons or motivations that push an employee to leave
the company and consequently allow the HR department to take timely appropriate countermeasures
such as improving the work environment or production incentives. Starting from the dataset,
we identify the main factors related to the employee’s attrition and we propose a real classification,
based on the statistical evaluation of the data. The application of classification algorithms can support
the HR management by allowing the adoption of staff management support tools in the company.
The obtained model for the prediction of employees’ attrition is tested on a real dataset provided by
IBM analytics, which includes 35 features and about 1500 samples. By analysing the correlations in
the heatmap of 35 features, we derive the characteristics that have high correlations related to the
reasons that an employee leaves the company. Results are expressed in terms of classical metrics and
the algorithm that produced the best results for the available dataset is the Gaussian Naïve Bayes
classifier. It reveals the best recall rate (0.54), since it measures the ability of a classifier to find all the
positive instances and achieves an overall false negative rate equal to 4.5% of the total observations.
The results obtained from the data analysis demonstrate that the adoption of machine learning systems
can support the HR department in the company staff management. The paper is organised as follows.
In Section 2, issues and related works are analysed. In Section 3, the study case is discussed, presenting
the adopted methodology and the data analysis. Section 4 is dedicated to the model construction phase
and adopted techniques are detailed. In Section 5 we report the results of the analysis, comparing the
performance metrics of the considered algorithms. Finally, in Section 6, conclusions are drawn.



Computers 2020, 9, 86 3 of 17

2. Related Work

Many researchers have proved [21,22] the usefulness of human resource management (HRM) in
working scenarios, production and management, and in identifying relationships with productivity.
In fact, the results confirm that the impact of HRM on productivity has positive effects on a business’s
capital growth and intensity [23]. Most studies focus on analysing and monitoring customers and
their behaviour [24,25], and do not address the main assets of a company, as represented by its
employees. Many studies analysed employee attrition. An existing research [26] showed that employee
demographics and job-related attributes are the factors that most affect employee attrition, such as
the salary and the duration of the employment relationship. Another research [27] evaluated the
impacts of demographic attributes and employee absenteeism on attrition. Authors in [28] focused
only on work-specific factors. Authors in [29] compared a Naïve Bayes classifier and the decision tree
algorithm J48 in predicting the likelihood of an employee departing from the company. In particular,
two methodologies were evaluated for each algorithm: tenfold cross-validation and percentage split
70. The results showed an accuracy of 82.4% and an incorrect classification of 17.6% with J48 using
tenfold cross-validation, while there was an accuracy of 82.7% and an incorrect classification of 17.3%
using percentage split 70. In contrast, the Naïve Bayes classifier obtained an accuracy of 78.8% and
an incorrect classification of 21.2% using tenfold cross-validation, while an accuracy of 81% and an
incorrect classification of 19% was obtained using percentage split 70. Authors in [30] explored the
application of Logistic Regression when predicting employee turnover and obtained an accuracy of
85% and a false negative rate of 14%.

3. HR Prediction: A Case Study

Machine learning can give important support to HRM applications. In this paper we have the aim
of demonstrating a possible application for machine learning in HR departments, which are typically
limited by subjective decisions and interpretations of employees’ behaviour. Actions using objective
support tools can avoid measures that are implemented once an employee has resigned, and when it is
usually too late to retain him. We propose a real classification on potential reasons that an employee
may leave the company, based on the statistical study of the data. From one side, this work shows how
complex tasks can be performed through the application of classification algorithms and on the other
side it reveals new scenarios in which the implementation of this technology could allow the diffusion
of staff management support tools in the company.

3.1. Methodology

The methodology adopted in this work relates to the TDSP framework, Team Data Science
Process [31]: the scientific data analysis process is an agile and iterative data science methodology
designed to offer predictive analysis solutions and efficient, intelligent applications.

The TDSP methodology is applied to look for the reasons of employee attrition and to build a
predictive model according to the following phases (see Figure 1):

• Collect the employee dataset, which consists of current and past employee observations
(Section 3.2.1);

• Apply various data cleaning techniques to prepare the dataset (Section 3.2.2);
• Start a descriptive analysis of data to detect the key factors and trends that contribute to attrition

(Section 3.3);
• Elaborate the dataset for the training and testing phase and try several classification algorithms to

process it (Section 4);
• Based on the results collected with test data, compare many performance metrics of machine

learning models and select which model best fits and gives the most accurate results for the given
problem (Section 5) and release HR support software that implements the classification model.
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Figure 1. Phases of the analysis process.

3.2. Preprocessing

3.2.1. Dataset Description

The HRM dataset used in this research work is distributed by IBM Analytics [32]. This dataset
contains 35 features relating to 1500 observations and refers to U.S. data. All features are related to the
employees’ working life and personal characteristics (see Table 1).

Table 1. Dataset features.

Age Monthly income
Attrition Monthly rate
Business travel Number of previous employers
Daily rate Over 18
Department Overtime
Distance from home Per cent salary hike
Education Performance rating
Education field Relations satisfaction
Employee count Standard hours
Employee number Stock option level
Environment satisfaction Total working years
Gender Training times last year
Hourly rate Work-life balance
Job involvement Years with company
Job level Years in current role
Job role Years since last promotion
Job satisfaction Years with current manager
Marital status

The dataset contains target feature, identified by the variable Attrition: “No” represents an
employee that did not leave the company and “Yes” represents an employee that left the company.
This dataset will allow the machine learning system to learn from real data rather than through explicit
programming. If this training process is repeated over time and conducted on relevant samples,
the predictions generated in the output will be more accurate.

3.2.2. Data Cleaning

Data preparation is one of the most important aspects of machine learning; it is usually complex
and often requires rather a lot of time. In fact, it has been calculated that on average this operation
requires 60% of the time and energy spent on a data science project [33]. Therefore, attention should be
paid to the preliminary stages of Business Understanding and Data Understanding, which will simplify
the next stages of the process. The first performed activity was the data selection: the data relevant to
the target was selected from the initial dataset; characteristics considered less significant or redundant
were removed, such as the progressive number of the employee (1, 2, 3, . . . ), flags marking over
18s (the “age” variable), hourly and weekly rates (monthly rates are also present). Then, “null” and
“undefined” values or duplicate records were identified, since they could inadvertently influence the



Computers 2020, 9, 86 5 of 17

correct training of the model and, consequently, produce inaccurate predictions. No null or undefined
values were found in any variable and no duplicate observations emerged. In addition, the qualitative
variables were transformed into quantitative variables: the categorical data were converted into
numbers so that the machine learning model could work. The original dataset in fact contained
several variables with textual values (“BusinessTravel”, “Department”, “EducationField”, “Gender”,
“JobRole”, “MaritalStatus” and “Overtime”). Therefore we applied a transcoding to transform the n
values of a class into numeric variables, from 0 to n − 1. For example, the “BusinessTravel” variable,
consisting of 3 values, was transformed as follows:

• The “Non-Travel” value was mapped with the value 0,
• The “Travel_Frequently” value was mapped with the value 1,
• The “Travel_Rarely” value was mapped with the value 2.

3.2.3. Data Exploration

At this point we generated the descriptive statistics of the dataset in order to observe the
characteristics of all variables. We considered the following variables: count, unique, top, frequency,
mean, standard deviation (std), minimum and maximum values (min/max), 25%/50%/75% percentile.
An extract of the overall dataset is reported in Figure 2.

Figure 2. Dataset descriptive statistics.

In Figure 3 we report the correlation matrix heat map. It graphically illustrates correlations among
all variables: the grey fields represent no correlation, while the relative intensity of the red and blue
colours represents an increase in correlation. In particular, red reveals a positive or direct correlation
(the variation of one characteristic directly affects the other) and blue reveals a negative or indirect
correlation (the variation of a characteristic inversely affects that of the other).

By analysing the correlations in the heatmap we derive that the following characteristics have high
correlations (i.e., between 0.7 and 1 for direct correlation and from −1 to −0.7 for inverse correlation):

• Salary increase (“PercentSalaryHike”) and performance evaluation (“PerformanceRating”):
employees who receive an increase in salary tend to be more productive;

• Salary (“MonthlyIncome”) and employment level (“JobLevel”): employees with greater seniority
generally tend to earn more;

• Spent years of work in the company (“YearsAtCompany”), spent years with the current manager
(“YearsWithCurrManager”) and spent years in the current role (“YearsInCurrentRole”): this
would seem to highlight the absence of professional growth.
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Figure 3. Correlation heatmap.

Once the data cleaning and data exploration phases were complete, it was necessary to proceed
with Categorical Encoding before moving to the descriptive analysis. In this phase we transform data
to the correct format to perform the analysis. It is necessary to change the format of some variables to
allow greater readability and a comparison with other analysed quantities, in order to avoid ambiguous
results. The format modification involved arranging values into uniform clusters to make values
comparable, or mapping for each numeric value with a corresponding categorical variable.

3.3. Descriptive Analysis

The first step of the descriptive analysis was to observe the distribution of the target variable
within the dataset.

In the sample of 1470 employees, 16% (237 workers) left their jobs, while the remaining 84%
(1233 workers) are still in service with the company. The breakdown within the company departments
is summarised below:

Considering the absolute values, the “Research and Development” department has the highest
number of resigned employees equal to 133 workers out of 237 (i.e., 56.1%). Nevertheless, it presents
the lowest rate of attrition equal to 13.8%, within its area with respect to the “Sales” department and
the “Human Resources” management department, which experienced an attrition rate of 20.6% and 19%
within their department, respectively.

Figure 4 shows the list of factors in order of importance that are highly related with the attrition.
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Figure 4. Feature importance.

The descriptive analysis of dataset characteristics was conducted by relating each feature to the
target variable “Attrition”. In this section we analysed only the five most important characteristics.
The top factor for employee attrition seems to be monetary, as “MonthlyIncome” emerged at the top.
This could be due to a poor compensation process (Figure 5).

Figure 5. Distribution of attrition by monthly income.
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The resignations progressively decrease for higher salaries. In fact, the highest attrition rate (up to
40% in the “$2001–$3000” range) is found in the lower salary bands, with the exception of wages above
$10,000, where there is a reversal of the trend (over 10%). Moreover, it is worth noting the highest
attrition percentage in its cluster of the employees is within the $1000–$2000 range equal to 54.5%.

From the histogram of Figure 6, we can see that young employees (in the 18–23 age group) are
more likely to leave the company. The percentage of attrition in their cluster is around 44% (31 out of
71 employees) and represents more than 13% of all attrition (31 out of 237 employees). As employees
age, their attrition percentage decreases. On the contrary, looking at absolute values, the most affected
category in attrition is the 29–33 age range, which has a value 28.7%, i.e., more than 60% higher
than the second affected category (age “24–28”) and more than double of the third affected category
(age “34–38”).

Figure 6. Distribution of attrition by age.

From the table of Figure 7, it is possible to observe that as the distance between home and office
increases, there is a progressive increase in the rate of employees leaving the company.

Results in Figure 7 show that the percentages of attrition within the clusters do not vary
significantly (i.e., between 14% and 22%). On the contrary, it can be noted that in absolute value
more employees living close to company premises leave the job. In fact, the leaving rate is almost
twice than that of the employees living over 20 km.
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In Figure 8, we reported the attrition as a function of the total working years in the company.
In general, it is possible to observe that employees with fewer years of experience are more likely to
leave the company both in absolute value as well as in percentage within its own category. In fact,
employees in categories of total working years of “0–2”, “3–5”, “6–8” and “9–11” present an attrition
percentage between 15.6% and 23.6% with respect to the total resigned employees. Those percentages
are more than triple with respect to the others. Concerning the percentage within its cluster, “0–2”, “3–5”
and “6–8” have percentage almost doubled with respect to the others. The “0–2” category presents
even about 44% of resigned employees within that category. Finally, attrition progressively decreases
as the overall time working with the company increases from the “12–14” category on. In terms of
those working overtime, the attrition rate is evenly balanced between employees who left the company
and those still in service (Figure 9). Among workers who worked overtime, the percentage of attrition
is over 30%, while employees who did not work overtime have an attrition rate of 10.4%.

In Figure 10 we reported the distribution of attrition of the job satisfaction,
environment satisfaction, relationship satisfaction and job involvement, respectively.

Results show that job involvement of the employee in the processes or tasks of the company is the
most influencing parameters for his attrition. In fact, more than one-third of employees with “low”
job involvement changes the work, while the other variables range from 20% to 25%. Finally, results
showed in Figures 11 and 10 demonstrate that the analysis on employees’ attrition performed through
the proposed automatic predictor are related to the same causes highlighted in [16,17].

Figure 7. Distribution of attrition by distance from home.
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Figure 8. Distribution of attrition by total working years.

Figure 9. Distribution of attrition by overtime.
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(a) (b)

(c) (d)

Figure 10. Distribution of attrition by: (a) job satisfaction, (b) environment satisfaction, (c) relationship
satisfaction, (d) job involvement.
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Figure 11. Distribution of attrition by department.

4. Model Building

The modelling process consists in selecting models that are based on various machine learning
techniques used in the experimentation. In this case various predictive models were used such as
those based on decision tree, Bayesian method, logistic regression and SVM. The goal is to identify the
best classifier for the analysed problem. Each classifier must therefore be trained on the featured set
and the classifier with the best classification results is used for prediction. The classification algorithms
taken into consideration are:

• Gaussian Naive Bayes,
• Naive Bayes classifier for multivariate Bernoulli models,
• Logistic Regression classifier,
• K-nearest neighbours (K-NN),
• Decision tree classifier,
• Random forest classifier,
• Support Vector Machines (SVM) classification,
• Linear Support Vector Machines (LSVM) classification.

After identifying the objectives and adequately preparing and analysing the dataset to be used,
we proceeded with the design of the prediction model to identify employees that would potentially
leave the company. In the construction phase of a model that implements a supervised learning
algorithm, it was necessary to have a training-set available that consisted of instances of an already
classified population (target), in order to train the model to classify new observations, which will
constitute the test-set (in which the attribute representing the class was missing). Then, the model must
be trained on a consistent number of observations in order to refine its prediction ability. The precision
of the machine learning algorithms increases with the amount of data available during training. Ideally,
one would have two distinct datasets: one for training and a second to be used as a test. As two
dedicated datasets were not available in this case, the original dataset was divided into two parts with
a 70:30 ratio, one used for training and one used for testing (see Figure 12):
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• Train set contained 70% of the dataset. This information was dedicated to the training phase
in order to allow the model to learn the relationships hidden in the data; the train-set contains
1029 observations;

• Test set contained the remaining 30%. This information was dedicated to the test and validation
phase in order to evaluate the general performance of the model and to calculate errors between
predicted and actual results; the test-set contains 441 observations.

Figure 12. Dataset split process.

In addition, the newly created train and test datasets were further divided to extract the target
variable (“Attrition”); the label was stored in a dedicated dataset (y) separating it from the dataset (X)
containing the rest of the variables:

• X, containing all independent variables;
• y, containing the dependent variable, i.e., “Attrition”;

When evaluating the performance of a model, it is important to perform independent evaluation
tests and to use multiple observations in assessment in order to obtain more reliable and accurate
indicators of errors. Therefore, we adopted the following two techniques for a better error estimation:

• Holdout: When the datasets are in the split phase, it is essential to keep the same distribution of
target variables within both the training and test datasets. Thus, it is necessary to avoid that a
random subdivision can alter the proportion of the classes present in the training and test datasets
from that in the original. The target (“attrition” attribute) is a binary variable with 84% “No” and
16% “Yes”, both datasets kept the same proportion after the split.

• Cross-validation: We adopted this technique to prevent over-fitting problems and to simplify the
model. The training-set was randomly divided into five parts (k)—one was used as a validation-set
and the other k-1s as training-sets, repeating the procedure k times. In each of the iterations,
a different part was taken as the validation-set and finally the average prediction error was
obtained by assessing the average errors in the k iterations performed on each k-validation set
(see Figure 13).

The introduction of the validation-set makes it possible to preview the performances of the test-set,
inducing an immediate review of the model in case performance is unsatisfactory.

In order to avoid that a feature dominates the others, we use a feature scaling. In feature scaling
data standardisation is the process of resizing one or more attributes to produce an average value of
zero and a standard deviation of one. If the variance in the orders of magnitude is greater for one
characteristic than for the others, it could dominate the objective function and make the estimator
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unable to learn from other characteristics. For this reason, a standardisation was applied through a
Z-Score normalisation:

Zi =
(xi − µ)

σ

where xi is the value to be standardised, µ is the average of the training samples and σ is the standard
deviation of the training samples.

Figure 13. K-Fold cross-validation.

5. Results

This phase evaluated the qualities of the adopted models. The results of the decisions made in
the prediction phase were collected, for each algorithm, in the relative “confusion matrix”. This is a
matrix where the values predicted by the classifier are shown in the columns and the real values of
each instance of the test-set are shown in rows. To proceed with the performance evaluation, we used
the confusion matrix to derive a series of fundamental metrics to quantitatively express the efficiency
of each algorithm: recording accuracy, precision, recall, specificity and F1-score. These metrics,
summarised in Table 2, are based on the number of errors and correct answers formulated by
the classifier:

Table 2. Evaluation metrics.

Accuracy Train Accuracy Test Precision Recall Specificity F1 Score

Gaussian NB 0.782 0.825 0.386 0.541 0.845 0.446
Bernoulli NB 0.831 0.845 0.459 0.331 0.927 0.379
Logistic Regression 0.865 0.875 0.663 0.337 0.962 0.445
K Nearest Neighbour 0.842 0.852 0.551 0.090 0.994 0.150
Decision Tree 0.792 0.823 0.356 0.361 0.910 0.351
Random Forest 0.850 0.861 0.658 0.132 0.991 0.194
SVC 0.851 0.859 0.808 0.096 0.994 0.166
Linear SVC 0.858 0.879 0.665 0.247 0.978 0.358

In the considered case study, we are interested in predicting the greatest number of people who
could leave the company by minimising the number of false negatives. Thus, Gaussian Naïve Bayes
classifier was identified as the best classification algorithm able to achieve the objective of the analysis.

In Table 3 we reported the confusion matrix of the Gaussian Naïve Bayes classifier. The Gaussian
Naïve Bayes algorithm correctly classified 364 out of 441 instances. This classifier obtained:

• The lowest false positive rate of approximately 4.5%. It only failed to detect 20 employees who
had actually left the company, getting the best recall score of 0.541;

• The highest true positive rate of approximately 72%, correctly predicting 51 out of 71 workers
who left the company;
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Table 3. Gaussian Naïve Bayes confusion matrix. Note, 0 = not left and 1 = left.

Predicted 0 Predicted 1

313 57 370
Real 0 70.98% 12.93% 84.59%

15.41%

20 51 71
Real 1 4.54% 11.56% 71.83%

28.17%

333 108 441
93.99% 47.22 % 82.54%
6.01% 52.78% 17.46%

Recall was identified as the most important performance metric to ensure the minimum number
of false negatives (employees who may potentially leave the company but are not classified as such)
to a lack of precision resulted in greater numbers of false positives (employees who do not meet
the conditions for potentially leaving but are classified as such). The machine learning process does
not end with the extraction of knowledge from a model; this knowledge must be expressed and
represented in a manner that allows the end user to adopt it in practice. For this reason, an application
was released that had been developed in Python and which was based on our analyses and findings.
The user enters the personal and professional characteristics of a worker through a user interface
and the application adopts a Gaussian Naïve Bayes classifier to predict whether an employee may
potentially leave the company.

6. Conclusions

This work tried to provide answers to some of the common questions of responsible human
resources management:

• What are the key indicators that signal that an employee will leave the company?
• What is the probability that an employee will leave the company?

To this aim, we applied some machine learning techniques in order to identify the factors that may
contribute to an employee leaving the company and, above all, to predict the likelihood of individual
employees leaving the company. First, we assess statistically the data and then we classified them.
The dataset was processed, dividing it into the training phase and the test phase, guaranteeing the same
distribution of the target variable (through the holdout technique). We selected various classification
algorithms and, for each of them, we carried out the training and validation phases. To evaluate the
algorithm’s performance, the predicted results were collected and fed into the respective confusion
matrices. From these it was possible to calculate the basic metrics necessary for an overall evaluation
(precision, recall, accuracy, f1 score, ROC curve, AUC, etc.) and to identify the most suitable classifier
to predict whether an employee was likely to leave the company. The algorithm that produced the best
results for the available dataset was the Gaussian Naïve Bayes classifier: it revealed the best recall rate
(0.54), a metric that measures the ability of a classifier to find all the positive instances, and achieved
an overall false negative rate equal to 4.5% of the total observations. Results obtained by the proposed
automatic predictor demonstrate that the main attrition variables are monthly income, age, overtime,
distance from home. The results obtained from the data analysis represent a starting point in the
development of increasingly efficient employee attrition classifiers. The use of more numerous datasets
or simply to update it periodically, the application of feature engineering to identify new significant
characteristics from the dataset and the availability of additional information on employees would
improve the overall knowledge of the reasons why employees leave their companies and, consequently,
increase the time available to personnel departments to assess and plan the tasks required to mitigate
this risk (e.g., retention activities, employee substitution and/or task redistribution).
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Other existing economic evidence underlines the role played by outside opportunities on the
labour market in employees utility in the current job and turnover intention [19,34–36]. In future
research it is possible to improve the analysis by considering new employees’ opportunities as well as
adverse working conditions (e.g., harm and hazard) and poor promotion prospects, discrimination
and low social support, that are positively related to employees’ turnover intention [37,38].
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