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#### Abstract

Many data mining studies have focused on mining positive associations among frequent and regular item sets. However, none have considered time and regularity bearing in mind such associations. The frequent and regular item sets will be huge, even when regularity and frequency are considered without any time consideration. Negative associations are equally important in medical databases, reflecting considerable discrepancies in medications used to treat various disorders. It is important to find the most effective negative associations. The mined associations should be as small as possible so that the most important disconnections can be found. This paper proposes a mining method that mines medical databases to find regular, frequent, closed, and maximal item sets that reflect minimal negative associations. The proposed algorithm reduces the negative associations by $70 \%$ when the maximal and closed properties have been used, considering any sample size, regularity, or frequency threshold.
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## 1. Introduction

Association rule mining is a popular data mining method for finding relationships between objects or item sets [1-3]. Nowadays, association rule mining must include huge amounts of data. The Apriori method is popular for association rule mining [4]. We uncover frequent data patterns using the Apriori method. The Apriori algorithm explores $(k+1)$ item sets iteratively using k-item sets. First, scan the database and count common one-item sets to locate frequent item sets. Item sets with minimal support are preserved. Find common two-item sets with these. This continues until the newly created item set is empty or no longer meets the minimal support condition. Association rules are determined by checking item sets against a minimal confidence level. This technique must repeatedly scan the database to generate frequent item sets, which is a difficult task in this age of big data. Apriori and other traditional association rule mining algorithms mine positive rules. Positive association rule mining detects positively associated items, meaning that if one rises, the other also rises. The positive association rule mining has been applied to web log data, biological data sets, census data, fraud detection, and more. According to negative association laws, adversely associated items fall if one goes up. Negative association rule mining can also be used to construct efficient crime data analysis decision support systems in healthcare, etc. [5].

Negative patterns are more essential than positive ones because of their influence. Negative patterns are common in finance, medicine, and prediction. Two medications with distinct ingredients may conflict in medicine. A temperature rule may not apply to a cool zone. Discovering frequent, regular, and unfavourable trends is most significant in this
research. Negative means absent. It also implies conflict between two or more item sets. Recently, these have been called non-overlapping patterns.

Negative association rules form when two item sets have a negative correlation and high confidence, even if the support is below the threshold value. Some regular item sets need to appear together. Patterns with a negative correlation among the item sets imply that the occurrence of one item set has no relationship with the occurrence of the other. A and B are negatively correlated when only one of A or B occurs, and few transactions occur with both. Unique patterns might involve negative terms and be considered as negative rules. These patterns are association rule exceptions called unexpected patterns.

The relationship between positive and negative frequent pattern association rules is valuable for pattern mining. There are several algorithms for mining positive association rules. Positive means items are together in transactional databases. Positive patterns or item sets form association rules. A positive association rule $A \Rightarrow B$ exists if two item sets, $A$ and $B$, are purchased together when $A$ is purchased. The existence of several relationships, such as $(\neg A \Rightarrow \neg B),(A \Rightarrow \neg B)$, and $(\neg A \Rightarrow B)$, complicates the search for negative associations. Common issues include discovering frequent and infrequent item sets, suitable positive and negative association rules, single minimum support, and more.

There are many pattern-mining approaches in the literature. Current mining methods include candidate generation methods (partitioning sampling, Apriori, etc.), pattern growth methods (Hmine, FP-growth, Closttt+, FP max, etc.), and vertical format methods. The interesting aspects of mining approaches include subjectivity vs. objectivity, constraintbased mining, mining correlation rules, and exception rules. Database organization further categorizes mining methods: distributed, incremental, and streaming. Database type considerably affects data mining methods. The type of data mined classifies the data mining processes. Time series, sequential, spatial (co-location), structural (lattice, tree, graph), temporal (evolutionary and periodic), video, picture, multimedia, and network patterns can be mined by using methods that include pattern-based clustering, classification, collaborative filtering, semantic annotations, and privacy preservation.

The main problem in finding negative associations is handling huge databases and the right important negative associations. There is a need to consider prominent closed and minimal item sets, especially in the medical field, so focused investigations and corrections can be carried out. Closed frequent item sets limit the patterns generated in frequent item set mining while keeping all information about the set. The set of closed item sets can yield the frequent item sets and their support values. Mining closed item sets is better than all frequent item sets.

Some negative association mining methods have been presented in the literature. No method has been presented that aims at mining frequent, regular, closed, and maximal item sets that are negatively associated with and affected by medical databases, which is the focus of this research. This paper uses a vertical format-based method for mining the negative associations existing in the medical databases.

The negation of item set A is represented as $\neg A$. The support for $\neg A$ can be computed by subtracting the support of item set $A$ from 1 . A rule of the form $(A \Rightarrow B)$ is a positive rule, and other forms of the rules $(A \Rightarrow \neg B),(\neg A \Rightarrow B)$ and $(\neg A \Rightarrow(\neg B)$ are negative rules. The confidence of the rules is expressed as sup $(A \cup \neg B) / \sup (A)$, which measures the interestingness of the negative associations. The negative association rules of type $A \Rightarrow \neg B$ must be discovered, considering that $A$ and $B$ are disjointed and require minimum support and confidence.

Support (i001, ~i002, i003) $=\operatorname{support}(\mathrm{i} 001, \mathrm{i} 003)-\sup (\mathrm{i} 001, \mathrm{i} 002, \mathrm{i} 003)$
$-\operatorname{supp}(A) \geq m s, \operatorname{supp}(B) \geq m s$, and $\operatorname{supp}(A \cup B)<m s$, where $m s=$ Minimum Support
$-\operatorname{supp}(A \Rightarrow \neg B)=\operatorname{supp}(A \cup \neg B)$; and $-\operatorname{conf}(A \Rightarrow \neg B)=\operatorname{supp}(A \cup \neg B) / \operatorname{supp}(A) \geq m c$, where $\mathrm{mc}=$ minimum confidence.

Important definitions related to this paper are placed in Appendix A.

### 1.1. Problem Definition

In the medical field, negative associations are very dangerous to human beings. Incorrect administration of drugs will create many ill health situations rather than cure the real problem. It is necessary to find the contradicting drugs before the same are administered. The frequent and regular drugs, which are numerous, need special attention. There is a need to consider the closedness and maximality of the item set so that fewer frequent and regular item sets can be found and negative associations are determined. The problem is to find the negative associations among the drugs administered due to diagnosing a disease such as CORONA. The use of Beta Locker and Remdesivir to cure CORONA has a direct effect on the heart, leading to a heart attack. The following objectives are set to solve the problem.

### 1.2. Objectives of the Research

1. To construct a database and generate an example set which can be used to experiment to find the negative associations among the regular, frequent, closed, and maximal items.
2. To develop an algorithm that finds the frequent, regular, closed, and maximal item sets and finds negative associations among those item sets.
3. Find the most optimum threshold values for frequency and regularity in which the most accurate negative associations can be found.

## 2. Related Work

Ming-Syan Chen [6] conducted a detailed assessment of mining processes and their uses. A purpose-based classification of mining methods has been presented. A basic method mines too many patterns, which could result in too many association rules that consumers may find more intriguing. Ashok Savarese [7] provided a mining strategy that uses positive associations and domain expertise to find few negative correlations, making it easy to analyze and present.

Padmanabhan Balaji [8] has shown that pattern mining produces too many patterns and requires decision-makers domain knowledge. Decision makers know precept and belief data. They also used ideas and perceptions to find surprising patterns. They tested WEB log data and found that user perception might be used for efficient mining. Many literature-based mining methods use Apriori-like candidate generation. When dealing with long patterns, this method is time-consuming and expensive.

Jiawe Han [9] proposed combining database compression, pattern fragment growth, and divide and conquer to break mining tasks into small assignments that could be mined under limitations. Their three strategies drastically minimize search space. Pattern mining can be horizontal or vertical. Compared to horizontal mining, vertical mining is effective. Vertical format approaches have the advantage of not requiring fast frequency counting through intersecting transaction IDs and pruning. However, these solutions use more capacity for lighter vertical format table entries. Mohammed J. Zaki [10] introduced Di-set, a vertical data presentation that compares candidate pattern transactions to patterns. They demonstrated how Di-sets can significantly reduce vertical table entry memory.

Many transactional database designs can yield positive and negative association rules. Xindong Wu [11] suggested constructing negative and positive association rules. Negative relationships between patterns were assessed using terms such as $(A \Rightarrow \neg B)$, $(\neg A \Rightarrow B)$, and $(\neg A \Rightarrow \neg B)$. Constraining patterns with interesting patterns mines rules from a vast database. The algorithm finds rules in the form of $\neg X \Rightarrow Y, X \Rightarrow \neg Y$, and $\neg X \Rightarrow \neg Y$. With the support confidence framework, the authors included "mininterest". The dependency between two item sets was checked using mininterest.

Some created association rules may be remarkable due to low interest or high confidence. The Daly et al. [12] technique evaluated exceptional mining rules. They examined
exceptional and negative association rules. Negative association rules are used to generate exception rules. They have also developed a new metric for unusual rule interest. Candidate rules employ extraordinary rules that meet exceptional metrics to examine patterns and decisions.

Most literature-based strategies trim the most desired decision-making patterns using interesting criteria. However, determining the interest measure is difficult and may need trial and error. No accurate approach exists for determining interesting measures. Thiruvady 2004 [13] proposed an approach that uses user inputs to determine the needed rules and constraints. The most intriguing rules are found by using the GRD algorithm.

Statistical correlations determine how effectively two data sets are connected. MariaLuiza and Antonie [14] developed a method to find negative association rules based on the correlation between two item sets. Negative rules are retrieved if the correlation between item sets is negative and the confidence is high. Chris Cornelis [15] surveyed numerous algorithms that mine negative and positive association rules and outlined several circumstances where the methods presented in the literature failed. They classified and cataloged numerous mining algorithms based on these factors and identified their limitations. They also introduced a modified Apriori mining technique that can detect negative correlations with interesting ones using a confidence framework. They employed an upward closure property that matches validity definitions' support-based interest of negative connections. The interesting parameter "Support" is usually defined for the dataset entry. A hierarchy of data records with support values at each level is acknowledged. Multiple support values are defined at each level.The authors introduced an Apriori-based algorithm (PNAR) that finds negative association rules via upward closure. If $\neg \mathrm{X}$ meets the minimal support criterion, then $\mathrm{Y} \subseteq \mathrm{I}, \mathrm{X} \cap \mathrm{Y}=\varnothing$, and $\neg(\mathrm{XY})$ also do.

MLMS (multi-level minimum support) by Xiangjun Dong [16] defines minimal support values at each record level. MLMS finds frequent and infrequent items. They presented a measure to mine common and infrequent item sets in addition to correlation and confidence. The PNAR-MLMS method generates positively and negatively linked patterns from frequent and infrequent item sets created by the MNMS model. Xiangjun Dong et al. [17] also created PNAR-based classifiers employing association rules divided into recognized categories. Classifiers can then determine if a pattern is negative or positive. Finding the K-most intersecting rule requires minimal support and thresholds. Since the user needs the support value, defining the minimal threshold hold value is problematic. Instead, users can determine interest and the number of rules they expect from the mining algorithm.

The algorithm GRD, which has no minimum support value, is also described in the literature. The user must define the interest and the number of rules they want. Xiangjun Dong [18] extended the GRD approach for mining positive and negative rules. Transactions reveal positive and negative association rules. Negative association principles show how one pattern cancels another. Xiangjun Dong et al. [19] expanded the support confidence framework by adding a sliding correlation coefficient criterion when data availability changes. Correlation coefficients can be determined using several patterns. Antecedents and consequences are positively and negatively connected.

Regular item sets were initially studied by Tanbeer et al. [20]. They proposed a "Regular pattern tree" to find regular patterns. The algorithm scans the database twice. In the first set, item sets' regularity and support values are established, and in the second scan, a regular pattern tree is created. Their method is cyclic and periodic. The minimum support threshold set is used to mine consecutive patterns Weimin Ouyang et al. [21]. The minimum support threshold assumes all common sequences with the same frequency, which is false. Rare item problems occur when pattern sequence frequencies vary despite meeting the minimal threshold value.

Within recurrent patterns, mining negative linkages is just as significant as positive correlations. Indheba Mohammad Ali [22] has developed techniques to mine intriguing negative and positive transactional data connections. Interesting negative and positive association rules (PNAR) and mining interesting multiple-level support methods have been
proposed. Their technique uses different support values to mine positive and negative association rules from intriguing frequent and infrequent item sets. Pavan et al. [23,24] used vertical table mining to uncover positive and negative connections based on item set regularity.

Yanqing Ji et al. [25] focused on mining item sets with casual relationships, which help prevent or correct negative outcomes caused by the antecedents. They have presented an interesting new measure called exclusive casual leverage based on the RPD model (computational, fuzzy recognition prime decision model). Their mining algorithm considered the database connecting drugs and adverse reactions. They have, however, ignored the issue of regularity and maximality. Bagui and Dhar et al. [26] have presented a method to mine positive and negative association rules, considering that various data is stored in a MAP REDUCE environment. They have used frequent item set mining using the Apriori algorithm, which has proved efficient due to creating many item sets and leading to heavy computing time requirements.

Few studies have examined negative association rule mining [27-30], but none in big data. They have determined positive and negative association rules using infrequent item sets. Positive association rule mining extracts frequent things or item sets. However, it may discard many significant items or item sets with low support. Despite limited support, rare goods or item sets can elicit important negative association rules. Negative association rule mining is significant but requires more search space than positive rule mining because low-support objects must be maintained. This would make sequential Apriori algorithm implementations easier and even harder on massive data. Negative association rule mining has been implemented a few times.

Brin et al. [31-33], suggested a Chi-square test for negative association rules. Positive and negative associations were determined using a correlation matrix. They used positive frequent item sets and domain knowledge as a taxonomy to establish negative association rules. Taxonomy was utilized to pick negative item sets after all positive items were obtained. Selecting a negative item set generated association rules. This domain-specific technique requires a predetermined taxonomy, making it hard to generalize. Similar methods have been presented.

One subclass of negative association rules is found using Teng et al [34,35] substitution rule mining (SRM). The $\mathrm{X} \Rightarrow \neg \mathrm{Y}$ algorithm identifies negative association rules. First, this algorithm detects "concrete" elements. Concrete things outperform anticipated support with a high Chi-square. The correlation coefficient is determined for each pair.

Using Pearson's $\varnothing$ correlation coefficient, Antonie and Zaiane [36] identified significant positive and negative connection rules. $\varnothing$ In GRD, Tiruvady, and Webb's [37] algorithm, the correlation coefficient for the $X \Rightarrow Y$ connection rule identifies top- $k$ positive and negative associations. More rules can be uncovered using leverage.

Md Saiful Islam et al. [38] conducted a PRISMA-compliant systematic study of healthcare analytics employing data mining and big data. All 2005-2016 articles were reviewed. They ignored unfavorable associations in their review. Hnin et al. [39] have used the maximal frequent item set algorithm for mining item sets from a healthcare database, relevant to heart diseases. A precision tree-based machine learning model is trained to learn and predict the occurrence of heart diseases. The data set required is mined by using a clustering algorithm. In this approach, the issue of frequency, closed data sets, regularity and negative associations have not been addressed yet.

Simarjeet Kauri et al. [40] conducted a review using AI techniques to diagnose the disease. No review, however, has been conducted on the drugs administered and the impact of the same when heart diseases are predicted. Jianxiang Wei et al. [41] have presented a risk prediction model from drug reactions using machine learning approaches. They have predicted the risk of administering a drug for treating a disease. They have not considered any risk when negatively associated drugs are administered to a patient.

Lu Yuwen, Shuyu et al. [42] proposed a framework that uses sequential data mining called "Prefix-Span" and a disproportionality-based method called "Proportional Re-
port Ratio" to detect serious adverse drug reactions based on casual relationships, drugs, and drug reactions. They examined single drug-to-drug responses. Constricting medication responses, which are harmful, have not been explored.

Yifeng Lu et al. [43] have presented that frequent item set mining reveals expected patterns. The negative associations between the drugs recommended can thus be found. But the issue is that an infrequent item set, which also has negative associations among the drugs, is also crucial. The authors have presented a method for mining infrequent closed item sets using bi-directional traversing. However, the negative associations among infrequent or frequent item sets have yet to be explored.

Jingzhuo Zhang et al. [44] have presented a method to extract interaction between the drugs administered to patients who are affected due to various kinds of diseases. They have developed a database of drug-drug interactions, considering various medical sources. They have applied distant supervision methods to extract drug-drug interactions. A bidirectional encoder representation from transformers has been used to extract the relationships between the drugs. However, no modeling is carried out to classify whether the interactions are positive or negative.
E. Ramaraj et al. [45] proposed an extended and modified Eclat method for finding positive and negative associations between frequent item sets. They have not considered either regularity or rare item sets. They have not focused on negative associations among the drugs based on chemical compositions or diseases based on drug reactions. SPNAR, developed by Chris Cornelis et al. [46], mines positive and negative rules. They also proposed BAECLAT for mining positive and negative rules from large databases. Mario Luiza Anionic et al. [47] have proposed a modified "BAEECLAT" method for mining positive and negative association rules by confining the rules.

Jigar R. Desai et al. [48] opined that there are underlying bios in the medical data, and no methods exist for handling uncertainty. They have proposed a method that accounts for the bios while identifying the associations between two rare genetic disorders and type 2 diabetes (diseases). They have considered both positive and negative control on the diseases and used negative control to estimate the extent of bios in several medical databases. Considering their chemical compositions, the study did not focus on the negative associations among the drugs.
M. Goldacre et al. [49] have explained how large databases can be explored to identify the association between the diseases occurring commonly or less commonly than their frequencies. They have discussed some conditions associated with different diseases. They have shown an association between the conditions and reveal the association between the diseases. However, they have not discussed the type of association between the diseases.

Yoonbee Kim et al. [50] have proposed a method for constructing drug-gene-disease associations through generalized tensor decomposition. They used two networks created using chemical structures and ATC codes as drug features to predict the drug-gene-disease association. They learned the features of the drugs, genes, and diseases through learning a multi-layer perceptron-based neural network. They have considered all positive associations and not given much weight to negative associations, especially among the drugs.

Table 1 compares algorithms for negative association mining. The table shows that maximality and closure were ignored when determining the negative associations. Most existing studies are based on finding positive or negative associations considering the frequency and the regularity of the item sets. When the database is large, it leads to too many negative associations that do not matter much. It does not find the most critical negatively associated item set. The choice of maximality and closedness must be considered in addition to the regularity and frequency to arrive at the most significant negative associations that matter.

Table 1. Comparative analysis of mining algorithms concerning negative association mining.

| Algorithm Serial Number | Main Author | Interestingness Measures |  |  |  |  | Occurrence Behavior |  |  |  |  | Type of Associations |  | Extension to Mining Technique | Use of Domain Knowledge |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Support | Confidence | Correlation | Multi Support | Multi Correlation | Regularity | Irregularity/ Rare | Frequent | Maximal | Unexpected | Positive Associations | Negative Associations |  |  |
| 1 | Ashok Savasere [7] | $\checkmark$ |  |  |  |  |  |  |  |  |  | $\checkmark$ |  |  | $\checkmark$ |
| 2 | Balaji Padmanabhan [8] | $\checkmark$ |  |  |  |  | - | - | - |  | $\checkmark$ | $\checkmark$ |  |  | $\checkmark$ |
| 3 | $\begin{gathered} \text { Jiawe Han } \\ 2000 \text { [9] } \\ \hline \end{gathered}$ | $\checkmark$ |  |  |  |  |  |  | $\checkmark$ |  |  | $\checkmark$ |  | FP Tree |  |
| 4 | J. Zaki [10] | $\checkmark$ |  |  |  |  |  |  | $\checkmark$ |  |  | $\checkmark$ |  | DI-SET |  |
| 5 | Xindong Wu [11] | $\checkmark$ |  |  |  |  |  |  | $\checkmark$ |  |  | $\checkmark$ | $\checkmark$ |  |  |
| 6 | Daly [12] | $\checkmark$ |  |  |  |  |  |  | $\checkmark$ |  |  |  | $\checkmark$ | Exception rule Mining |  |
| 7 | DR Thiruvady [13] | $\checkmark$ |  |  | - |  |  |  |  |  | - |  | $\checkmark$ |  | $\checkmark$ |
| 8 | MariaLuiza, Antonie [14] |  |  | $\checkmark$ |  |  |  |  | $\checkmark$ |  |  | $\checkmark$ | $\checkmark$ |  |  |
| 9 | Xiangjun Dong [16] |  |  | $\checkmark$ | $\checkmark$ |  |  |  |  |  |  | $\checkmark$ | $\checkmark$ |  |  |
| 10 | Tanveer [20] |  |  |  |  |  | $\checkmark$ |  |  |  |  |  |  |  |  |
| 11 | Weimin Ouyang [21] |  |  |  | $\checkmark$ |  |  |  |  |  |  |  |  | Sequential Mining |  |
| 12 | Idheba Mohamad Ali [22] |  |  |  | $\checkmark$ |  | $\checkmark$ |  |  |  |  | $\checkmark$ | $\checkmark$ |  |  |
| 13 | $\begin{aligned} & \text { Pavan NVS } \\ & {[23]} \end{aligned}$ | $\checkmark$ |  |  |  |  | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | Veridical Tab |  |

## 3. Methods for Computing Negative Association among Frequent, Regular, Closed and Maximal Item Sets

### 3.1. Method 1

If item sets $X$ and $Y$ are numerous but rarely occur together, then sup $(X \cup Y)<\sup (X)$ * $\sup (Y)$, indicating a negatively correlated pattern.
If sup $(X \cup Y)<\sup (X){ }^{*} \sup (Y), X$ and $Y$ are substantially negatively correlated, resulting in a strongly negatively correlated pattern. This definition can be extended to k-item sets. However, null transactions occur.

### 3.2. Method 2

Sup $(X \neg E) * \sup (\neg A \cup E)<\sup (X \cup E) * \sup (\neg A \cup \neg E)$, causing a null transaction to indicate the existence of a negative association.

### 3.3. Method 3

Suppose that item sets $A$ and $B$ are frequent, i.e., sup ( $A$ ) $\geq$ min-sup, sup ( $B$ ) $\geq$ min-sup, where min-sup is the minimum support threshold.
Then, $\mathrm{P}(\mathrm{A} \mid \mathrm{B})+\mathrm{P}(\mathrm{B} \mid \mathrm{A}) / 2<\epsilon$, where $\in$ is the negative pattern threshold. This way of computing the negative association is free from the problem of null transactions.

## 4. Computing the Negative Associations from Regular, Frequent, Closed and Maximal Item Sets

The algorithm that mines negative associations from regular, frequent, closed and maximal item sets is shown in Algorithm 1.

Algorithm 1 Mining negative associations from regular, frequent, closed and maximal item
sets 1. Read the support value that dictates the threshold value of the frequency of the patterns and the regularity defined by the user.
2. Read data from a flat file/DBMS table into an array, as illustrated in Table 2.
3. Convert Table 2 data to vertical format as displayed in Table 3.
4. Prune initial irregular and non-frequent items implies deleting such records from Table 3.
5. Find closed and maximal item sets and place the same into Table 4.

For every record in Table 3
\{
Selecting Closed and Maximal Item Sets
Suppose the item set is a subset of the existing data set in Table 3. Loop.
If the item set in the record is a superset of any other record in Table 3
For every record in Table 3
If the item set is a superset of a record in Table 3 with the same support, Prune the record in Table 3.

## else

Add the record to Table 4 as a close maximal item set. \}
6. For every record in Table 4

For every next record in Table 4
i. Find the intersection of the current and next records.
ii. If the intersection is null, enter the current and next items into a negative association Table 5.
iii. If the intersection is not null, find the common items.

1. If the count of elements is > the regularity threshold and the frequency threshold, add the records to Table 4 at the end.
2. LOOP if the common elements do not satisfy the regularity or frequency constraint.
3. For each of the negatively associated chemicals shown in Table 5, find the related drugs and report the negative associations among the drugs.

Table 2. Sample medical data extracted from the database.

| P.SL.No | Transaction <br> ID <br> T1 | Patient <br> NumberP100 | Disease <br> DE1 | Drug | Chemicals |  |  |  |  | Drug | Chemicals |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | DR1 | CH1 | CH2 | CH3 | NA | NA | DR2 | CH4 | CH5 | CH9 | CH10 |
| 1 | T2 | P100 | DE2 | DR3 | CH4 | CH5 | CH6 | NA | NA | DR4 | CH10 | CH15 | NA | NA |
|  | T3 | P100 | DE3 | DR5 | CH2 | CH3 | CH7 | NA | NA | DR6 | CH13 | CH14 | CH15 | NA |
| 2 | T4 | P223 | DE4 | DR7 | CH5 | CH8 | CH10 | NA | NA | DR8 | CH11 | CH15 | NA | NA |
|  | T5 | P223 | DE5 | DR9 | CH1 | CH3 | CH5 | CH16 | CH19 | NA | NA | NA | NA | NA |
| 3 | T6 | P749 | DE6 | DR10 | CH4 | CH5 | CH16 | CH19 | NA | NA | NA | NA | NA | NA |
| 4 | T7 | P937 | DE7 | DR11 | CH2 | CH3 | CH7 | CH11 | NA | DR12 | CH12 | CH13 | NA | NA |
| 5 | T8 | P119 | DE8 | DR13 | CH5 | CH8 | CH11 | NA | NA | DR14 | CH12 | CH14 | CH15 | NA |
|  | T9 | P119 | DE9 | DR15 | CH1 | CH3 | CH5 | NA | NA | DR16 | CH8 | CH9 | NA | NA |
|  | T10 | P119 | DE10 | DR17 | CH2 | CH3 | CH7 | CH8 | NA | DR18 | CH13 | CH14 | CH15 | NA |
| 6 | T11 | P1235 | DE11 | DR19 | CH5 | CH8 | CH11 | CH15 | NA | DR20 | NA | NA | NA | NA |
| 7 | T12 | P11 | DE12 | DR21 | CH4 | CH5 | CH6 | NA | NA | DR22 | CH10 | CH15 | NA | NA |
|  | T13 | P11 | DE13 | DR23 | CH2 | CH3 | CH7 | CH8 | NA | DR24 | CH13 | CH14 | CH15 | NA |
|  | T14 | P11 | DE14 | DR25 | CH5 | CH8 | CH11 | CH15 | NA | DR26 | NA | NA | NA | NA |
| 8 | T15 | P4573 | DE15 | DR27 | CH1 | CH3 | CH5 | NA | NA | DR28 | CH9 | CH11 | NA | NA |
|  | T16 | P4573 | DE16 | DR29 | CH4 | CH5 | CH6 | NA | NA | DR30 | CH14 | CH15 | NA | NA |
| 9 | T17 | P8765 | DE17 | DR31 | CH2 | CH3 | CH6 | CH7 | NA | DR32 | CH12 | CH13 | NA | NA |
|  | T18 | P8765 | DE18 | DR33 | CH5 | CH8 | CH11 | CH12 | NA | DR34 | CH14 | CH15 | NA | NA |
| 10 | T19 | P10987 | DE19 | DR35 | CH1 | CH3 | CH5 | NA | NA | DR36 | CH6 | CH9 | CH10 | NA |
|  | T20 | P10987 | DE20 | DR37 | CH4 | CH5 | CH6 | NA | NA | DR38 | CH12 | CH14 | CH15 | NA |
|  | T21 | P10987 | DE21 | DR39 | CH2 | CH3 | CH4 | NA | NA | DR40 | CH7 | CH13 | NA | NA |
|  | T22 | P10987 | DE22 | DR41 | CH5 | CH8 | CH11 | NA | NA | DR42 | CH12 | CH15 | NA | NA |
|  | T23 | P10987 | DE23 | DR43 | CH1 | CH3 | CH5 | NA | NA | DR44 | CH9 | CH14 | NA | NA |

P—Patient, DE—Disease, DR = Drug, CH—Chemical in the Drug.
Table 3. Inverted table.
$\left.\begin{array}{lllllllllllll}\hline \begin{array}{c}\text { Chemical } \\ \text { Code }\end{array} & & & & & & & \text { Transaction Ids } & & \begin{array}{c}\text { Maximum } \\ \text { Regularity } \\ \text { (4) }\end{array} \\ \hline \text { CH1 } & \text { T1 } & \text { T5 } & \text { T9 } & \text { T13 } \\ \text { Frequency } \\ \text { (3) }\end{array}\right\}$

Table 4. List of over-item sets after pruning based on maximum regularity and minimum frequency.


Table 5. List of item sets left over after pruning based on the closedness and maximality.

| $\begin{aligned} & \text { Chemical } \\ & \text { Code } \end{aligned}$ | Transaction Ids |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | Maximum Regularity <br> (4) | Minimum Frequency (3) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| CH3 | T1 | T3 | T5 | T7 | T9 | T11 | T13 | T15 | T17 | T19 | T21 |  |  |  |  |  | 2 | 11 |
| CH4 | T1 | T2 | T6 | T10 | T14 | T18 | T19 |  |  |  |  |  |  |  |  |  | 4 | 7 |
| CH5 | T1 | T2 | T4 | T5 | T6 | T8 | T9 | T10 | T12 | T13 | T14 | T16 | T17 | T18 | T20 | T21 | 2 | 16 |
| CH6 | T2 | T5 | T6 | T10 | T14 | T15 | T17 | T18 |  |  |  |  |  |  |  |  | 4 | 8 |
| CH8 | T4 | T8 | T9 | T11 | T12 | T16 | T20 |  |  |  |  |  |  |  |  |  | 4 | 7 |
| CH11 | T4 | T7 | T8 | T12 | T13 | T16 | T20 |  |  |  |  |  |  |  |  |  | 4 | 7 |

## 5. Data Set for Experimentation

A database contains patent registration details, diagnosis codes, patient-diagnosis details, chemical codes, drug-chemical details, quantity codes and prescription details. In total, 100,000 patient registrations and the associated prescriptions have been collected from different hospitals and stored in the database. An example set has been generated containing the data related to each diagnosis, drugs administered, and the related chemical composition of those drugs. Each data item in the repeated groups is encoded, and the data items are replaced with codes. The example set is sorted, the frequency and regularity of each item set are computed, the database is updated, and 100,000 records have been imported in a flat file structure. These records have been processed using the algorithm proposed in this paper. No standard data set is available anywhere containing the data elements required for finding the existence of negative associations.

## 6. Results and Discussion

### 6.1. Results-Implementation of the Algorithm 1 on the Dataset

## Step 1: Extract sample data from the database.

Algorithm 1 is implemented on a sample example set containing 10 patients, 23 diseases, 44 drugs and 15 chemical compositions. The details of the sample data selected are shown in Table 2.
Step 2: Add transaction IDs to the extracted data from the database.
Transaction IDs are assigned to the extracted data as shown in Table 2 (Column 2) to keep track of each of the transactions. Table 2 lists the first 23 records of the database. Table 2 contains both the extracted data and the transaction IDs added to the data.

## Step 3: Convert Table 2 into a vertical format.

Table 2 is converted into a vertical format showing the occurrence of each chemical in different transactions. Only chemicals are considered related to the drugs used on the
patients. The regularity and frequency of the items are computed, and the same are shown in Table 3. Regularity is computed based on the relative positions of the record in the database, and the frequency is computed based on the occurrence count.
Step 4: Prune the records that do not meet the threshold levels of regularity and frequency.
The maximum regularity (4) and the minimum frequency (3), recommended by the users, are used to prune the records that do not meet the threshold defined by the users. Table 3 shows that the chemical codes CH2, CH10, $\mathrm{CH} 12, \mathrm{CH} 14$ and CH 15 have been pruned as they do not meet the regularity and frequency threshold value. The records left over are shown in Table 4. Using this criterion, five chemicals have been pruned.
Step 5: Prune the records which do not satisfy the maximality and the closedness criteria.
CH 1 is a subset of $\mathrm{CH} 3, \mathrm{CH} 7$ is a subset of $\mathrm{CH} 3, \mathrm{CH} 9$ is a subset of CH 5 , and CH 13 is a subset of CH 3 . Therefore, the records are pruned. The leftover records after pruning are shown in Table 5.

## Step 6: Find the negatively associated chemicals

Find the records with no common transactions (nill common items) that form the negative associations. Application of intersection on the records yields negative associations such as $(\mathrm{CH} 4 \Rightarrow \mathrm{CH} 8),(\mathrm{CH} 4 \Rightarrow \mathrm{CH} 11),(\mathrm{CH} 4 \Rightarrow \mathrm{CH} 8, \mathrm{CH} 11),(\mathrm{CH} 6 \Rightarrow \mathrm{CH} 8),(\mathrm{CH} 6 \Rightarrow \mathrm{CH} 11)$, $(\mathrm{CH} 6 \Rightarrow \mathrm{CH} 8, \mathrm{CH} 11),(\mathrm{CH} 8 \Rightarrow \mathrm{CH} 4, \mathrm{CH} 6),(\mathrm{CH} 11 \Rightarrow \mathrm{CH} 4, \mathrm{CH} 6),(\mathrm{CH} 4, \mathrm{CH} 6), \Rightarrow \mathrm{CH} 8, \mathrm{CH} 11)$.
Step 7: Find negatively associated drugs
Map back the chemicals associated with the drugs and find the negatively associated drugs, as shown in Table 6.

Table 6. Mapping negatively associated chemicals to the drugs.

| Chemical | Associated <br> Drug | Chemical | Associated <br> Drug | Chemical | Associated <br> Drug | Chemical | Associated <br> Drug |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| CH4 | DR3 | CH8 | DR7 | CH11 | DR11 |  |  |
| CH6 | DR3 | CH8 | DR7 | CH11 | DR11 |  |  |
| CH4 | DR3 | CH6 | DR3 | CH8 | DR7 | CH11 | DR11 |

These negative associations reveal that DR3 should not be used with DR7 or DR11 as both contradict each other.

### 6.2. Discussion

The 100,000 examples have been created through data collection and analyzed for different sample sizes ( $30,000,50,000$ and 70,000 ). Different thresholds were fixed concerning regularity and support, and a number of negative associations were found by applying support and regularity thresholds. The records are processed with and without maximality+ closedness applied.

Table 7 shows, considering 30,000 examples, the number of frequent, regular negative associations and the number of frequent, regular, closed, and maximal negative associations mined using Algorithm 1. The negative associations have been generated by keeping the regularity fixed and varying the support.

Table 8 shows the variation in the number of negative associations, fixing the frequency at 1.75 and varying the regularity between 2 and 3 considering 30,000 examples. Figure 1 shows the line graphs separately for the criteria (frequency, regularity) and (frequency, regularity, closed and maximality). On average, the number of negative associations is reduced by $46.90 \%$ when the closedness and maximal criteria are also considered.

Table 7. Analysis of negative frequent regular item set with 30,000 examples.

| Total <br> Transactions | "\%Max <br> Regularity" | "\%Support Count" | "Number of <br> Negative Frequent <br> Regular" | "Number of Negative Frequent <br> Regular Maximal and Closed Items" |
| :---: | :---: | :---: | :---: | :---: |
|  | 3 | 2 | 6 | 2 |
|  | 3 | 1.75 | 42 | 13 |
|  | 3 | 1.625 | 154 | 46 |
|  | 3 | 1.5 | 461 | 138 |
|  | 2.5 | 1.75 | 41 | 12 |
|  | 2.5 | 1.625 | 154 | 46 |
| 30,000 | 2.5 | 1.5 | 352 | 106 |
|  | 2 | 1.125 | 981 | 294 |
|  | 2 | 1.75 | 35 | 11 |



Figure 1. Variance of negative association item sets fixing the frequency (1.75) and varying the regularity for 30,000 example records.

Table 8. Number of negative associations considering two criteria, fixing the frequency at 1.75 and varying regularity when 30,000 examples are selected.

| At Frequency 1.75 and Recs = 30,000 |  |  |  |
| :---: | :---: | :---: | :---: |
| Regularity | Number of Negative Frequent Regular <br> Item Sets | Number Negative Frequent Regular <br> Item, Closed and Maximal Item Sets | \% Decrease |
| 3.00 | 6 | 2 | 66.7 |
| 2.50 | 41 | 12 | 70.7 |
| 2.00 | 35 | 11 | 68.6 |
| Average \% of decrease in negative associations |  |  |  |

Table 9 shows the variation in the number of negative associations, fixing the frequency at 1.5 and varying the regularity between 2 and 3 considering 30,000 examples. Figure 2 shows the line graphs separately for the criteria (frequency, regularity) and (frequency, regularity, closed and maximality). On average, the number of negative associations is reduced by $70.00 \%$ when the closedness and maximal criteria are also considered.

Table 9. Number of negative associations considering two criteria, fixing the frequency at 1.5 and varying regularity when 30,000 examples are selected.

| At Frequency 1.5 and Recs = 30,000 |  |  |  |
| :---: | :---: | :---: | :---: |
| Regularity | Number Negative Frequent Regular <br> Item Sets | Number Negative Frequent Regular <br> Item, Closed and Maximal Item Sets | \% Decrease |
| 3.00 | 461 | 138 | 70.1 |
| 2.50 | 352 | 106 | 69.9 |
| 2.00 | 181 |  | 54 |
|  | Average | 70.2 |  |



Figure 2. Variance of negative association item sets fixing the frequency (1.50) and varying the regularity for 30,000 example records.

Further analysis has been carried out considering the higher size of the example set. Table 10 shows the percentage of negative associations reduction as the number of examples used increases ( $30,000,50,000,70,000,80,000$ ). The \% reduction in negative association could be fixed at $70 \%$

Further analysis is carried out to study the effect of fixing the regularity and varying frequency and considering different sample sizes. Table 11 shows the number of negative associations with regularity fixed at 1.50 and the sample size fixed at 30,000 . The negative associations were reduced by about $73 \%$. Figure 3 shows the variations.

Table 10. \% Reduction in negative association with increase in sample sizes and selection of suitable frequency and support.

| Total Transactions | \%Max <br> Regularity | \%Support Count | Number of Negative Frequent Regular | Number of Negative Frequent Regular Maximal and Closed Items | Reduction in <br> Negative Associations | \% Reduction |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 30,000 | 1.50 | 1.750 | 2 | 0 | 2 | 100 |
|  | 1.50 | 1.625 | 3 | 1 | 2 | 67 |
|  | 1.50 | 1.500 | 3 | 1 | 2 | 67 |
| 50,000 | 1.65 | 1.65 | 13 | 3 | 10 | 77 |
|  | 1.65 | 1.25 | 41 | 10 | 31 | 76 |
|  | 1.65 | 1.00 | 150 | 50 | 100 | 67 |
| 70,000 | 1.35 | 1.65 | 35 | 15 | 20 | 57 |
|  | 1.35 | 1.35 | 118 | 35 | 83 | 70 |
|  | 1.35 | 1.00 | 181 | 54 | 127 | 70 |
| 80, 000 | 1.00 | 0.875 | 35 | 15 | 20 | 57 |
|  | 1.00 | 0.815 | 118 | 35 | 83 | 70 |
|  | 1.00 | 0.75 | 181 | 54 | 127 | 70 |
| Average Improvement |  |  |  |  |  | 71 |



Figure 3. Variance of negative association item sets fixing the regularity (1.50) and varying the frequency for 30,000 example records.

Table 11. Analysis of variations in negative associations fixing the regularity at 1.50 and varying frequency for a $30,000-$ sample size.

| Frequency | Number Negative Frequent Regular <br> Item Sets | Number Negative Frequent Regular Item, <br> Closed and Maximal Item Sets | \% Reduction |  |
| :---: | :---: | :---: | :---: | :---: |
| 1.750 | 35 | 11 | 70.0 |  |
| 1.625 | 118 | 35 | 70.0 |  |
| 1.500 | 181 |  | 54 | 70.0 |
|  |  | Average |  | 70.0 |

Table 12 shows the number of negative associations fixing regularity fixed at 1.65 and the sample size fixed at 50,000 . The negative associations were reduced by about $73 \%$. Figure 4 shows the variations.

Table 12. Number of negative associations fixing regularity at 1.65 , no of records at 50,000 , and varying frequency.


Figure 4. Variance of negative association item sets fixing the regularity (1.65) and varying the frequency for 50,000 example records.

We can see that in both cases ( 30,000 examples and 50,000 examples), the percentage reduction in negative associations is about $73 \%$. It can be concluded by fixing the regularity and varying frequency yields $73 \%$

## 7. Conclusions and Future Scope

Finding negative associations among the drugs administered to patients due to the diseases is extremely important as it saves many lives and provides excellent help to doctors in prescribing proper medicines. Many have suffered during the COVID-19 period due to too many side reactions caused due to administering drugs to cure COVID-19. Remidying drugs, when given with other drugs, created several side reactions such as black fungus, heart attacks and many more.

Finding minimal and most effective negative associations is crucial so that the focus is on critical item sets. Minimal negative associations, the most effective negative associations, can be found through mining item sets that are regular, frequent, maximal, and closed. A reduction of $70 \%$ of negative associations has been achieved considering any threshold on frequency and regularity.

This research helps find all the negative associations among a s set of drugs decided to be administered to the patients. The number of negative associations could be very high, making it difficult to find the right ones.

Every drug has a chemical composition. Intermixing of the chemical compositions sometimes gives negative results. Considering negative associations among the chemicals and converting those negative associations decoded into drugs will help find the most crucial and critical negative associations. The most important limitation of this research is the requirement of the chemical composition of the drugs, which doctors generally prescribe to cure diseases.

Further research can be carried out considering the constraints and colossal patterns that should be imposed when administering certain types of drugs. The problem must be investigated, considering rare item sets and new ones added to the medical system.

Further research can also be conducted to find specialized interesting measures different from frequency and support that directly suit to find effective negative associations. The algorithm can be extended for finding negative associations from distributed medical databases, or when incremental medical databases are added, and the medical data are made available in streaming mode.
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## Appendix A. Important Definitions and Representations

This Appendix table provides important definitions and the related empirical formulations used in formulating the method proposed in the paper.

| Key Element | Description of the Key Element |
| :---: | :---: |
| Item Set | A set of Items that together appear in a Transaction |
| K-Item Set | An item set having k number of items |
| Closed Item Sets | An Item set is closed in a data set $D$ if no super item set $Y$ exists, such that $Y$ has the same support count as X in D . |
| Frequency of an item set | The number of transactions containing a specific item set is called absolute support. |
|  | An item set is said to be frequent if the relative support or absolute support is less than $>$ the minimum threshold value'. |
| Regular item sets | Regular item sets are those that occur many times within a specific time. The periodicity could be absolute or relative, which is measured as the distance between the transactions containing an item set. The regularity of the item set plays a major role when an unexpected disease occurs every time a specific drug is administered. |
| Closed frequent item sets | An item set X is a closed frequent item set in D if X is both closed and frequent in $D$. |
| Maximal frequent item set | An item set X is the maximal frequent item set in D when X is frequent, and no super item set Y exists such that $\mathrm{X} \subset \mathrm{Y}$ and Y are frequent in D . |
| Closed and Maximal Item set. | An item set is closed and maximal if the principality of maximality applies to closed item sets. |
|  | Closed and maximal item sets substantially reduce the number of patterns generated in frequent item set mining while preserving complete information regarding the set of frequent item sets. That is, the frequent item sets and the related support values can be easily derived from the set of closed item sets. It is more desirable to mine closed frequent item sets rather than all set of all frequent item sets. |
| Interestingness measures | A set of measures (support, confidence, correlation, etc.) that reveal the interestingness of an item set for the user |
| Association Rule | Is a rule applied to a set of item sets and triggers whether a rule reveals a positive association or negative association among the item sets |
| Support of an association rule | The support of the association rule $\mathrm{A} \rightarrow \mathrm{B}$ is the percentage of transactions that contain $A \cup B$ or $P(A \cup B)$ |
| Confidence of an association rule | The confidence of the rule $A \rightarrow B$ is the percentage of transactions in $D$ that contain $A$ and $B$. This is taken to be the conditional probability $P(B \mid A)$ |
| Strong association rules | The rules that satisfy minimum support and minimum confidence are called string association rules. |
| Correlation | Item sets A and B are set to be correlated if the correlation coefficient between $A$ and $B$ is positive. Lift is a measure of the correlation between the item sets, and item sets $A$ and $B$ are independent when |
| Lift | $=\mathrm{P}(\mathrm{B} \mid \mathrm{A}) / \mathrm{P}(\mathrm{B})=\operatorname{conf}(\mathrm{A} \Rightarrow \mathrm{B}) / \sup (\mathrm{B})$ |
| Item merging | It is a pruning method to reduce the number of items for finding the applicable rules. If every transaction containing a frequent item set $X$ also contains an item set $Y$ and $X$ is not a superset of $Y$, then $X \cup Y$ forms a closed item set, and there is no need for searching for item set X but no Y . |
| Sub item pruning | It is a pruning method to reduce the number of items for finding the applicable rules. If a frequent item $X$ is a proper subset of an already found frequent closed item set Y and support count $(\mathrm{X})=\operatorname{support} \operatorname{count}(\mathrm{Y})$, then X and all its descendants in the set enumeration tree cannot be frequent closed item sets and thus can be pruned. |
| Item skipping | It is a pruning technique when a database is mined to find a hierarchical structur by employing depth-first; mining closed item sets at each level is undertaken. An item set X is associated with a header table and projected database. If a local frequent item $p$ has the same support in several header tables at different levels, prune p from the header table at higher levels. |
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