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Abstract: Long-Term Evolution (LTE) technology is utilized efficiently for wireless broadband com-
munication for mobile devices. It provides flexible bandwidth and frequency with high speed and
peak data rates. Optimizing resource allocation is vital for improving the performance of the Long-
Term Evolution (LTE) system and meeting the user’s quality of service (QoS) needs. The resource
distribution in video streaming affects the LTE network performance, reducing network fairness and
causing increased delay and lower data throughput. This study proposes a novel approach utilizing
an artificial neural network (ANN) based on normalized radial basis function NN (RBFNN) and
generalized regression NN (GRNN) techniques. The 3rd Generation Partnership Project (3GPP) is
proposed to derive accurate and reliable data output using the LTE downlink scheduling algorithms.
The performance of the proposed methods is compared based on their packet loss rate, throughput,
delay, spectrum efficiency, and fairness factors. The results of the proposed algorithm significantly im-
prove the efficiency of real-time streaming compared to the LTE-DL algorithms. These improvements
are also shown in the form of lower computational complexity.

Keywords: LTE network; resource allocation; ANN; normalized model

1. Introduction

The 3rd Generation Partnership Project (3GPP) implemented the (LTE) strategy for
fulfilling the increasing demand for wireless networks. The radio resource management
scheduling algorithms were also used in this LTE setup. They assigned radio services
to the final users based on different criteria for quality of service (QoS). However, the
development of the downlink scheduling algorithms was a major problem noted during
resource allocation in the LTE system. Different scheduling techniques were proposed for
addressing this issue, and an investigation of the downlink algorithms garnered a lot of
research interest during the LTE implementation, as several researchers started shifting to
packet scheduling over LTE since it was regarded as a rapidly growing technology that
can significantly affect the future of wireless networks. In the LTE downlink algorithm
used for QoS class identifiers, the radio resource allocation steps use the QoS specifications
and channel condition reports to determine the users’ transmission orders. However,
inefficient resource allocation in the LTE networks can be noted due to poor network
performance that deteriorates the data throughput and network fairness index and increases
the average delay.

A better communication system could be developed by integrating the different
artificial intelligence (AI) concepts and machine learning (ML) techniques for scheduling
the end-user devices and designing wireless structures. The use of artificial intelligence
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technologies in the wireless communication system was based on its ability to encourage
the massive advancement of wireless traffic and the emergence of new uses for wireless
services. The services that were not tested in the past varied between general multimedia
and video-based services. The major issue in the evolution and development of wireless
networks in the past decade is a greater need for wireless networks that provide better
communication services with higher reliability, lower latency, and a higher end rate [1].

This study focuses on resource allocation scheduling at the receiver end for optimizing
the downlink across the LTE network. It ensures the fulfilment of the QoS about their
fairness. For this purpose, the study investigated three artificial neural network (ANN)
algorithms, i.e., the approximate radial basis function neural network (RBFNN), the exact
RBENN, and the generalized regression neural network (GRNN). The researchers approxi-
mated the exact Gaussian fields using the appropriate radial function (RF). ANNSs perform
many tasks, like approximation or function prediction, pattern classification, and clustering.
The performance of the ANN during tasks is significantly affected by the data preparation
setup of some of the ANN structures [2,3]. In previous studies, the researchers investigated
the performance of the ANN concerning wireless communication [4]. They noted that
ANN s could be used for studying network prediction and user behavior and offering solu-
tions to users for different problems associated with wireless networks. These problems
included resource computation, spectrum management, replacing cached contents, cellular
connectivity, and resource assignment.

The remaining paper has been organized in the following manner: Section 2 presents
an overview of related studies that used different ANN models for the LTE network.
Section 3 presents a review of the LTE downlink scheduling techniques. Section 4 describes
the architecture of the proposed ANN model that processes the LTE downlink scheduling
algorithms. It then follows with a description of the simulation environment and results.
The final section presents the conclusions.

2. Literature Review

Many researchers have used ANN models to enhance the performance of the downlink
communication system in LTE networks. Different models were used, where some studies
considered channel estimation, while others investigated user device condition or mobile
location. Predictive analyses of various ANN models for predicting and classifying the
data over the LTE network were conducted in some other studies. Several studies have
reported significant improvements in various performance metrics, such as throughput,
fairness, and quality of service, when using ANNs for downlink scheduling. For example,
a study by [5] showed that an ANN-based downlink scheduling algorithm achieved up to
30% higher throughput than a conventional rule-based algorithm.

Charrada [6] proposed an accurate channel environment estimation technique using
the ANN and support vector machine regression (SVR) models for the standardized signal
structure of the LTE downlink system [6]. This technique was used under the impulsive,
non-linear noise that interfered with reference codes after considering the high mobility
conditions. He studied the SVR and ANN performances using the simulation results, which
performed better than the decision feedback (DF), least squares (LS), and ANN algorithms.
Another study [7] presented a method for relaying the reference symbol information. This
information was used for estimating the total frequency response of the channel. This
technique was summarized in two steps: firstly, channel differences were adapted after
applying the ANN-based learning methods trained using the genetic algorithm (ANN-GA).
Secondly, the channel matrix was estimated to improve the performance of LTE networks.
They validated the proposed algorithms using various ANN-based estimator algorithms,
such as the feed-forward neural network, the layered recurrent neural network, the least
squares (LS) algorithm, and the cascade-forward neural network for closed-loop spatial
multiplexing (CLSM) single-user multi-input. The results of this comparison indicated that
the proposed ANN-GA algorithm showed better accuracy than others.
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Furthermore, the significant increase in network subscribers led to resource allocation
issues. To resolve this problem, the researcher proposed a downlink algorithm that ensured
an effective and faster resource allocation solution for real-time video applications [8]. This
solution used an ANN algorithm that allowed resource allocation after considering the
UE conditions. They noted that the Al techniques used for resource allocation on the LTE
network generated accurate results, but the ANN-based training process could take a long
time. Hence, dynamic resource allocation can be done by realizing the daily ANN training
processes whenever the eNodeB is intense.

In terms of predicting and classifying data over the LTE network via applying ANN
models, many researchers have carried this out. In an earlier study [9], the researchers
investigated the performance of two ANN models for prediction and training algorithms
(i.e., Levenberg-Marquardt and Bayesian regularization). They primarily focused on inte-
grating an ANN into the LTE network during the mobile handover start-up phase. They
compared the received signal strength (RSS) and the hysteresis fringe parameters for the
adaptive neural hysteresis fringe reduction algorithm. The study aimed to resolve the
channel estimation problem noted in LTE networks. In [10], the researchers determined the
adaptive learning and predictive ability of three ANN models, i.e., RBFNN, GRNN, and
MLPNN, using the spatial radio signal dataset derived from the commercial LTE cellular
networks. Thus, they could verify the efficiency and accuracy of the adaptive prediction
system using attenuation and oscillation landscapes to determine the radio signal strength
propagated in the LTE urban micro-cell topography. Their results indicated that the ANN
prediction techniques could adapt to the measurement errors regarding the attenuation
of the LTE radio signals. A comparison of the performance of the different techniques
indicated that all ANN models could predict the transmitted LTE radio signals with numer-
ous errors. A recent study by Ojo [11] aimed to resolve these issues related to the existing
models (experimental and deterministic) by implementing ML-based algorithms to predict
path loss in LTE networks. They developed the RBFNN and multilayer perception neural
network (MLPNN) models with the measured data as an input variable and compared it
to the measured path loss. They noted that the RBFNN was more accurate, as it showed
lower root mean squared errors (RMSEs) than the MLPNN. Also, an ANN-aided schedul-
ing scheme for the UEs with mobility in LTE dynamic HetNets was proposed in another
study [12]. They determined a faster eICIC reconfiguration technique in the LTE HetNets.
This technique helped to achieve a marginal gap compared to the centralized solution.
Using historical data, this proposed technique could train the RBFNN to determine the rela-
tionship between the surrounding environment (channel and UE deployment), an optimal
cell range extension, and a nearly blank subframe pattern. The researchers investigated the
performance of their proposed algorithm concerning its throughput and utility during sim-
ulations. They noted that an optimal resource assignment helped rapidly vary the HetNets
with low-performance degradation. In [13], the researchers studied the probabilistic GRNN
model for modelling and estimating the data corresponding to the spatial signal power loss.
Commercial data was collected from the LTE network interface’s outdoor location. This
examined GRNN model was trained with a power loss measurement of a spatial signal.
The data was collected from three different outdoor signal propagation locations. It is
noted that the proposed model showed better results in comparison to the conventional
least square regression modelling process. Some researchers proposed an ANN-based
classification system with higher accuracy and performance [14] for fingerprint images
using the NN models. In [15], the researchers used this technique for classifying bacteria.
The results indicated that the ANN was effective and feasible. In [16], the researchers
classified aerial photographs using the ANN. They noted that the ANN was suitable for
classifying the remotely sensed data, exceeded the maximal probability classification for the
classification accuracy, and showed a positive effect. In [17], the researchers used the ANN
for classifying spoken letters. They noted a 100% (training) and 93% (testing) classification
accuracy. All these studies stated that the ANN could be used for classification owing to
its better performance. To improve machine-type communication (MTC) security, some
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researchers [18] studied the issues related to the lack of authentication requirements and
attack detection for LTE-based MTC devices. As a result, they introduced a better NN
model for detecting attacks. The results indicated the efficiency of this model in detecting
attacks and compared the system’s security.

ANN models could be used for optimizing the resource allocation algorithms for
communication networks. Furthermore, ANN technology could overcome the resource
allocation problems noted in the LTE network. Some common ANN activation functions
that were applied included the sigmoidal, binary, and hyperbolic sigmoidal functions
based on the RBFNN, MLPNN, recurrent neural network, and perceptron models. All
these functions were used for developing network communication. The researchers also
considered the backpropagation and the gradient descent algorithms as training algorithms
for the ANN. ANN s are used for different tasks, like approximation and prediction of
functions, pattern classification, prediction, and clustering. However, the performance
of the algorithm was significantly affected by data preparation and the setup used for
the NN structure. ANN and mathematical models are used to evaluate and validate
experimental data [19,20]. Artificial neural network (ANN) techniques are used in the
GRNN-RBFNN model and other proposed methods to optimize downlink scheduling over
LTE networks. These models use historical data to learn and predict optimal scheduling
policies for different users. However, some challenges still need to be addressed in LTE
network scheduling. One such problem is ensuring fairness among users with different
QoS requirements. The scheduling algorithms used in these models may not always be
able to provide equal QoS to all users, leading to a lower fairness index for some users.
Therefore, further research is needed to develop scheduling algorithms to ensure fairness
among users with varying QoS requirements. Another challenge is the dynamic nature of
the LTE network, which may lead to fluctuations in network conditions and user demands.
This can make it difficult to predict optimal scheduling policies accurately. Therefore, there
is a need to develop adaptive scheduling algorithms that can adjust to changes in various
network channels’ conditions and user demands in real time considering the data over the
network. The proposed methods have shown promise for optimizing downlink scheduling
on LTE networks. To improve the performance of LTE network scheduling, the problems
of fairness and changing network conditions still need to be studied.

The proposed approach of using artificial neural networks (ANNs) for downlink
scheduling in LTE networks is suitable for solving the critical problem of optimizing the
allocation of radio resources to users. ANNs are powerful machine-learning models that
can learn from historical data to identify patterns and relationships. In the last few years,
many researchers have used ANN models to enhance the performance of the downlink
communication system in LTE networks. Many models have been used; some studies
considered channel estimation, while others investigated the condition of the user devices
or estimated the mobile location. Predictive analyses of various ANN models for predicting
and classifying the data over the LTE network were conducted in some other studies. Sev-
eral studies have reported significant improvements in various performance metrics, such
as throughput, fairness, and quality of service, when using ANNs for downlink scheduling.

3. Downlink Scheduling in LTE

Dynamic resource allocation, called the packet scheduler algorithm, is an essential
feature in network communication and aids in controlling the selection of RBNN for
the user equipment (UE) to prevent signal interference. A scheduler algorithm helps to
acquire an adequate allocation of physical resource blocks (PRBs) (e.g., frequency, power,
time, etc.) to the UEs that fulfil the QoS requirements, according to scheduling standards,
for enabling a fair distribution of the available resources amongst the users [21]. The
downlink scheduling algorithms are described using the metric M; j, in which resources
were allocated to each UE based on the parallel between the metrics i of the users who
had the highest M; values and the kK RBFNN that was allocated. The popular downlink



Computers 2023, 12,179

50f22

scheduling algorithms have been described below and categorized based on their service
for real-time and non-real-time applications.

3.1. Proportional Fair (PF) Algorithm

The PF technique allocates the users’ existing available radio resources. It considers the
general channel characteristics and previous data concerning throughput as the weighting
factor for the predicted data rate. The objective of the PF technique is to maximize the
overall throughput while also providing fair data flow, as in Equation (1) [22].

ik = Ri(t) M

This measure ascertains the fraction of the presently accessible data rate d; x(t), and the
average of the previous data rate R;(t), while i corresponds to the flow in the k sub-channel.

3.2. Maximum Largest Weighted Delay First (MLWDEF) Metric

This channel-aware technique serves several data access streams with different QoS
needs. MLWDF considers fair distribution, delay reduction, and ensuring system through-
put. This algorithm handles real-time and non-real-time data flow, wherein the PF is used
for the non-real-time flow, and the following weighting expression is used for the real-time
data flow by applying the following weighting metrics, as in Equation (2).

M—LDWE _ PF
My = Dhor,i* M )

. logéi
T

=
wherein, Dyor, ; denotes the head-of-line delay of packet faced at time t, for the i user, T;
denotes the delay threshold for a packet for each user i that was considered for real-time
data, and ; denotes the maximal possibility of an HOL packet delay that may cause the
user ith to exceed their threshold delay [23].

3.3. Exponential/Proportional Fairness (EXP/PF)

The EXP/PF technique has been formulated to support multimedia services for sys-
tems using multiplexed time. It can reduce package transmission times by combining the
PF algorithm’s features and the exponential function. The PF algorithm [22] is used to
promote the infinite buffer flow, whereas the EXP/PF can be used to serve real-time traffic,
as in Equation (3).

:Dyori — di (t
Mf;((P/PF = exp M HOLi — X\ | k(£) 3)
: 1+vx JRi(t—1)
where
1 Nu
=N, Y a:Dyor,i

i=1

3.4. Frame Level Scheduler (FLS)

This scheduler uses the two-level structure to ensure a specified delay value interval
between the real-time data flow. The transmission of the total data in the actual time flow
is determined at the highest level of the scheduler structure. The lower level works on
every TTI and assigns RBs per flow. In this algorithm, the bandwidth requirements were
estimated at the upper level. Then, the PF method was employed for sharing the reserve
spectrum amongst the users showing the best efforts [24]. The researchers calculated the
amount of data transmitted using Equation (4).

u; (k)= h;(k) = g;(k) 4)
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where u; (k) refers to the quantum of data moved to correspond to the i flow and the k frame.
This was acquired by transmitting a g;(k) queue level signal over a linear time-invariant
filter with response &;(k); denoting discrete-time convolution [22].

4. Proposed Model

In this study, the researchers have focused on normalizing the data for the LTE down-
link scheduling algorithms, which could improve their resource allocation performance
concerning fairness. This was performed with the assistance of the proposed ANN model.
This model included some initial phases, including:

i.  Determining the data in the LTE downlink system that required treatment using the
ANN models;

ii.  Pre-processing processes used for excluding the conflicting data;

iii. Data partitioning, wherein the data was separated into two parts (i.e., training
and testing);

iv.  Assigning these data a number of input-output nodes, hidden nodes, and the transfer
function for the topology of the ANN model, which explains the association between
nodes and the choice of the ANN architecture;

v.  Network training that considers experimentation to validate the proposed network
model using the proposed algorithm and data classification; and

vi. Finally, the model selection, which includes a selection technique based on overall
performance.

The technique’s primary goal was to determine the diagnostic accuracy network
model. Figure 1 demonstrates the framework of the proposed ANN normalized model
used for the LTE downlink scheduling algorithm.

Input Layer Hidden Layer Output Layer
USERS h,
PLR h, Fairness Factor
Delay h;
Spectral
Efficiency hy

Figure 1. Framework for the ANN Topology Concept.

4.1. The Framework of the Proposed Model

This model includes four input nodes: users, packet loss rate (PLR), delay, and spectral
efficiency, along with one output node (i.e., fairness factor). Moreover, selecting samples
for the training and testing sets is critical to ensuring the ANN model’s accuracy and
generalization capability. A common approach is to randomly split the data into a training
set and a testing set, with a typical ratio of 80% for the training set and 20% for the testing
set. However, other ratios can also be used based on the specific problem’s requirements in
techniques such as cross-validation to ensure that the ANN model’s performance is consis-
tent across different datasets. In order to ensure that the ANN model’s results adequately
reflect its ability to work with collected data, it is essential to use appropriate training and
testing techniques. Overfitting occurs when the ANN model is too complex and fits the
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training data too closely, leading to poor generalizations on new data. Techniques such as
early stopping, regularization, or dropout can be used to avoid overfitting.

Furthermore, the performance of the ANN model in this paper is evaluated on a
separate validation dataset to ensure that it can generalize well to new data. The number of
hidden nodes in the ANN model determines its complexity, which can significantly impact
its performance. A model with too few hidden nodes may not capture the underlying
patterns in the data, while a model with too many hidden nodes may overfit the training
data. Therefore, it is essential to find the optimal number of hidden nodes that balances the
model’s complexity and its ability to capture the underlying patterns in the data, as shown
in Figure 1.

The mean square error (MSE) determines the ANN model’s training performance.
It helps to decrease the number of mathematical operations and the memory needed for
any computer task. Furthermore, it decreases the MSE value of the training data. MSE
states that the neurons in the hidden layer are similar to the number of rounds required
during the training process while executing the ANN model [25], as the MSE described in
Equation (5).

R
MSE = 3 Y (t(n) — a(m))? ©

where (a(n)) refers to the actual output generated by a network, (¢(n)) indicates the expected
output, and R refers to the number of rounds. This study presented a scheduling algorithm
dataset with 50 data samples. The proposed ANN model is described above. Figure 2
indicates the framework steps for the proposed normalizing data based on the ANN model.

The method used for normalizing input data for the ANN model is designed, which is
how the data that goes into it is normalized. However, the methods for normalizing data
include the following:

Min-max scaling: This method scales the data to a fixed range, typically between 0
and 1. The formula used for this scaling is Equation (6).

x_scaled = (x — min(x))/(max(x) — min(x)) (6)

Standardization: This method scales the data to have zero mean and unit variance.
The formula used for this scaling is Equation (7).

x_scaled = (x — mean(x))/std(x) (7)

Max normalization: This method scales the data such that the maximum value is 1.
The formula used for this scaling is Equation (8).

x_scaled = x/max(x) 8)

The choice of normalization method depends on the data distribution and the specific
problem. In some cases, it may be beneficial to use a combination of these methods, such
as applying standardization after using min-max scaling. Normalizing the input data for
ANN models is crucial to ensure that the features are on the same scale, which helps prevent
the model from giving undue importance to features with higher values. Additionally,
normalization can speed up the training process by reducing the oscillations in the loss
function during training.
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Figure 2. Proposed ANN Processing Framework Technique for Normalizing the Data.

4.2. Proposed ANN Models for LTE Downlink Scheduling

Solving these issues related to the allocations improves the video flow over the LTE
network. We have described three ANN models used for normalizing the LTE system
data. These included the approximate RBFNN (ARBFNN), the exact RBFNN (ERBFNN),
and the generalized regression neural network (GRNN). There are three layers within the
networks under the radial basis function neural network (RBFNN), including an input
layer, a non-linear hidden layer with an activation function of RBF, and the linear output
layer [26]. Furthermore, input modelling can be achieved as an absolute number vector
(x € R™). In contrast, the network output represents a scalar function from the input vector,
(¢ : R" — R) which is presented as Equation (9).

N
p(x) = ;azp(l\ x—cill) ©)

where (N) refers to the hidden layer neuron number, (c;) denotes the neuron’s center
vector, (i), and (4;) indicates the neuron’s weight (i) used in the neuron’s output linearly.
Consequently, functions dependent on the center vector distance are symmetrically radial
towards such a vector, resulting in the nomenclature “radial basis functions” [26]. Regard-
ing the basic form, individual hidden neurons are linked to the inputs directly. The RBF is
regarded in its Gaussian as Equation (10).

plll x—ci [}y = exp| =Bl x—c; I (10)
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These Gaussian basis functions are seen to be local to their center vectors as follows:
lim p(|| x —c_i ||) = 0. The RBENN can be normalized, and the mapping is shown as

||x[[—c0

Equations (11) and (12).

Y ap(lx—c ) &
d = Y au(|| x—c 11
@(x) def SN ol x—c ) ;ﬂ u(ll x—ci ) (11)

e (% =i )
u(l| x—c;i||) de LAY 12

el & S o —a ) "

All the ANNSs are trained for estimating the posterior probabilities of class member-

ship by mixing the hyperplanes and the Gaussian basis functions [27]. This is called the

“normalized radial basis function,” whereas the “RBFNN" was utilized to classify data.

Moreover, the generalized regression NN (GRNN) model was seen to be an interpretation

of the RBNN model [28]. GRNN could include purposes of prediction, classification, and

regression of target data. Thus, it could serve as a reliable solution for dynamic online

systems. It depicts a better NN technique that is based on nonparametric regression. The

model is based on the idea that each training sample acts as a mean for the radial basis
neurons [28]. Mathematically, the GRNN is represented as Equation (13).

_pllx—=cil)
y(x) = YN k() (13)

where Y(x) denotes the value predicted for the x input; K refers to the weight activation
of a pattern layer neuron at k; while k(x, x;) is an RBF (Gaussian kernel) as specified in
Equation (14).

k(x,xx) = e~ dk/207 g — (x, %) T (%, x¢) (14)

where dj is the squared Euclidean distance between the input x and training samples xj.

4.3. Analysis Steps of the Proposed ANN Algorithms

Data need to be normalized to reduce errors. The data are collected and prepared for
use in the model. This ANN model has four input nodes (User, PLR, Delay, and Spectral-
Efficiency) and one output node (Fairness Factor). Then, the data are divided into two
sections (i.e., training data and testing data). This study considered 50 data points for
the model, where 80% of these points were used for training (i.e., 40 samples), while 20%
were used for testing (i.e., 10 samples). Furthermore, the training (Data Train) and testing
(Data Test) were separated, wherein Data Train = dataN for establishing the input and
output data. The training NN model was divided into two steps, which are as follows:
In Model 1; the NEWRB function is used for creating an RB network that approximates
the function NEWRB for creating a two-layered network. Layer 1 is made up of a radial
basis (RADBAS), neurons, and the weighted distribution (DIST) along with the net product
(NETPROD) used to calculate the net input. Layer 2 is made up of pure line (PURELIN)
neurons, whose weighted inputs are determined by DOT PRODuction (DOTPROD), while
the net inputs are determined by NET SUM (NETSUM) [27]. The basis of the two layers is
as follows:

“P=pP;T=T,"

“eg = 0.02; sum-squared error goal”

“sc = 1; spread constant”

“netl = NEWRB (P, T, eg, sc), Approximation NEWRBFNN"

Model 2, i.e., the NEWRB function, generated a radial basis network that approximates
the NEWRB function for generating a two-layered network. Layer 1 is made up of a radial
basis function (RADBAS), neurons, and the distribution (DIST), which determines the
weighted inputs, while the net production (NETPROD) calculates the net input. Layer 2
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includes the pure line (PURELIN) neurons, which calculate the weighted input with the
dot production (DOTPROD) and the net input with the net sum (NETSUM) [23]. The basis
of the two layers is as follows:

“P=pP;T=T""

“eq = 0.02; sum-squared error target”

“sc = 1; spread constant”

“net2 = NEWRB (P, T, Spread), Exact NEWRBFNN"

Model 3 uses the GRNN function approximation (NEWGRNN), which creates a two-
layered network. Layer 1 comprises radial bases (RADBAS), neurons, and the distribution
(DIST), which determines the weighted inputs, while the net production (NETPROD)
calculates the net input. Layer 2 includes the pure line (PURELIN) neurons and determines
the weighted input using the normalization product (NORMPROD), while the net input is
determined using the net sum (NETSUM).

“Spread = 0.7, ”

“net3 = newgrnn (P, Spread);”

“A =sim (net3, P).”

The testing model network replotted the training set and simulated the network
responses for the input using the same range: (y-label, input vs. x-label, user) before
an ANN model was proposed for the LTE downlink scheduling data (normalized data),
wherein Figure 3 presents the output that has been tested and validated for deriving
the results.

< Start >

[ awbata y

Proposed ?chedullng ANN models
Algorgthms

l Normalized Raw J

Data

v

Apply ANN Factors on the

Normalized Data

E

l Test and Validation ‘

v

Results

!

Conclusion

I S
(\ End | )

Figure 3. Flowchart of the Validation Process for the Normalized Data.
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5. Experimental Results

A novel scheduling technique was implemented to address performance deterioration
in the LTE network. This problem was addressed using the ANNA technique for radio
resources. The researchers presented the results for the three LTE downlink scheduling
processes’ models. Detailed simulations were conducted with a network simulator, LTE
Sim [24], that helped to assess the proposed algorithms’ efficiency (PF, MLDWE, EXP-PF,
and FLS). Table 1 presents the parameters used for the simulations. After considering seven
cells with a fixed eNodeB, the simulator was run on an interference scenario for a single
cell. Each cell had a radius of 1.5 km, and the number of users was randomly distributed
in every cell, starting with three users. The interval between users was three, while the
maximal number of users was 30.

Table 1. Simulation parameters used for the models.

Parameters Parameters Values Parameters Parameters Values
Number of clusters 1 Bandwidth 10 MHz
Number of cells 7 simulation duration 46 s
Frame Structure FDD Video bit-rate 256 kbps
UEs number 30 Flow duration 40s
Cell Radius 1.5Km Maximum delay 0.1
Speed of UE 3km/h

The results will be analyzed and discussed based on implementing different LTE-DL
scheduling algorithms, including PE, MLWDE, EXP-PF, and FLS. In addition, comparing
three ANN algorithms titled RBFNN, Exact RBFNN, and GRNN, which were implemented
and analyzed, the ANN-predicted LTE fairness index models were more accurate in the
current research.

5.1. Normalized Proportional Fair (PF) Algorithm
e  Approximate RBFNN Model-PF Algorithm

Figure 4 presents the results of comparing the normalized proportional fair (PF)
algorithm with an approximate radial basis function neural network (RBFNN) model for
downlink scheduling in an LTE network. The performance of the two algorithms was
evaluated in terms of their precision in allocating radio resources to different users. The
results presented in Figure 4 show that the RBFNN model was more precise than the PF
scheduling algorithm, with an average precision of 0.086 (%). This means that the RBFNN
model better allocated radio resources to different users more precisely and efficiently than
the PF algorithm.

The results also showed that the performance of the PF algorithm varied depending
on the number and heights of the users in the network. Specifically, the raw data for
the PF algorithm showed that the number of users ranged from 3 to 27, with heights of
6, 12, and 30. The results suggest that the RBFNN model may be a more effective and
precise algorithm for downlink scheduling in an LTE network compared to the traditional
PF algorithm.

e  Exact RBFNN Mode-PF Algorithm

Figure 5 presents the results of comparing the normalized proportional fair (PF)
algorithm with an exact radial basis function neural network (RBFNN) model for downlink
scheduling in an LTE network. The performance of the two algorithms was evaluated
in terms of their accuracy in allocating radio resources to different users. According to
the results presented in Figure 5, the exact RBFNN model was more accurate than the PF
scheduling algorithm, with an accuracy of 0.090%. This means that the exact RBFNN model
was better at allocating radio resources to different users more accurately and efficiently
compared to the PF algorithm. The results also showed that the performance of the exact
RBFNN model was symmetrical for all users, which means that it performed consistently
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well for all users in the network. Overall, the results suggest that the exact RBFNN model
may be a better algorithm for downlink scheduling in an LTE network than the traditional
PF algorithm. However, as with the results presented in Figure 4, it is important to note
that the results presented in Figure 5 may be specific to the particular network scenario and
conditions used in the study and can be directly applicable to other network environments.
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Figure 4. Comparison of performing the PF algorithm versus the approximate RBFNN model.
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Figure 5. Comparison of performing the PF algorithm and exact RBFNN model.
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e  GRNN Model-PF Algorithm

Figure 6 presents the results of comparing the normalized proportional fair (PF) al-
gorithm with a hybrid algorithm that combines the general regression neural network
(GRNN) and radial basis function neural network (RBFNN) models for downlink schedul-
ing in an LTE network. The performance of the two algorithms was evaluated in terms
of their accuracy in allocating radio resources to different users. According to the results
presented in Figure 6, the GRNN-RBFNN hybrid model was more accurate than the PF
scheduling algorithm, with an accuracy improvement of 0.030%. This means that the
GRNN-RBFNN hybrid model was better at allocating radio resources to different users
more accurately and efficiently compared to the PF algorithm. The results also showed
that the performance of the hybrid model was evaluated for different numbers of users,
with the highest accuracy improvement observed for the numbers of users 9, 12, 15, 24,
and 30. Overall, the results suggest that the GRNN-RBFNN hybrid model may be a more
effective and accurate algorithm for downlink scheduling in an LTE network compared to
the traditional PF algorithm. However, as with the results presented in Figures 4 and 5, it is
important to note that the results presented in Figure 6 may be specific to the particular
network scenario and conditions used in the study and can be directly applicable to other
network environments.
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Figure 6. Comparison of the performance of the PF algorithm and GRNN model.

5.2. Normalized Maximum Largest Weighted Delay First (MLWDF) Algorithm
e Approximate RBFNN Mode-MLWDF Algorithm

Figure 7 presents the results of comparing the normalized maximum largest weighted
delay first (MLWDF) algorithm by applying the approximate radial basis function neural
network (RBFNN) model for downlink scheduling in an LTE network. The performance of
the two algorithms was evaluated in terms of their accuracy in allocating radio resources to
different users. According to the results presented in Figure 7, the approximate RBFNN
model was more accurate than the MLWDF scheduling algorithm, with an accuracy im-
provement of 0.021%. This means that the approximate RBFNN model was better at
allocating radio resources to different users more accurately and efficiently compared to
the MLWDF algorithm. However, it is important to note that the accuracy improvement
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of the RBFNN model was lower than the raw data presented by the MLWDF algorithm.
The results also showed that the performance of the algorithms was evaluated for different
numbers of users, with the highest value of the users indicated as 6, 18, and 30 compared
to the raw data. Overall, the results suggest that the RBFNN model is a more effective
and accurate algorithm for downlink scheduling in an LTE network compared to the
MLWDF algorithm.
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Figure 7. Comparison of performing the MLWDF algorithm and approximate RBFNN Model.

e  Exact RBFNN Mode-MLWDF Algorithm

Figure 8 presents the results of comparing the normalized maximum largest weighted
delay first (MLWDF) algorithm with an exact radial basis function neural network (RBFNN)
model that was applied to the MLWDF for downlink scheduling in an LTE network. The
performance of the two algorithms was evaluated in terms of their accuracy in allocating
radio resources to different users. According to the results presented in Figure 8, the exact
RBFNN model was more accurate than the MLWDF scheduling algorithm, with an average
accuracy improvement of 0.021%. This means that the exact RBFNN model was better
at allocating radio resources to different users more accurately and efficiently than the
MLWDF algorithm. Additionally, the results indicate that the exact RBFNN model showed
a symmetrical result compared to the raw data for all numbers of users tested. The results
also showed that the performance of the algorithms was evaluated for different numbers of
users tested in the study. Overall, the results suggest that the exact RBFNN model may be
a more effective and accurate algorithm for downlink scheduling in an LTE network than
the MLWDEF algorithm.

e  GRNN Model-MLWDF Algorithm

Figure 9 presents the results of comparing the normalized maximum largest weighted
delay first (MLWDF) algorithm with a hybrid algorithm that uses both a generalized
regression neural network (GRNN) and an exact radial basis function neural network
(RBFNN) model for downlink scheduling in an LTE network. The performance of the
two algorithms was evaluated in terms of their accuracy in allocating radio resources to
different users.
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Figure 9. Comparison of performing the MLWDEF algorithm and GRNN model.

According to the results presented in Figure 9, the hybrid GRNN-RBFNN model was
much more accurate than the MLWDF scheduling algorithm, with an average improvement
in accuracy of 0.030%. This means that the hybrid GRNN-RBFNN model was better at
allocating radio resources to different users more accurately and efficiently compared to
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Normmalized Faimess Index
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the MLWDF algorithm. Additionally, the results indicate that the highest number of users
tested was 30, with a symmetrical result for the raw data for all users tested except for 9, 12,
15, 24, and 30. Figure 9 may be specific to the particular network scenario and conditions
used in the study and can be directly applicable to other network environments.

5.3. Normalized Exponential/Proportional Fairness (EXP-PF) Algorithm
e  Approximate RBFNN Model-EXP-PF Algorithm

Figure 10 presents the results of comparing the normalized exponential / proportional
fairness (EXP-PF) algorithm with an approximate radial basis function neural network
(RBFNN) model for downlink scheduling in an LTE network. The performance of the
two algorithms was evaluated in terms of their accuracy in allocating radio resources to
different users.
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Figure 10. Comparison of performing the EXP-PF model and approximate RBFNN.

According to the results presented in Figure 10, the approximate RBFNN model was
more accurate than the EXP-PF scheduling algorithm, with an improvement in accuracy
of 0.021%. However, the approximate RBFNN model was less accurate than the raw data.
The users tested included 9, 12, 21, 18, 27, and 30, with the highest value of users indicated
as 3, 6,15, 18, and 24 compared to the raw data. Figure 10 may be specific to the particular
network scenario and conditions used in the study and can be directly applicable to other
network environments.

e  Exact RBFNN Model-EXP-PF Algorithm

Figure 11 presents the results of comparing the normalized exponential /proportional
fairness (EXP-PF) algorithm with an exact radial basis function neural network (RBFNN)
model for downlink scheduling in an LTE network. The performance of the two algorithms
was evaluated in terms of their accuracy in allocating radio resources to different users.
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According to the results presented in Figure 11, the exact RBFNN model was more accurate
than the EXP-PF scheduling algorithm, with an improvement in accuracy of 0.023%. All
users tested, including 3, 6, 9, 12, 15, 18, 21, 24, 27, and 30, presented symmetrical results
compared to the raw data. It is important to note that the results presented in Figure 11
may be specific to the particular network scenario and conditions used in the study and
can be directly applicable to other network environments.
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Figure 11. Comparison of performing the EXP-PF model and exact RBFNN.

e  GRNN Model-EXP-PF Algorithm

Figure 12 presents the results of comparing the normalized exponential / proportional
fairness (EXP-PF) algorithm with a hybrid model combining a generalized regression
neural network (GRNN) and a radial basis function neural network (RBFNN) for downlink
scheduling in an LTE network. The performance of the two algorithms was evaluated in
terms of their accuracy in allocating radio resources to different users. According to the
results presented in Figure 12, applying the proposed hybrid GRNN-RBFNN model for
EXP-PF scheduling was more accurate than the EXP-PF scheduling algorithm, with an
improvement in accuracy of 0.030%. The number of users tested was 3, 6, 18, 21, and 27,
and the highest value of the users was indicated as 9, 12, 15, 24, and 30 compared to the
raw data. It is important to note that the results presented in Figure 12 may be specific
to the particular network scenario and conditions used in the study and can be directly
applicable to other network environments. Further evaluation and validation of the hybrid
GRNN-RBFNN model in a variety of network scenarios and conditions may be necessary
to fully assess its effectiveness as a downlink scheduling algorithm in LTE networks.
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Figure 12. Comparison of performing the EXP-PF model and GRNN model vs. the number of users.

5.4. Normalized Frame Level Scheduler (FLS) Algorithm
e  Approximate RBFNN Mode-FLS-Algorithm

The normalized frame level scheduler (FLS) algorithm is a scheduling algorithm used
in LTE networks. Figure 13 shows the comparison between the proposed algorithm that
applies an approximate RBFNN model on the LTE FLS algorithm and the FLS algorithm;
the graph indicates that the approximate RBFNN model is more accurate than the FLS
schedule method by approximately 0.11%. However, the approximate RBFNN model is
still less accurate than the FLS’s raw data. The users in this experiment were 9, 21, 24, 27,
and 30. The highest value of the users was listed as 3, 6, 12, 15, and 18, which is different
from the raw data.

e  Exact RBFNN Model Mode-FLS-Algorithm

Figure 14 shows that the exact RBFNN (radial basis function neural network) model
that was proposed for the FLS algorithm LTE network outperforms the FLS schedule
algorithm by 0.011% in terms of accuracy. This is because the exact RBFNN model was
able to predict optimal scheduling policies for all users in the experiment, and the results
were the same when compared to the raw data in the FLS. It is important to note that the
accuracy difference between the two algorithms may seem small (0.011%), but in practical
applications, even small improvements in accuracy can lead to significant improvements in
network performance and user experience.

e  GRNN Mode-FLS-Algorithm

Figure 15 shows that the GRNN-RBFNN (general regression neural network radial
basis function neural network) model that was implemented for the FLS algorithm is
more accurate than the FLS schedule algorithm by 0.030%. This indicates that the GRNN-
RBFNN model is better than the FLS algorithm at predicting optimal scheduling policies
for different users. It is also noted that the numbers of users involved in the experiment
were 3, 6, 18, and 21, and their corresponding highest values were listed as 9, 12, 15, 24,
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and 30, respectively. The results indicate that the fairness index for some users was lower
compared to others. This suggests that the scheduling algorithm used may not be able
to provide equal QoS to all users, and further optimization may be required to improve
fairness. It is important to note that the results presented in Figure 15 are specific to the
experiment or study being referred to and can be applied to other scenarios or settings.

ol B LS |
' -Apprm(ima!e-FlElFNN

Normalized Faimess Index

0.2

ll.“}

3 6 9 12 15 18 21 24 27 3
Nurnber of USER

Figure 13. Comparison of performing the FLS model and approximate RBFNN model.
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Figure 14. Comparison of performing the FLS model and exact RBENN model.
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Figure 15. Comparison of performing the FLS model and GRNN -RBFNN model.

6. Conclusions

The issues related to the allocation of resources over LTE networks are regarded as a
major challenge that can provide satisfactory QoS to the active users for every transmission
time interval (TTI). The resources that are available on the network are distributed amongst
all the users in such a way that they can fulfil their needs. The researchers investigated
the different scheduling algorithms (such as PFFL MLDWE, EXP-PF, and FLS) based on
the LTE fairness index. For this purpose, they proposed a novel scheduling algorithm
for improving the low-performance deterioration of the network by applying the ANN
algorithm technique, i.e., the approximate radial basis function neural network (RBFNN),
the exact RBFNN, and the generalized regression neural network (GRNN). The exact
Gaussian fields are approximated using the appropriate radial function (RF) for different
radio services. This study investigated the performance of a popular resource allocation
algorithm used in the LTE downlink stream to satisfy the QoS requirements. The results
indicated that the proposed method improved performance over the other algorithms
based on all calculated metrics. The algorithm indicated an improved percentage value
and a higher fairness factor. Moreover, to overcome fundamental challenges like high
data rate real-time traffic, high QoS, reliable and robust communication links, and an
ever-increasing demand for network services, future wireless networks will depend on the
new technological advancement known as ANNSs. Today’s mobile or cellular consumers
are increasingly utilizing multimedia services. With the increased data rate based on ANNs
and machine learning, seamless multimedia services are now accessible.
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