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Abstract: According to worldwide statistics, traffic accidents are the cause of a high percentage of
violent deaths. The time taken to send the medical response to the accident site is largely affected
by the human factor and correlates with survival probability. Due to this and the wide use of video
surveillance and intelligent traffic systems, an automated traffic accident detection approach becomes
desirable for computer vision researchers. Nowadays, Deep Learning (DL)-based approaches have
shown high performance in computer vision tasks that involve a complex features relationship.
Therefore, this work develops an automated DL-based method capable of detecting traffic accidents
on video. The proposed method assumes that traffic accident events are described by visual features
occurring through a temporal way. Therefore, a visual features extraction phase, followed by a
temporary pattern identification, compose the model architecture. The visual and temporal features
are learned in the training phase through convolution and recurrent layers using built-from-scratch
and public datasets. An accuracy of 98% is achieved in the detection of accidents in public traffic
accident datasets, showing a high capacity in detection independent of the road structure.

Keywords: urban traffic accident; deep learning; accident detection; recurrent neural networks;
convolutional neural networks

1. Introduction

There are different factors that cause traffic accidents. Among the most common
factors that increase the probability of their occurrence are the geometry of the road [1], the
climate of the area [2], drunk drivers, and speeding [3,4]. These accidents can cause harm
to the people involved and, although most of these present only material damage, each
one affects people’s quality of life in terms of both traffic mobility and personal safety.

Thanks to technological advances, video cameras have become a resource for control-
ling and regulating traffic in urban areas. They make it possible to analyze and monitor
the traffic flowing within the city [5]. However, the number of cameras needed to perform
these tasks has been increasing significantly over time, which makes control difficult if
automation mechanisms are not implemented because the number of professionals needed
to comply with all the points also increases. Several approaches have been proposed to
automate tasks within the control and follow-up process. An example of this is a system
based on video camera surveillance in traffic. Through these, it is possible to estimate the
speeds and trajectories of the objects of interest [6], with the objective of predicting and
controlling the occurrence of traffic accidents in the area.

The scientific community has presented different approaches to detect traffic ac-
cidents [7]. These include statistics-based methods [8-10], social network data analy-
sis [11,12], sensor data [13,14], machine learning, and deep learning [15-18]. These latest
techniques have presented improvements in various fields of science, including video-
based problem solving (video processing). Therefore, it is important to study these tech-
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niques in order to approach a solution to the detection and classification of traffic accidents
based on video.

With the advent of convolutional layers in the domain of neural networks, better
performance has been achieved in the solution of problems involving digital image pro-
cessing [19]. Deep learning techniques have shown high performance in a large number of
problems, especially for image understanding and analysis [20,21]. These layers exploit the
spatial relationship that the input data possess and that, due to the size of the information,
it is not possible to achieve with dense neural networks [22]. The use of convolutions on
input data with a large number of features makes it possible, among other things, to avoid
the problem of the curse of dimensionality. This is a very frequent problem when working
with data with high complexity, such as images. Likewise, it is important to highlight
that the use of several convolutional layers helps the extraction of relevant visual features
within the same dataset, which defines the performance of the network [23-25].

On the other hand, there are problems where the spatial relationship of the data is
not a determining characteristic. In some problems, the temporal relationship that the
data may have is of greater importance. This is because there are events that depend on
past and/or future events, that is, on a context of the event in time in order to understand
the real event. This is why a new deep learning model has emerged: recurrent neural
networks. These networks have a similar architecture to dense artificial neural networks
but differ in that at least one neuron has a connection to itself. This allows them to be able
to remember what has been previously processed, i.e., it gives them the ability to store
information over periods of time (data memory). They specialize in finding the temporal
relationships that a set of data may have. Such networks are used to solve problems such as
rate-of-change prediction [26], text translation [27], and natural language processing [28],
among others. The data processing in these neurons has a higher complexity than the
processing performed from a traditional neuron. In addition, these have been improved
over the years. One of the most relevant changes was the possibility that the cell can
store short and long term memory, called long short-term memory neurons (LSTM). These
networks have presented improvements in several problems with respect to past models.
Among these are travel time prediction problems [29], language understanding [30], and
natural language processing [31].

However, the analysis of video scenes is not a problem that can be solved using
one of the two models mentioned above. This is because a video presents both a spatial
and a temporal relationship in its content. Therefore, the scientific community has pre-
sented several architectures that use both deep learning layers: convolutional layers and
recurrent layers [32,33]. Some of the advances they have achieved using these types of
architectures are emotion recognition [33], estimation of a person’s posture [34], analysis
of basketball videos for the automation of tasks such as the score of each team [35], and
action recognition [36].

Because of this, a method capable of solving the traffic accident detection problem is
proposed. However, the process of detecting traffic accidents is a task that involves a lot of
processing and, for this reason, these tasks present many difficulties. The occurrence of a
road accident is an event capable of occurring in multiple spatio-temporal combinations.
This leaves a large domain of diverse distributions of data to be classified as an accident,
which makes it difficult to solve the problem. Similarly, the classification of an accident is a
complex problem due to the temporal implications it may present. Therefore, we seek to
improve the performance of current approaches with the design of a method capable of
detecting traffic accidents through video analysis using deep learning techniques.

The rest of the document is organized as follows: Section 2 describes the previous
work carried out. Section 3 describes the proposed method to specify the architecture of
the deep neural network proposed in the detection of traffic accidents. Section 4 shows
the results and the experiments for the determination of the hyper-parameters of the
proposed architecture. Section 5 establishes a discussion regarding bias, generalizability,
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and some ethical considerations. Finally, Section 6 establishes the main conclusions, as well
as future works.

2. Background

Different authors have proposed various techniques and methods for the detection or
classification of accidents. Three study groups are presented based on the taxonomy of the
solutions proposed in [7].

In the first group are those works that implement solutions with methods and algo-
rithms based on the theory of vehicular flow and statistics. One of them uses the theory of
vehicular flow with wireless communication between vehicles to give alerts on accident
sites or road obstructions [37]. Other solutions use probability distributions, using the
Poisson statistical distribution [10], based on the analysis of the relationships between
heavy vehicle accidents, traffic, and road geometry [8], based on linear regression models
with the Poisson distribution [38] to solve the problem.

The next group is based on methods related to machine learning and statistics [7,9,39,40].
Many of these have presented solutions using artificial neural networks [41-43], support
vector machines [16,44], probabilistic neural networks [45], autoencoders [46], block clus-
tering [47], Random Forest [15], pattern recognition [18], image processing techniques [48]
and the Hidden Markov Model [49], among others. These approaches perform well, and
are able to partially deal with an unbalanced dataset.

The last group is oriented to the amount of data collected by all the technology
currently available in the community. Among them can be found data from social net-
works [12,17,50,51], data collected from sensors of a smartphone [13], structured data [52,53],
data detected from video cameras [14,54,55], and traffic sensor data [56]. These datasets
are widely used by deep learning, hybrid, and extreme learning methods. However, this
group has the highest computational expense, which limits its use in various cases.

In terms of the video in which the accident is detected, there are several types. Among
them are cameras inside the vehicle (first-person view), cameras located at intersections
within cities, and cameras located on highways. In [57], an unsupervised model for the
detection of accidents in videos obtained with first-person vision is proposed. In this,
vehicles are detected and located on the scene by calculating a Bounding-Box for each
one. Then the future position of the vehicle is predicted with the help of some calculated
attributes to check if there is a collision between boxes. This approach can present false
alarms with the auto-occlusion of objects of interest in the video. Using the same type of
video with first-person vision, [40] presents a method for the detection of traffic accidents
consisting of three steps: vehicle detection, tracking, and attribute extraction. A mixed
Gaussian model is used for the detection of the moving vehicle and, by means of the mean
displacement algorithm, the localized vehicle is tracked. Detection is determined by the
repeated change of a vehicle’s attributes: change in position, acceleration, and direction.
By defining a threshold for the sum of the three attributes, it is possible to detect if an
accident has occurred at the scene. However, the proposed model shows a deficiency in
the detection of the vehicle in cases where the climatic conditions are highly variable.

In order to anticipate traffic accidents in videos with first-person vision, [58] proposes
a model composed of spatial dynamic attention and a recurrent neural network. The
first is in charge of learning to distribute a level of attention to the objects in the scene in
each image of the video. This is in order to identify the objects of interest in the problem
posed. The second, using short- and long-term memory cells, makes it possible to relate
the signals that each object presents with the probability of an accident so that it is possible
to anticipate the accident a few seconds in advance. In [49] a method for the detection of
traffic incidents through video is described. The authors explain that surveillance cameras
used at intersections present problems if their data are used to track a vehicle. This is
because, for the most part, the cameras are located at angles where there is a large amount
of occlusion of the objects present. For the detection of accidents, the authors propose an
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algorithm based on the Hidden Markov Model. However, the method is limited to using a
camera located at a high altitude, which limits the scalability of the implementation.

A matrix-based detection model is presented in [59]. First, the authors divide each
image of the video into small windows. With this, they are able to calculate two matrices:
velocity vector and velocity magnitude. Using the matrices and data collected from both
cases (accident and non-accident), they manage to train a model that differentiates the
movements of the sub-spaces in a video segment in order to classify the example as a
common event or accident. From video recordings of surveillance cameras in [60], the
authors describe an algorithm based on vehicle tracking for the detection of traffic accidents.
The algorithm is made up of three parts: vehicle detection and extraction, moving vehicle
characteristics extraction, and event detection. Four metrics are used as accident rates:
acceleration, rate of change in position, rate of change in area, and rate of change in
direction. By weighting these four variables, it is possible to detect whether or not an event
occurred at the scene.

A different approach is presented in [61]. The authors show that it is possible to detect
an accident between two or more vehicles from the sudden change in their speed vector
by building a general model of the flow of movement to automatically detect unforeseen
changes in the speed of a vehicle. However, the proposed method only shows high
performance on the main highways where there is a constant movement and speed of
vehicles. It constitutes a limitation in the domain of application due to the complex and
different spatial configurations in which an accident can occur, where regular movement
or constant speeds are not expected characteristics.

A particular approach for detecting traffic accidents is to consider this as an anomaly
within the sequence of a video. Detecting anomalies in the real world has been one of the
main problems in the field of computer vision. In [42], the authors present a model for
detecting anomalies from a video. They perform a feature extraction using a neural network
based on 3D convolution layers for each of the segments. These characteristics serve as
input for a deep neural network model, which returns the anomaly score for each example.
Finally, given the score obtained by each video segment, a binary classifier based on support
vector machines is applied, which allows for distinguishing between the occurrence of
an anomaly and a common event. In [46], a model is presented to detect traffic accidents
through video using the autoencoder’s deep learning architecture. Its framework is divided
into two parts that run in parallel: object detection and anomaly detection. The first seeks to
detect moving vehicles, track them, and calculate the intersection of the processed objects.
The second seeks to exploit the information of the space-time video to later be represented
by an autoencoder and obtain the anomaly score. Since accident detection is based on the
definition of a threshold, changing the threshold value will also change the performance of
the model. This is why the authors conducted tests with different threshold values.

In [43], a model based on two deep convolutional networks is proposed for the
detection of accidents in traffic videos. The authors show that a video can be decomposed
into two parts: a spatial component and a temporal component. The first is addressed to
detect each vehicle on the scene together with its nearby region of accident probability,
while the second is in charge of tracking the trajectory of each vehicle found in the video.
An accident is detected when two objects collide.

In [62], the authors present a dataset of videos of traffic accidents, together with a
predictive model of occurrence. The authors employed a modification to the Faster R-
CNN architecture. The modification was made to the pooling layers by implementing
context mining. Similarly, in [63], two models based on video analysis are proposed
for the detection and classification of vehicles. The first uses a Gaussian method for
background removal, plus a support vector machine as a classifier, while the second
is based on an architecture named Faster RCNN, for the detection and classification of
vehicles simultaneously.

In [56], a video-based model is proposed for the detection of traffic accidents. The
dataset used was collected by the authors through the YouTube platform. These data are
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made up of a total of 324 examples of training with six different types of collisions. Each
category contains approximately 53 examples.

Recently, in [64], an automated anomaly detection technique based on deep learning
in pedestrian walkways (DLADT-PW) was described. This approach aims to recognize
and categorize the dissimilar anomalies present in pedestrian walkways. The analysis is
based only on information per frame and does not consider exploiting the natural time
component in the input that is used, which is the video.

3. Method for Automatic Detection of Traffic Accidents

The proposed method is based on techniques used in video analytics. In particular,
deep learning neural networks architectures trained to detect the occurrence of a traffic
accident are used. Before describing the architecture, it was necessary to define the network
input. Since a video must be processed, it is separated into segments. Therefore, the
temporal segmentation of the video required a basic analysis to determine which was
the most appropriate scheme to generate the segments, considering a tradeoff between
the computational cost of processing the segment and the generation of enough visual
characteristics to extract patterns that the network learned. Once the input was defined,
the accident event was built as the occurrence in time of a set of visual patterns. For this,
the architecture has two parts. The first one extracts a vector of visual characteristics using
a modified Inception V4 architecture; this set of characteristics is processed by a recurrent
component to extract the temporal component associated with the occurrence of the event.

Next, we describe the two stages: temporal video segmentation and automatic detec-
tion of traffic accidents.

3.1. Temporal Video Segmentation

Temporal video segmentation is a problem that has been studied for many years
by the scientific community since it is the first step towards the development of more
general solutions, such as scene understanding of videos [65]. A video is a sequence of
consecutive images with a particular order. When these images are viewed in the correct
order and at a specific speed, it is possible to observe the animated event represented by
the recorded video.

A video camera can capture, with the help of a mechanism, an event that is happening
at the moment, in order to store, observe, and process it in the future. Using the same
concept of a digital camera, a video camera makes it possible to capture a number of
photographs per second, thus allowing the event that is occurring to be digitally recorded.
These images, which represent the video, are known as frames. Video cameras allow
recording at different numbers of frames per second (FPS). This means that the higher the
number of FPS, the more fluid the movement of the objects on screen. The most commonly
used FPS values are 30, 60, and 120 [66].

Video segmentation can be divided into two categories: spatial and temporal. Spatial
segmentation seeks to visually classify objects of interest in the video in order to spatially
locate objects in different frames. This type of segmentation is very useful when tracking
objects in a video [67].

On the other hand, time segmentation seeks to solve a different problem. One of these
is the reduction in the video time. This can be achieved by dividing the video into multiple
fixed time windows in order to transform a long-duration video into a finite number of
short-duration videos. However, there are also cases where it is not possible to divide the
video into fixed time windows because it may contain multiple events in it, and, if a fixed
window division is performed, it is possible that an event will be divided into different
segments. In order to be able to discriminate between the multiple situations that the video
describes, the scientific community has developed techniques to temporally segment this
data, taking into account the scene change frame. This allows a single video to be divided
into N temporal segments, where N is the number of scenes that can be observed.
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Traffic accidents are rare events of short duration. In order to be able to detect them
correctly through a video, it is important to preprocess the original recording considering
that the video (using a static surveillance camera) will contain many frames with a high
similarity index. For this reason, several temporal video segmentation techniques are
proposed in order to compare them with the results of the detector model.

Three techniques were used to increase the variety of the data segments. The first is
based on the metric named the Structural Similarity Index Measure, SSIM (Equation (1)),
applied between consecutive frames in order to eliminate those that exceed an empirically
defined threshold Jss. The threshold is arbitrarily set at a high value (dss > 0.98), represent-
ing a high similarity of the frames, which implies no additional information for the analysis.
With this, we could significantly reduce the number of similar frames in the video segment.

(2uE. 1R, + 1) (20,5, +c2)
(12, +13 +c1) (0 + 0} +e2)

SSIM(F,, ) = 1)

where F; and F;, are two consecutive frames from the video segment, and yF, is the intensity
mean of all the pixels from frame i. The of,F, factor is the covariance between the pixel value
from frame a and b, and 0'%[_ is the variance from frame F;. The ¢; = (kL)% and ¢, = (koL)*.
L is the dynamic range from pixel values (2#bit_per_pixel _ 1) J; = 0.01 and k, = 0.03. The
next technique used consists of a comparison very similar to the previous one. However,
this one uses pixel-to-pixel comparison (Equations (2) and (3)) on consecutive frames, thus
eliminating those that exceed the empirically defined threshold (5,, > 0.9).

h k

1 & .
PtP(Fa, Fb)zmzzzlnt(l_ Fuijc_Fbijc) (2)
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int(v) = { 0 felse (©)

where F, and F;, are two consecutive frames of w rows, I columns, and k layers. Therefore,
F”Iz’jc is the pixel value from the g frame in the position (i, j) in layer c.

The last technique performs a selection using a fixed skip window. That is, a value
is defined for K, which represents the number of frames that must be eliminated before
selecting the next candidate to form the segment. If K is equal to 1, it means that the
frames to be selected should be those with odd indices (1, 3,5, 7,9, ..., etc.). All this
continues until the maximum segment number is reached, for which the following values
were defined: 10, 15, 30, 45, and 60.

3.2. Automatic Detection of Traffic Accidents

In order to interpret a video segment to detect whether an event occurs, the data must
be exploited in two main ways: visually and temporally.

The convolutional-based architectures [68] are the most important techniques for
visual analysis of images. These are a significant improvement over traditional artificial
neural networks in the performance of image classification solutions. However, convolu-
tional layers do not solve all problems. One of the weaknesses of convolutional layers is
that they are not good at extracting temporal features from data. Although convolutional
layers are powerful in exploiting the spatial characteristics of the data, recurrent neural
networks were designed to exploit the temporal characteristics of the data. Convolutional
layers are able to process the data in such a way that the spatial information changes to
a more abstract representation saving computational cost. Currently, these architectures
are used as automatic extractors of image features due to their performance reducing the
dimensionality of the input data. However, spatial data is not everything in a video.

Sequential data is of importance in understanding an event that happens over a time
span. Recurrent neural networks perform better when processing a sequence over time
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compared to feed-forward artificial neural networks. There are solutions that use both ar-
chitectures in order to improve performance in solving video comprehension problems [69].
However, the scientific community has presented a design capable of exploiting both types
of data: the Convolutional LSTM (ConvLSTM) layers. These are a special type of architec-
ture where the cells follow the same operations as a Long Short-Term Memory neuron but
differ in that the input operations are convolutions instead of basic arithmetic operations.
This architecture has shown high performance in problems with video compression.

To solve the traffic accident detection problem, the first part of the architecture is
designed as an automatic image feature extractor to process each frame of the video
segment. Then, this new representation of the data is used as input data in an empirically
designed recurrent neural network to extract temporal information from the input data.
Finally, a dense artificial neural network block is used to perform the binary classification
of detecting an accident, as shown in Figure 1.
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Figure 1. Architecture for video analysis, visual feature extractor based on the InceptionV4 architecture (top) and temporal

feature extractor (bottom).

The proposed model consists of three parts: a spatial feature extractor, a temporal fea-
ture extractor, and a binary classifier. The first part uses an architecture named InceptionV4,
proposed in [70]. This model was trained with the ImageNet dataset, which showed high
performance in solving this problem by classifying images among a thousand different
categories. However, this pre-trained model does not show good results when detecting a
traffic accident in images because the model was trained with a completely different task.
Therefore, when applying transfer learning, it seeks to compensate for the acquisition of
knowledge in a new task. For this reason, an adjustment is made to the model using a new
dataset with examples of traffic accidents in images.

To obtain more information from video type data, it is necessary to know the tempo-
ral and the spatial features; therefore, it is required to use a model capable of extracting
these kinds of characteristics. Therefore, a ConvLSTM layer-based neural network archi-
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tecture is proposed that receives as input the feature vector computed by the adjusted
InceptionV4 architecture.

Finally, it is necessary to detect whether the video segment contains a traffic accident.
For this, a dense artificial neural network block using regularization methods is proposed
so that the final model is able to generalize the solution.

4. Results
4.1. Dataset

For the solution proposed, two sets of data were used. The first one consists of images
used for the fine tuning of the visual feature vector extractor. The second one consists of
videos that present traffic accidents (positive and negative cases) for training the temporal
feature extractor.

The image dataset was built from scratch, applying the web scraping technique to
populate the dataset. For this, a series of logical steps were proposed. First, we identified
the sources on the web where the image search was performed. Next, we defined the set of
keywords for the searches. For this process, the following keywords were selected: Traffic
accidents, Car accidents, Motorcycle accidents, and Truck accidents. Then, the automation
stage was performed. The application was developed in the Python programming language
together with the Selenium library, which contains useful functions to perform this process.
Finally, a manual validation of all the collected images was carried out together with an
image transformation in order to standardize the size and format used.

The videos dataset was formed from two different data sources. The first one is the
CADP dataset [62]. It has a total of 1416 traffic accident videos, i.e., positive examples
of the traffic accident problem. This dataset adds up to a total duration of 5.2 h, with
an average number of frames of 366. This source was chosen instead of others in the
literature, such as [42,58], due to the number of positive cases that the CADP dataset
presents (100%) and the position of the video camera (CCTV), which allows for a third-
person perspective. The second source used for the video dataset only contains negative
cases of the presented problem, i.e., videos where no traffic accidents are presented [71].
It has a total of 100 videos from different locations in China, with a spatial resolution
of 960 x 540 pixels. Some examples of frames belonging to these datasets are shown
in Figure 2.

(b)

Figure 2. Examples of frames from videos in the datasets: (a) frames from positive class (accidents), (b) frames from negative

class (no accident).
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4.2. Temporal Video Segmentation

A video is segmented in order to obtain a greater number of examples with a certain
number of constant frames and, in turn, a segment with shorter duration. This is because
traffic accidents have a short average duration (10 frames) [58], which allows for processing
of the original video in a more efficient way.

In order to select the segmentation technique for the input data, some experiments
were performed on the videos taken from the dataset. The four techniques to be evaluated
were compared using the same videos in each case. The first technique consists of a
segmentation without frame discrimination. Therefore, all consecutive images of the
video are selected until the maximum time of the segment is reached. This technique has
an average reading time of 0.18 s. The second technique used seeks to skip frames in
order to reduce the redundancy that can be observed when using very close images in
the video. This is because when the video has been recorded with a traditional camera,
the number of similar consecutive frames is very high. For this reason, we experimented
by skipping one frame for each frame selected. That is, in this case, the images with an
odd index were chosen from the video, until the maximum length of duration established
for the segment was reached. The third and fourth techniques presented are based on
discriminating consecutive frames with respect to an SSIM. For the third technique, a
pixel-to-pixel comparison of two consecutive images is calculated. For decision making,
a threshold of 0.9 was set. Therefore, if a consecutive frame exceeds this threshold, the
candidate is not chosen and moves to the next frame in the video, for which the same
process is performed. Finally, the fourth technique number four shows a similar process
to the third technique. However, in this one, the threshold was defined at 0.98, and the
matching operation used is the SSIM image-matching metric [72]. A maximum segment
length of 45 frames was set for the tests. The comparison between techniques is presented
in Tables 1 and 2. The technique chosen was the first described: “No selection”.

Table 1. Comparison between segment generation techniques.

Method Advantages Disadvantages
No selection Low runtime, no data loss High similarities between adjacent frames
Skip frame (n = 1) Low runtime, with medium /high similarity in adjacent frames Possible data loss
Pixel similarity Low runtime, with medium /high similarity in adjacent frames Possible data loss
Structural similarity Low similarity in adjacent frames High execution time

Table 2. Results between segment generation techniques.

Method Frames Execution Time ! Similarity
No selection 45 0.918 0.824
Skip frame (n = 1) 45 0.971 0.761
Pixel similarity 45 1.213 0.874
Structural similarity 45 2.456 0.822

! Average value measured in seconds.

4.3. Automatic Detection of Traffic Accidents

The solution presented is based on a visual and a temporal feature extractor. The first
stage of the model consists of the InceptionV4 architecture (pre-trained with the ImageNet
dataset) [70] truncated. That is, all the Inception cells (convolutional layers) were used,
eliminating the multilayer perceptron at the end of this architecture. This is to use this part
of the model only as a visual feature extractor as in Figure 1, upper part.

However, by performing multiple experiments, it was concluded that the pre-trained
model does not differentiate between a vehicle at rest and a vehicle hit by a traffic accident.
Therefore, the images dataset was used for training in order to adjust the weights of this
pre-trained network. In this process, all the weights of the initial layers of the architecture
were frozen, and only those of the last convolutional cell of InceptionV4 were adjusted. To
adjust the feature extractor, multiple experiments were performed. This was done using
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regularization techniques, data augmentation, and hyper-parameter modifications. The
results of the tests performed are described in Figure 3.
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Figure 3. Visual feature extractor experiment.

The temporal feature extraction is based on recurrent neural networks. The architec-
ture proposed for this stage consists of two ConvLSTM layers. These were created to extract
temporal information in data of more than one dimension, using the convolution operation.
Between these layers, a BatchNormalization is added, and the various hyper-parameters
are adjusted. The ConvLSTM layers used consist of 64 neurons each, a kernel size of 3 x 3,
a dropout of 0.2 and a recurrent dropout of 0.1. The results obtained are presented in
Figure 4, while Figure 5 shows the accuracy of the model in the training stage.
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Figure 4. Experimenting with the temporal feature extractor.
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Figure 5. Behavior of the model’s accuracy by epochs with the training set and the validation set.

The last stage of the accident detection process is given by a densely layered block.
The proposed neural network consists of a total of three hidden layers and one output
layer, plus a regularization technique called dropout with a value of 0.3. The distribution
of the neurons in the mentioned layers is as follows: four hundred, one hundred, and one
neurons, where the first two layers use the hyperbolic tangent activation function while the
last layer (output layer) uses the sigmoid activation function in order to perform a binary
classification (accident or non-accident). The training and validation results are presented
in Table 3 (Note: the dataset is distributed as 54% accident and 46% non-accident). The
established hyper-parameter values are presented in Table 4. The model was trained on a
computer with a 5th generation 17 4820k@3.70GHz processor, 64 GB of RAM memory, and
two Nvidia 1080T1 video cards with 11 GB of GDDR 5X RAM at 405 MHz.

Table 3. Confusion matrix of the complete model on the validation set.

Predicted Class

No Accident Accident
A 1d No accident 0.99 0.01
ctual class Accident 0.03 0.97

Table 4. Hyper-parameters of the proposed neural network.

Hyper-Parameter Value
Input size 45 frames
Batch size 4
Loss function Binary cross-entropy
Optimizer Adam optimization
Weight initialization Xavier initialization
Learning rate 0.0001
Number of epochs 10

5. Discussion

In relation to model bias, the model could be biased towards accidents involving
vehicles. This verification is not trivial due to limitations of the validation dataset, which
is composed of a majority of accidents involving vehicles. However, the feature extractor
was trained considering different types of vehicles, including cars, trucks, and motorcycles
but excluding pedestrians and cyclists where there are visible human interventions. Ad-
ditionally, relating to weather conditions, the bias is present in diurnal accidents due to
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dataset limitations. There were not enough videos with rain or snow or at night, among
other weather conditions.

Regarding the model’s generalization capacity, the model is independent of a partic-
ular camera-viewpoint, the structure of the street, or aspects such as vehicle density. We
do not describe the technical parameters of the cameras because we used public video
datasets for the model validation. However, an adequate analysis in this address will per-
mit defining hardware limitations for a correct model operation. However, it is difficult to
perform analysis at the level of device specification, mainly because obtaining a dataset that
includes a large number of images from cameras with different lenses, acquisition sensors,
and even spatial positions is impractical. In this context, separating or analyzing the effect
of the camera parameters is almost impossible [73]. However, Deep Learning models have
the characteristic of being robust to small variations in their input. They require minimal
preprocessing and do not need the selection of an extractor of specific characteristics [74].
In this context, we consider that there are no significant camera parameters restrictions in
the model due to the used datasets that include different cameras in multiple positions.
Therefore, we assume that the model can operate correctly in the most popular devices
used for vehicular traffic systems.

The feature extractor was trained with visual patterns associated with accidents
that had already occurred, so the model cannot predict an accident, but it is capable
of identifying visual patterns relating to the occurrence of an accident. The temporal
feature extractor was trained to recognize the appearance in time of these visual patterns,
which strengthens the accident identification only when based on visual patterns. We
considered that it is not possible to predict in advance the occurrence of accidents with
this configuration.

Addressing ethical considerations, the group of accidents involving pedestrians was
not considered because the nature of the training in the fine-tuning process of the feature
extractor model required images that included injured bodies. To include this category
(pedestrians), consideration should be given to obtaining a representative group of images
to avoid biases due to aspects such as age, height, or skin color.

6. Conclusions and Future Work

Pre-trained neural networks are not able to compute a vector with relevant features
for very specific problems. Therefore, it is necessary to adjust the weights of these models
using examples of the problem to be solved.

The technique that best represents a temporal segment of a traffic accident does not
eliminate any data, because the similarity values between the segments of the techniques
with frame selection present negligible differences between them, while the computational
cost, processing time and accuracy in accident detection present better results by not
conditioning the selection of frames to a metric.

Artificial vision has made great advances in the understanding of video scenes. One
of the best-performing techniques is artificial neural networks. Many of these models are
based on architectures composed of convolutional layers and recurrent layers, in order
to extract as much information as possible from the input data. The proposed method is
based on this type of architecture and achieves a high performance when detecting traffic
accidents in videos, achieving an F1 score of 0.98 and an accuracy of 98%.

The proposed model shows high performance for video traffic accident detection.
However, due to the paucity of such datasets in the scientific community, the conditions
under which the model works are limited. The solution is restricted to vehicular collisions,
excluding motorcycles, bicycles, and pedestrians due to the negligible number of these
types of examples available. In addition, the model has errors in determining accident
segments with low illumination (such as nighttime videos) or low resolution and occlusion
(low quality video cameras and locations).
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