SCOPE-Based Emulators for Fast Generation of Synthetic Canopy Reflectance and Sun-Induced Fluorescence Spectra
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Abstract: Progress in advanced radiative transfer models (RTMs) led to an improved understanding of reflectance (R) and sun-induced chlorophyll fluorescence (SIF) emission throughout the leaf and canopy. Among advanced canopy RTMs that have been recently modified to deliver SIF spectral outputs are the energy balance model SCOPE and the 3D models DART and FLIGHT. The downside of these RTMs is that they are computationally expensive, which makes them impractical in routine processing, such as scene generation and retrieval applications. To bypass their computational burden, a computationally effective technique has been proposed by only using a limited number of model runs, called emulation. The idea of emulation is approximating the original RTM by a surrogate machine learning model with low computation time. However, a concern is whether the emulator reaches sufficient accuracy. To this end, we analyzed key aspects of emulator development that may impact the precision of emulating SCOPE-like R and SIF spectra, being: (1) type of machine learning, (2) type of dimensionality reduction (DR) method, and (3) number of components and lookup table (LUT) size. The machine learning family of Gaussian processes regression and neural networks were found best suited to function as emulators. The classical principal component analysis (PCA) remains a robust DR method, but the number of components needs to be optimized depending on the complexity of the spectral data. Based on a small Latin hypercube sampling LUT of 500 samples (70% used for training) covering a selection of SCOPE input variables, the best-performing emulators can reconstruct any combination for the selected SCOPE input variables with relative errors along the spectral range below 2% for R and 4% for SIF. That is sufficient for a precise reconstruction for the large majority of possible combinations, and errors can be further reduced when increasing LUT size for training. As a proof of concept, we imported the best-performing emulators into a newly developed Automated Scene Generator Module (A-SGM) to generate a R and SIF synthetic scene of a vegetated surface. Using emulators as alternative of SCOPE reduced the processing time from the order of days to the order of minutes while preserving sufficient accuracy.
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1. Introduction

While the exploitation of imaging spectroscopy data for quantifying vegetation properties has long been restricted to top-of-canopy (TOC) reflectance (R) (see [1–3] for reviews), there is a growing
interest in exploiting canopy-leaving sun-induced-chlorophyll-fluorescence (SIF) emissions to enable quantifying the physiological status of vegetation more directly [4–6]. Specifically, the forthcoming European Space Agency’s 8th Earth Explorer FLEX (FLuorescence EXplorer) is dedicated to exploit SIF emissions from terrestrial vegetation [7] on a global scale and link it to both plant productivity and plant stress. The rationale of the FLEX mission is based on sound scientific foundations in plant physiology [8–10] and radiative transfer principles [11–14] that describe the propagation of the SIF signal through the cell, leaf, canopy and atmosphere. Progress in both domains has led to a recent boost in the development of physically-based radiative transfer models (RTMs) of vegetation canopies with mechanisms of SIF propagation throughout the leaf and canopy [15,16]. For instance, significant progress has been achieved with the advanced soil-vegetation-atmosphere-transfer (SVAT) model Soil-Canopy Observation of Photochemistry and Energy fluxes (SCOPE) [17]. SCOPE is a coupled SIF-photosynthesis RTM that simulates photosynthesis, radiative transfer in the leaf and canopy, and surface energy balance. The basic principle is that SIF-photosynthesis mechanisms are first calculated at the leaf scale and then propagated throughout the canopy. Based on this principle, similar SIF leaf-to-canopy mechanisms have been recently introduced into even more advanced RTMs that explicitly account for canopy structure, such as DART [18] and FLIGHT [19].

These advanced RTMs can potentially function as virtual laboratories to study the role of biochemical, leaf and canopy variables on the spectral outputs such as R and SIF [20,21]. A major bottleneck when using advanced RTMs, however, is that they are computationally expensive, which makes them impractical in routine processing such as retrieval applications. In order to bypass their computational burden, a computationally effective technique has been proposed by only using a limited number of computer code runs. The core idea is approximating the original deterministic model by a surrogate statistical learning model, also referred to as a meta-model or emulator. When an accurate emulator has been developed, it can then approximate the functioning of the original model—and this at a tiny fraction of the original computational burden—and be readily applied in tedious processing applications. Although longer known in computer sciences [22,23], emulation (or surrogate modelling) of a deterministic model (e.g., a RTM) is very new in optical remote sensing science and especially in the field of imaging spectroscopy [24]. Once having a fast RTM emulator developed, it opens a variety of new opportunities in replacing computationally expensive RTMs in spectroscopy and remote sensing applications. For instance, the emulator can be applied to all kinds of repetitive tasks that were never possible before due to the heavy computational load of the advanced RTM, such as global sensitivity analysis [25], scene generation and retrieval (inversion) schemes.

Progressing along this line, the emulation technique has recently been made user-friendly into a so-called Emulator toolbox [26], which forms part of the ARTMO (automated radiative transfer models operator) software package [27]. ARTMO streamlines the running of a suite of RTMs at the leaf and canopy scale, including SCOPE. The Emulator toolbox is equipped with a diversity of machine learning regression algorithms (MLRAs) and enables to develop and optimize statistical models and apply them as emulators. These software developments greatly facilitate the training and validation of emulators that can mimic advanced RTMs. Accurate emulators can then replace the original RTM in further processing.

When it comes to importing an emulator into tedious processing tasks, a critical aspect to be clarified is to be confident about its precision in approximating the original RTM. After all, the emulator is essentially a statistical simplification of the original model. Given that an RTM is already a simplification of reality, there may be a risk of running into oversimplification, or even producing unrealistic outputs. Consequently, by introducing emulators into a processing scheme, one should not only strive for the development of a fast emulator, but probably more importantly, for an emulator that maximizes accuracy, efficiency and trustworthiness. Nevertheless, the development of an emulator that is both fast and accurate is not a trivial task. In fact, various factors determine the performance of the emulator, with most importantly the complexity of the to be emulated RTM and the used machine learning algorithm [25,26]. At the same time, spending all efforts in maximizing accuracy may go at
the expense of processing speed. It thus implies that, depending on the application, a trade-off has to be made between the degree of accuracy and gain in processing speed. Henceforth, a systematic evaluation of the key aspects that play a role in the performance of the emulator is urgently demanded. Not in the least when data processing relies on advanced RTMs such as SIF modelling. Aspects to be assessed include: (1) used machine learning method, (2) applied dimensionality reduction strategy, and (3) lookup table (LUT) size to train the machine learning methods. They have to be analyzed and consolidated before reaching conclusions whether emulators offer truly an attractive alternative over the original RTM. Specifically, SCOPE is currently used as baseline model in the FLEX End-to-End simulator [28] for delivering of \( R \) and \( SIF \) spectral outputs, and in the development of \( SIF \) retrieval methods [29] and subsequent interpretation towards photosynthetic activity [21,30–32]. Thus, if evaluated as sufficiently accurate, an emulated version of SCOPE will greatly speed up all these processes. This does not mean that the complete SCOPE model has to be emulated; for instance not all variables play a role in shaping \( R \) and \( SIF \) spectral outputs [20], and some variables can be kept fixed because typically known, e.g., sun-target-sensory geometry. Hence, an emulator can be customized as a simplified version of the original RTM for a specific application.

In light of the above, the main objective of this study is to assess the degree of accuracy that can be preserved in emulating SCOPE \( R \) and \( SIF \) outputs given a subset of input variables, and what gain in processing speed can be achieved. This study breaks down into the following two sub-objectives. The first sub-objective refers to the selection of the right statistical learning method by assessing the role of: (1) machine learning algorithm and (2) dimensionality reduction strategy. Once having the best-performing machine learning method identified, the second sub-objective strives for further model optimization and refers to assessing the role of: (3) number of components, and additionally (4) the training LUT size. As a practical application, the best-performing emulator will subsequently be applied to the rendering of a \( R \) and \( SIF \) emission scene as would be acquired by an imaging spectrometer over a vegetated surface (after atmospheric corrections). A discussion on identified opportunities for fast spectroscopic data processing applications will close this paper.

2. Emulation Theory

Emulation is a technique used to estimate model simulations when the computer code under investigation is too computationally costly to be run enough times [23]. The concept of developing emulators based on statistical learning have already been applied for the last few decades in the climate and environmental modeling communities e.g., [33–40]. These emulators have in common that they were developed from adaptive, flexible machine learning regression algorithms (MLRAs) [41]. Earlier examples of MLRAs that can successfully function as emulator include Gaussian processes regression (GPR) and neural networks (NN) [24,25,42]. The basic idea is that the emulator uses a limited number of simulator runs, i.e., input-output pairs (corresponding to training samples), to infer the values of the complex simulator output given a yet-unseen input configuration. These training data pairs should ideally cover the multidimensional input space using a space-filling sampling algorithm, e.g., Latin hypercube sampling [43]. Once the emulator is built, it is not necessary to perform any additional runs with the model; the emulator computes the output that is otherwise generated by the simulator [23]. Hence, emulators are statistical models that can generalize the input-output relations from a subset of examples generated by RTMs to unseen data. Note that building an emulator is essentially nothing more than building an advanced regression model as typically done for retrieval applications (see pioneering works using NNs [44,45] and also more recent MLRAs e.g., [46–48]), but then in reversed order: whereas a retrieval model converts spectral data (e.g., \( R \)) input into one or more output biophysical variables, an emulator converts input biophysical variables into output spectral data. When it comes to emulating RTM spectral output, however, the challenge lies in delivering a full spectrum, i.e., predicting multiple spectral bands. This is an additional difficulty compared to
standard emulators that only deliver one or few outputs [49]. It bears the consequence that the MLRA should be able to generate multiple outputs to be able reconstructing a full spectral profile. This is not a trivial task. The full, contiguous spectral profile typically consists of over 2000 bands when binned to 1 nm resolution. Only very few regression models possess the capability to generate multi-outputs; the most common example is NN. Moreover, to train a complex multi-output statistical model with the capability to generate so many output bands can take considerable training time, especially when using NN [26]. A workaround solution has to be developed that enables the MLRA to cope with large, spectroscopic datasets (e.g., R, SIF). An efficient solution is to take advantage of the so-called ‘curse of spectral redundancy’, i.e., the Hughes phenomenon [50]. Spectroscopic data typically possess a great deal of collinearity, which implies that data can be converted to a lower-dimensional space through dimensionality reduction (DR) techniques. Accordingly, spectroscopic data can be converted into components, which are only a fraction of the original amount of bands. As such, the multi-output problem is greatly reduced to a number of components that preserve the spectral information content. Afterwards the components can then again be reconstructed into spectral data. The classical principal component analysis (PCA) [51] is the most popular DR method, but also alternative DR methods can be considered given they enable reconstruction of the original spectral data. Thus, by first applying a DR method the contiguous spectral data is reduced into a given number of features (components). By subsequently looping over the single components, multiple models can be trained by a single-output MLRA. Afterwards the signal is again reconstructed. Although the iterative training takes some computational time, it goes considerably faster than training band-by-band a contiguous spectral dataset, and makes the problem better conditioned [24–26,39]. More generally, by introducing a DR step it allows converting single-output MLRAs into multi-output algorithms, i.e., meaning that in principle any multivariate regression algorithm can function as emulator, although probably only those within the family of machine learning are sufficiently adaptive to enable accurately approximating the behavior of a RTM.

2.1. Machine Learning Regression Algorithms (MLRAs)

To enable developing an RTM-based emulator, the first step involves building a statistically-based representation (i.e., an emulator) of the RTM from a set of training data points derived from runs of the actual model under study. These training data pairs should ideally cover the multidimensional input space using a space-filling algorithm. The second stage uses the emulator built in the first step to compute the output that is otherwise generated by the RTM [23]. Based on the literature review above and an earlier comparison study [25,26], the following six MLRAs potentially serve as powerful regression methods to function as accurate emulators, being: (1) random forest (RF); (2) artificial neural networks (NN); (3) support vector regression (SVR); (4) kernel ridge regression (KRR), also known as least squares support vector machine; (5) Gaussian processes regression (GPR); and (6) its variational heteroscedastic variant (VHGPR). These MLRAs can be categorized into three groups: (1) decision trees, (2) neural networks, and (3) kernel methods, and are briefly outlined below.

Decision tree learning is based on decision tree predictive modeling. A decision tree is based on a set of hierarchical connected nodes. Each node represents a linear decision based on a specific input feature. A classical decision tree algorithm cannot cope with strong non-linear input-output transfer functions. In that case, a combination of decision trees can improve results, such as random forests [52].

Artificial neural networks (NNs) are essentially fully connected layered structures of artificial neurons (AN) [53]. A NN is a (potentially fully) connected structure of neurons organized in layers. Neurons of different layers are interconnected with the corresponding links (weights). Training a NN implies selecting a structure (number of hidden layers and nodes per layer), initialize the weights, shape of the nonlinearity, learning rate, and regularization parameters to prevent overfitting. The selection of a training algorithm and the loss function both have an impact on the final model. In this work, we used the standard multi-layer perceptron, which is a fully-connected network. We selected just one
hidden layer of neurons. We optimized the NN structure using the Levenberg-Marquardt learning algorithm with a squared loss function.

Kernel methods in machine learning owe their name to the use of kernel functions. Kernels quantify similarities between input samples of a dataset [54]. Similarity reproduces a linear dot product (scalar) computed in a possibly higher dimensional feature space, yet without ever computing the data location in the feature space. The following two methods are gaining increasing attention: (1) support vector regression (SVR) [55], (2) Kernel ridge regression (KRR), also known as least squares support vector machines [56], and (3) Gaussian processes regression (GPR), based on Gaussian processes, which generalize Gaussian probability distributions in function spaces [57]. The Standard Gaussian processes model observations’ noise is treated as constant throughout input space. This is often a too restrictive assumption, but one that is needed for GP inference to be tractable. As an alternative, the variational approximation allows accurate inference in heteroscedastic GPs (i.e., under input-dependent noise conditions), i.e., (4) variational heteroscedastic GPR (VHGPR) [58]. For all kernel methods we used a standard radial basis function kernel.

Each of these advanced regression methods are popular in various application domains thanks to their relatively fast training, good performance and robustness to the overfitting problem. A more detailed comprehensive description of the methods is given in [48,59] and a MATLAB implementation in [60].

2.2. Dimensionality Reduction Algorithms

An important aspect in the reconstruction of RTM spectral output is that the MLRA is used in combination with a DR method. The MLRA first predicts the DR-reduced spectra, and the inverse of the DR transformation is subsequently applied to obtain the reconstructed output spectra. Extracting meaningful components from multidimensional data is typically done using PCA. The PCA step consists on projecting the RTM output spectra onto the first PCA components, \( p \ll B \), where \( p \) is the number of selected components (usually one typically takes enough components to ensure that at least 99.99% of variance is retained), and \( B \) is the number of original bands of the spectra. Solving the PCA is done by obtaining the eigenvectors and eigenvalues of the estimated covariance matrix of the spectral inputs \( X \). The eigenvectors matrix, \( U \), is then used as a projection matrix that allows to obtain the so-called X-scores, simply by \( S = U \cdot X \). As \( U \) is an orthogonal matrix the reconstruction of \( X \) given the scores is obtained by \( X = U^\top \cdot S \). Hence, the spectra is reconstructed.

Also more advanced DR methods have been considered (e.g., kernelized DR methods), but they did not allow reconstruction of the spectral output. Yet a DR method that can be applied in the same way as PCA involves partial least squares (PLS) [61]. While PCA disregards the target data (i.e., RTM input variables) and exploits correlations between the features (i.e., RTM output spectra) to maximize the variance of the projections, PLS looks for projections that maximize, respectively, the covariance and the correlation between the features and the target data. Having now the possibility to couple multiple MLRAs with either PCA or PLS, the next step would be assessing the performance of ensembles of emulation strategies in order to consolidate an optimized emulator.

3. ARTMO Modules: Emulator Toolbox, SCOPE and A-SGM

The complete assessment was undertaken within the in-house developed ARTMO software package [27]. In short, ARTMO consists of a suite of leaf and canopy RTMs including SCOPE, retrieval toolboxes, and recently an Emulator toolbox was added [26]. In the Emulator toolbox, several of those MLRAs can be trained by RTM-generated LUTs, whereby biophysical variables are used as input in the regression model, and spectral data is generated as output. For this study, the Emulator toolbox has been expanded with new machine learning algorithms (i.e., SVR, RF, VHGPR) an alternative DR method (i.e., PLS) and goodness-of-fit indicators per wavelength (v. 1.07). Additionally, as a new ARTMO toolbox, the automated Scene Generated Module (A-SGM) is here for the first time presented.
ARTMO is freely downloadable at http://ipl.uv.es/artmo/. SCOPE and A-SGM are briefly described below.

3.1. SCOPE

The coupled fluorescence-photosynthesis model SCOPE was used to develop and evaluate emulators. SCOPE simulates photosynthesis, radiative transfer in the leaf and canopy, and surface energy balance [17,62]. The model recently became a virtual laboratory for studies on surface energy balance [63], remote sensing thermal infrared measurements [64], and SIF photosynthesis studies [20,21,30,65]. SCOPE combines a number of radiative transfer models (RTM): one for the leaf, Fluspect [16] and three for the canopy: RTM_o, RTM_t and RTM_f [62]. Fluspect is an extension of the widely used PROSPECT model [66], which simulates the radiative transfer of incident light and emitted SIF within the leaf. The outputs are the reflectance and transmittance spectra, and the excitation-emission matrices for both sides of the leaf. Routines for photochemical quenching (PQ) and NPQ of the SIF are used together with the output of the Fluspect model to simulate the SIF emission per leaf angle and leaf layer. The emitted SIF then is used in the module RTM_f, which simulates scattering and absorption of SIF within the canopy. The biochemical model for PQ and NPQ requires leaf temperatures as input, calculated from the energy balance module and the RTM_t module for radiative transfer of thermal radiation. SCOPE includes a number of biochemical routines for PQ and NPQ. We used the model of balance [17], which is a combination of a photosynthesis exchange models for C3 and C4 vegetation [9,10], the gas exchange model of Ball-Berry model [8], and an empirical parameterization of the relationship between PQ and NPQ. We selected the parameterization calibrated from data as provided in [17]. The distribution of solar irradiance over leaves in the canopy is simulated with the model RTM_o: a four-stream radiative transfer model. The four simulated fluxes include direct, diffuse upward, diffuse downward and flux in the observation direction. In order to simulate SIF outputs, SCOPE requires a series of meteorological parameters and four classes of variables: (1) vegetation structure variables: canopy height, leaf orientation distribution and leaf area index (LAI); (2) leaf biophysical variables: chlorophyll content (Cab), dry matter content (Cm), leaf equivalent water thickness (Cw), senescent material (Cs); (3) optical variables: R of soil in the visible, near-infrared and thermal bands, and vegetation (thermal) emissivity; and (4) plant physiological variables. SCOPE v. 1.61 is used here.

3.2. Automated Scene Generator Module (A-SGM)

As a practical application, here we use SCOPE-based emulators to generate synthetic hyperspectral scenes. In preparation of the FLEX mission a so-called End-to-End simulator (FLEX-E) has recently been developed [28]. FLEX-E enables to reproduce all aspects of a satellite mission, including platform orbit/attitude, synthetic scene radiative transfer generation, sensor behavior, ground image processing, and product evaluation. Specifically, the Scene Generator Module (SGM) [67] propagates solar radiation through the canopy and atmosphere, simulating on a pixel-by-pixel basis the target scenes for FLEX and Sentinel-3 sensors. The scenes are defined according to key biophysical, atmospheric, and topographic input parameters and produces TOC R and SIF and top-of-atmosphere (TOA) radiances spectra. Given that the generation of synthetic scenes by RTMs is an extremely time-consuming process, we explored the possibility to replace the computationally-expensive RTMs (i.e., SCOPE, MODTRAN) by customized emulators. In this way, it would allow to rapidly generate large or multiple scenes, including time series of images, e.g., as would be observed by imaging spectrometers such as FLEX. To do so, within the ARTMO framework an automated SGM (A-SGM) toolbox has been developed. A-SGM is automated in a sense that the user only has to go through a few graphical user interfaces (GUIs) to define the scene settings, land cover class settings, and optionally definition of temporal profiles. Once these steps are defined, input images (e.g., spatially distributed biophysical variables) and output scenes (e.g., R or SIF) are automatically generated. The A-SGM is a simplified version of the FLEX-E SGM in a sense that it currently only
generates TOC spectra (and no TOA radiance data). In short, A-SGM enables to: (1) generate simulated scenes according to the band settings of a sensor based on coupled leaf and canopy models such as SCOPE, or based on emulators; (2) define multiple land cover classes (e.g., plant functional types) and configure them with RTM/emulator input variables. Land cover maps can be either imported or arbitrarily generated; (3) define land cover classes with various spatial patterns of input variables (4) generate time series of the simulated scenes based on temporal trends of the input variables; and (5) store and visualize input and output maps, and provides simple statistics of generated products, both in spectral, spatial and temporal domains. More information can be found in [28,67].

4. Experimental Setup

Here we outline the experimental setup for running the emulation experiments and assessment. To start with, the purpose was not to develop emulators that cover all SCOPE input variables since various variables play no role in shaping either \( R \) or \( SIF \) spectral outputs, or are considered as known (e.g., geometry). Based on an earlier global sensitivity analysis [20] only driving vegetation variables and soil moisture content were selected (Table 1). A LUT was first generated by means of Latin hypercupe sampling (LHS) within the RTM variable space with minimum and maximum boundaries as given in Table 1. A LHS of training data is preferred, as LHS covers the full parameter space, and thus, in principle, assures that the developed emulator will be able to reconstruct correct spectral output for any possible combination of input variables. A sampling size was sought for that balances between striving for high accuracies while keeping computational burden to the minimum. Earlier emulation studies suggested that using just 400 samples would suffice to function as emulator [33,68]. On the other hand, a larger LUT size may lead to the development of a more accurate emulator [26]. Nevertheless, increasing input simulations goes at a computational cost. As an acceptable compromise, a LUT size of 500 samples was built as default situation.

Table 1. Range of vegetation input variables used to establish the SCOPE 500 LUT according to Latin Hypercube sampling. The other SCOPE variables are kept fixed to the SCOPE default values as provided in Appendix A (Table A1). * A LAI of 10 may be too extreme, a LAI until 6 would be more common.

<table>
<thead>
<tr>
<th>Model Variables</th>
<th>Units</th>
<th>Minimum</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Leaf variables:</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N</td>
<td>Leaf structure index</td>
<td>unitless</td>
<td>1.0</td>
</tr>
<tr>
<td>Cw</td>
<td>Leaf water content</td>
<td>[cm]</td>
<td>0.001</td>
</tr>
<tr>
<td>Cab</td>
<td>Leaf chlorophyll content</td>
<td>[µg/cm²]</td>
<td>0.1</td>
</tr>
<tr>
<td>Cm</td>
<td>Leaf dry matter content</td>
<td>[g/cm²]</td>
<td>0.0001</td>
</tr>
<tr>
<td>Cs</td>
<td>Senescent material</td>
<td>unitless</td>
<td>0.0001</td>
</tr>
<tr>
<td><strong>Canopy variables:</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LAI</td>
<td>Leaf area index</td>
<td>[m²/m²]</td>
<td>0.01</td>
</tr>
<tr>
<td>hc</td>
<td>plant height</td>
<td>[m]</td>
<td>0</td>
</tr>
<tr>
<td>SMC</td>
<td>volumetric soil moisture content</td>
<td>unitless</td>
<td>0.01</td>
</tr>
</tbody>
</table>

The processing time of the SCOPE 500 LUT was 37 min on a contemporary computer (Windows-64 OS, i7-4550 CPU 1.50 GHz, 8GB RAM). Because SCOPE delivers all types of outputs, here only the directional \( R \) and the \( SIF \) spectral outputs are used for developing emulators, i.e., two LUTs (same inputs but different outputs) are used in subsequent analysis. Each LUT was subsequently passed to the Emulator toolbox to evaluate the different MLRAs. The classical PCA was first applied. Although for each of the MLRAs the first 5 components explained already 99.96% of the variance, depending on the complexity of the output spectra, developing the regression models with less than 10 components led to inaccurate \( R \) reconstructions. Since \( SIF \) output is a smooth 650–850 nm two-peak broadband signal, 5 components was considered sufficient to start the analysis. However, for emulating \( R \) spectra more precise profiles were achieved with having more components added
in the regression algorithms. However, looping over more components slows down processing time. Therefore, 20 components (i.e., 100% explained variance) were evaluated as an acceptable trade-off between accuracy and processing time to the start with the R emulation analysis. With this default setup, the following aspects are systematically analyzed for emulating R and SIF spectra:

1. The selected MLRAs are first analyzed for the default training LUT of 500 samples and using 20 PCA for emulating R spectra and 5 PCA for emulating SIF spectra.
2. For the best-performing MLRA, the roles of PCA and PLS are analyzed.
3. For the best-performing MLRA and DR method, the following number of components are evaluated: 10, 20, 30 and 40 components for R spectra, and 2 up to 10 components for SIF spectra.
4. Additionally, the role of LUT size is analyzed for the best-performing emulator. A new LUT of 1000 samples according to LHS has been generated and evaluated.

Finally the best evaluated emulators are used in the rendering of a synthetic hyperspectral scene of TOC R and canopy-leaving SIF as would be observed by an imaging spectrometer overflying a vegetated surface (without atmospheric effects).

4.1. Emulation Validation

Since emulators only produce an approximation of the original model, it is important to realize that such an approximation introduces a source of uncertainty referred to as “code uncertainty” associated with the emulator [23]. Therefore, validation of the generated model is an important step in order to quantify the emulator’s degree of accuracy. To validate the accuracy of the emulator, part of the original data is kept aside as reference dataset. Various training/validation sampling design strategies are possible with the Emulator toolbox. In an attempt to keep processing fast, same as in [25] only a single split was applied using 70% samples for training and the remaining 30% for validation. The Emulator toolbox further provides various tools to validate the developed emulators. It analyzes the validation accuracy of each emulator by calculating the root-mean-square-error (RMSE) and the normalized RMSE (NRMSE) [%] difference between emulated spectra and validation RTM spectra per wavelength (\(\lambda\)) and then averaged over the full spectral range:

\[
RMSE_{\lambda} = \frac{\sum_{\lambda=1}^{b} \sqrt{\frac{1}{s} \sum_{n=1}^{s} (e_{\lambda,n} - r_{\lambda,n})^2}}{b} \quad (1)
\]

\[
NRMSE_{\lambda} [\%] = \frac{\sum_{\lambda=1}^{b} \left(\frac{\sqrt{\frac{1}{s} \sum_{n=1}^{s} (e_{\lambda,n} - r_{\lambda,n})^2}}{\max(\sum_{\lambda=1}^{b} r_{\lambda,n}) - \min(\sum_{\lambda=1}^{b} r_{\lambda,n})}\right)}{b} \times 100 \quad (2)
\]

where \(b\) is the number of bands, \(s\) the number of samples, \(e\) the emulated spectral value and \(r\) the RTM spectral value. The processing time of model training and validation is also tracked. In order to inspect the emulation accuracy along the spectral range, the toolbox further offers some visualization tools such as plotting the RTM vs. emulated output spectra and plotting the residuals, i.e., the difference between RTM-generated and emulated-generated spectra in absolute or relative terms. These plottings can also be summarized into general statistics, e.g., mean, standard deviation (SD), min-max boundaries and percentiles. Another option involves plotting the goodness-of-fit statistics as a function of wavelength, i.e., RMSE, NRMSE, coefficient of variation: \(R^2\). By plotting the errors over the full spectral range (e.g., RMSE or NRMSE), the achievable accuracy in reproducing spectral output can be quickly compared.

4.2. Scene Definition

As a proof of concept to exemplify the utility of emulators, the best-performing R and SIF emulators were imported into the A-SGM for a scene generation. Based on vegetation properties
of three arbitrarily defined vegetation classes, the emulators generated artificial scenes of 334 × 334 (111,556 pixels) of \( R \) and \( SIF \) outputs at 1 nm spectral resolution. For these classes, the following variables have been ranging by giving a mean and a SD around it (Table 2). The spatial patterns of the land cover classes are also arbitrarily generated, and within each vegetation class the input variables are uniformly randomly distributed.

### Table 2. Range of vegetation input variables used to fill the three synthetic land cover classes.

<table>
<thead>
<tr>
<th>Model Variables</th>
<th>Units</th>
<th>Vegetation Class 1 Mean (% SD)</th>
<th>Vegetation Class 2 Mean (% SD)</th>
<th>Vegetation Class 3 Mean (% SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Leaf variables:</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N</td>
<td>unitless</td>
<td>1.2 (30%)</td>
<td>1.4 (30%)</td>
<td>1.1 (10%)</td>
</tr>
<tr>
<td>Cw</td>
<td>[cm]</td>
<td>0.02 (30%)</td>
<td>0.01 (30%)</td>
<td>0.01 (10%)</td>
</tr>
<tr>
<td>Cab</td>
<td>[µg/cm(^2)]</td>
<td>40 (30%)</td>
<td>50 (30%)</td>
<td>30 (10%)</td>
</tr>
<tr>
<td>Cm</td>
<td>[g/cm(^2)]</td>
<td>0.02 (30%)</td>
<td>0.03 (30%)</td>
<td>0.03 (10%)</td>
</tr>
<tr>
<td>Cs</td>
<td>unitless</td>
<td>0.001 (30%)</td>
<td>0.001 (30%)</td>
<td>0.001 (10%)</td>
</tr>
<tr>
<td><strong>Canopy variables:</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LAI</td>
<td>[m(^2)/m(^2)]</td>
<td>3 (30%)</td>
<td>5 (30%)</td>
<td>2.5 (10%)</td>
</tr>
<tr>
<td>hc</td>
<td>[m]</td>
<td>0.3 (30%)</td>
<td>2 (30%)</td>
<td>0.3 (10%)</td>
</tr>
<tr>
<td>SMC</td>
<td>unitless</td>
<td>0.02 (30%)</td>
<td>0.02 (30%)</td>
<td>0.02 (30%)</td>
</tr>
</tbody>
</table>

### 5. Results

Results are organized as follows. First the key aspects that play a role in the emulation of \( R \) spectra are systematically analyzed. Then the analysis is repeated for the emulation of \( SIF \) spectra. Finally the best-performing emulators are used in the rendering of a synthetic hyperspectral scene of TOC \( R \) and canopy-leaving \( SIF \).

#### 5.1. SCOPE Reflectance (R) Spectra

##### 5.1.1. On the Role of Used MLRA

The role of the selected MLRAs on their ability of emulating \( R \) spectra are first analyzed for the default situation of trained by a LUT of 500 samples according to a 70/30% training/validation distribution and a 20 PCA conversion. Validation results are compared by plotting the relative errors (NRMSE) across the spectral range (Figure 1) and overview statistics and processing time are given in Table 3. The figure suggests the following: NN and the two GPR methods emulate substantially more accurate \( R \) spectra than the other MLRAs. Overall, relative errors stay well below 5%, although in the red to red-edge region (620–750 nm) accuracies are poorer. The GPR methods face additional difficulties in the water absorption regions (around 1400 and 1900 nm). Although GPR performs somewhat poorer than NN, it still deserves special attention. Table 3 shows that GPR accuracies are only slightly worse than NN. However, processing time halved, which refers mostly to training time, since for all methods applying the emulator for validation took place almost instantly. KRR only delivers acceptable accuracies within the NIR 750–1100 nm region, yet KRR is remarkable because mathematically simpler than GPR, which results into tremendously faster processing time, i.e., on the order of seconds. RF and SVR perform considerably poorer and can therefore be discarded to function as emulator.
Figure 1. SCOPE NRMSE [%] results for the MLRAs validation for 30% of 500 SCOPE R outputs using 20 PCA conversion.

Table 3. MLRA emulators validation results (RMSE$_\lambda$, NRMSE$_\lambda$) and training and validation processing time (s: seconds) for 30% of 500 SCOPE R outputs and using 20 PCA conversion).

<table>
<thead>
<tr>
<th>MLRA</th>
<th>RMSE$_\lambda$</th>
<th>NRMSE$_\lambda$ (%)</th>
<th>CPU (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>RF</td>
<td>0.022</td>
<td>6.763</td>
<td>46.6</td>
</tr>
<tr>
<td>NN</td>
<td>0.007</td>
<td>2.066</td>
<td>266.6</td>
</tr>
<tr>
<td>SVR</td>
<td>0.027</td>
<td>8.317</td>
<td>810.4</td>
</tr>
<tr>
<td>KRR</td>
<td>0.025</td>
<td>7.538</td>
<td>2.2</td>
</tr>
<tr>
<td>GPR</td>
<td>0.011</td>
<td>3.106</td>
<td>114.7</td>
</tr>
<tr>
<td>VHGPR</td>
<td>0.008</td>
<td>2.433</td>
<td>1006.8</td>
</tr>
</tbody>
</table>

Next, for the most accurate MLRA method, i.e., NN, the emulation performance is inspected in more detail against SCOPE validation data. To start with, some general statistics are plotted (mean, SD min-max) of the emulator on top of the same statistics of the SCOPE validation data (Figure 2, top). From the RTM vs. emulator performance comparison it can be observed that the means are nearly perfectly overlapping, even in the 1400 and 1900 nm water absorption regions, and he same holds for the SD around the mean. Only the min-max regions show some local mismatches.

The differences in performances can probably be better inspected by plotting the general statistics of the residuals (Figure 2, bottom). The mean is centered around 0, but the SD is fluctuating and the percentiles show considerably outliers in the visible and the water absorption regions.

In comparison, the same results are also shown for GPR (Figure 2, right). GPR was chosen because of performing nearly as accurate as NN but this model was more than twice as fast trained, and considerably faster than the more advanced VHGPR—although the speed in producing $R$ spectra is what really matters. Regarding the RTM vs. emulator comparison, it can be inspected that, while again differences in the min-max plottings can be observed, the performances are similar as NN. The relative residuals display the mismatches more pronounced (Figure 2, bottom). Although extreme outliers in the visual and in the 1400 and 1900 nm water absorption regions appear, these irregular absorption
regions are typically considered as noise and discarded in imaging spectroscopy applications. Note also that the SD around the mean is broader than NN, which suggests that the GPR model is a less accurate emulator.

![Graphs showing the comparison between SCOPE and emulated R spectra](image)

**Figure 2.** Top: General statistics (mean, standard deviation (SD), min-max) for SCOPE validation and corresponding emulated R spectra using SCOPE500-NN-20PCA (left) and SCOPE500-VHGPR-20PCA (right) emulators. The SD and min-max boundaries areas are presented as semi transparent so that their shapes for both datasets can be distinguished (red: RTM, blue: emulator). Consequently, the blended purple (SD) and pink (min-max) colors indicate the degree of RTM vs. emulated data overlapping. **Bottom:** Relative residuals between SCOPE and emulated R spectra. The areas represent the maximal spectral difference (light gray) and 1 SD (dark gray) for the 97.5 percentile. The black line represents the mean spectral residual.

5.1.2. On the Role of Dimensionality Reduction (DR) Methods

In this section, the role of dimensionality reduction (DR) methods is assessed given the best-performing MLRA method, i.e., NN. For a NN trained with 20 components the performance of PCA and PLS conversion can be inspected in Figure 3 (left). Although PLS deals slightly better with the visible part of the spectrum, on the whole, PCA delivers most accurate emulated reflectance across the spectral range. The role of number of PCA components used for training the NN models is further assessed by using 10, 20, 30 and 40 components (Figure 3, right). A clear trend appears; introducing more components into the model brings down the relative errors. Eventually, it makes that apart from the error peak in the red-edge and around 800 nm, errors are reduced to below 2% when training with 40 components. The downside of including more components is increasing the model complexity and thus a longer processing time, both for training as for applying the emulator. For instance, the training
and validation processing time increased from 66 s using 10 components to 874 s (14.5 min) using 40 components.

**Figure 3.** Left: SCOPE NRMSE [%] results for the NN validation for 30% of 500 SCOPE R spectra and using 20 components conversion for PCA and PLS. Right: SCOPE NRMSE [%] results for the NN validation for 30% of 500 SCOPE R spectra for PCA using 10, 20, 30 and 40 components conversion.

### 5.1.3. On the Role of LUT Size and Visualizing 500 LUT Emulator R Spectra

The role of LUT training size was subsequently assessed. Increasing the LUT size from 500 to 1000 samples (70% used for training) lowered the relative errors along the spectral range further (results not shown). Apart from the peak around the red-edge that lowered to 3%, relative errors are at 1% across the whole spectral range. However, the increase in LUT size goes at a computational cost. Generating the larger LUT did not only take more time (69 min), the training and validating processing of this dataset lasted even more, i.e., 85 min. Nevertheless of importance is that, once trained, applying the NN emulator delivers output very fast (e.g., 11 s to generate 500 R spectra).

Since the principle of an emulator is that a small number of RTM simulations should be sufficiently representative to accurately cover the full considered parameter space (i.e., as defined by the selected input variables), we subsequently display emulated R spectra as produced by the best evaluated 500 LUT emulator, thereby keeping in mind that accuracies can still be improved when using a larger LUT size for training. Accordingly, the spectral output of the SCOPE500-NN-40PCA emulator is inspected in more detail against the associated SCOPE validation spectra. To start with, some general statistics are plotted (mean, SD min-max) of emulated R spectra on top of the same statistics coming from the SCOPE validation R spectra (Figure 4, left). It can be observed that now the mean and SD stats are perfectly overlapping, only the min-max region shows some small discrepancies. Again, the differences between SCOPE R vs. emulated R spectra are probably better expressed by the relative residuals (Figure 4, right). The mean is centered around 0 and also the SD is reduced to a few percents with some broader regions in the visible and from 1400 nm onwards. Unfortunately some outliers remain, as can be observed from the min-max plottings.
Figure 4. Left: General statistics (mean, standard deviation (SD), min-max) for SCOPE validation and corresponding emulated spectra using the SCOPE1000-NN-40PCA emulator. The SD and min-max boundaries areas are presented as semi transparent so that their shapes for both datasets can be distinguished (red: RTM, blue: emulator). Consequently, the blended purple (SD) and pink (min-max) colors indicate the degree of RTM vs. emulated data overlapping. Right: Relative residuals between SCOPE and emulated reflectance spectra. The areas represent the maximal spectral difference (light gray) and 1 SD (dark gray) for the 97.5 percentile. The black line represents the mean spectral residual.

To enable a visual comparison of the emulated $R$ spectra, the 500 original LUT is firstly plotted. Although the LUT ranges over the full parameter space, the $R$ output is color-scaled as function of LAI and Cab, (Figure 5, left). The same input values were subsequently entered into the developed emulator (NN, 40 PCA) and the LUT of the emulated $R$ spectra is plotted next to the original LUT (Figure 5, right). Their similarity is noteworthy, despite the occurrence of some small differences. Relative errors ($\text{NRMSE}_\lambda$) between these 500 SCOPE and 500 emulated $R$ spectra is 1.7%. And this at a tremendous gain in processing speed; the 500 emulated $R$ spectra are generated within 9 s, i.e., about 250 times faster than the SCOPE model. Obviously, the emulation was only possible after training of the 500 original simulations, but with the developed emulator LUTs of any size can be generated within the input parameter space. For instance, a LUT of ten thousand $R$ emulations took about 8 min with the same NN emulator.

Figure 5. Left: 500 original SCOPE $R$ spectra.  Right: 500 emulated $R$ spectra as generated by the SCOPE500-NN-40PCA emulator. Processing time for the generation of the 500 LUT is added on top.
5.2. SCOPE Sun-Induced Fluorescence (SIF) Output

On the Role of Used MLRA

As a second part of this study, the same emulation assessment analysis was applied to emulated SCOPE SIF spectra. The main differences between SIF and \( R \) spectra is that SIF is a smooth broadband signal between 650 and 850 nm consisting of two peaks centred around 685 and 740 nm. Because of the smooth profiles, it implies that less components are needed to reconstruct the signal. Accordingly, the performance of the tested MLRAs along the spectral range are first analyzed using 5 components. Figure 6 suggests the following: (1) GPR, VHGPR and NN delivered a substantially more accurate emulation than the other MLRAs; relative errors stay below 5%. GPR slightly outperforms VHGPR until 790 nm, which is what matters; after 800 nm the SIF signal is close to zero. KRR delivered a substantially poorer emulator, but this method is again tremendously fast in training and emulating. Finally, the used SVR version not only performed poorest but also needed extremely long training time (Table 4).

![Figure 6](image)

**Figure 6.** SCOPE NRMSE [%] results for the MLRAs validation for 30% of 500 SCOPE SIF spectra using 5 PCA conversion.

**Table 4.** MLRA emulators validation results (RMSE, NRMSE) and training and validation processing time (s: seconds) for 30% of 500 SCOPE SIF outputs and using 5 PCA conversion.

<table>
<thead>
<tr>
<th>MLRA</th>
<th>RMSE</th>
<th>NRMSE (%)</th>
<th>CPU (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>RF</td>
<td>0.135</td>
<td>8.241</td>
<td>12.0</td>
</tr>
<tr>
<td>NN</td>
<td>0.081</td>
<td>5.031</td>
<td>44.7</td>
</tr>
<tr>
<td>SVR</td>
<td>0.126</td>
<td>7.349</td>
<td>293.9</td>
</tr>
<tr>
<td>KRR</td>
<td>0.108</td>
<td>6.723</td>
<td>1.5</td>
</tr>
<tr>
<td>GPR</td>
<td>0.049</td>
<td>3.303</td>
<td>27.9</td>
</tr>
<tr>
<td>VHGPR</td>
<td>0.055</td>
<td>3.064</td>
<td>102.4</td>
</tr>
</tbody>
</table>

5.3. On the Role of Dimensionality Reduction (DR) Methods

Because GPR and VHGPR yielded similar accuracies, the question arose whether these emulators can be further optimized by means of optimizing a DR method. Both PCA and PLS conversion with 2 up to 10 components were therefore evaluated. The NRMSE results of the four combinations plotted in Figure 7 suggest the following: (1) performances stabilizes after 4 components. Adding more
components hardly led to improvements while taking more processing time; (2) the differences between PCA and PLS are minimal; (3) GPR reaches higher accuracies in reproducing the SIF signal; VHGPR only reaches lower errors in the right tail. GPR runs substantially faster than VHGPR, because VHGPR adds an additional step during the training phase by exploiting the input-dependent noise. Given that both DR methods perform alike, PCA tend to be preferred because of simpler and therefore slightly faster.

It was then evaluated whether accuracies can be further improved by increasing the LUT training size to 1000 samples (70% for training) using 4 PCA components. For GPR the RMSE$_\lambda$ (NRMSE$_\lambda$) lowered to 0.046 (2.957%) and for VHGPR the RMSE lowered to 0.045 (2.871%). However, when plotting the NRMSE along the spectral range then relative errors were hardly lower as compared to the 500 LUT; improvements occurred merely in the tails of the SIF signal (results not shown). Also, processing time increased more than 8 times (244 s. for GPR and 898 s. for VHGPR), which makes that a large LUT of 1000 samples is not needed to emulate SIF spectra.

![Figure 7](image_url)

**Figure 7.** SCOPE NRMSE [%] results for the validation for 30% of 500 SCOPE SIF spectra using 2–10 components conversion.

Visualizing 500 LUT Emulator SIF Spectra

For the two best-performing 500LUT models, GPR-4PCA and GPR-4PLS respectively, emulated SIF spectra are inspected in more detail against the original SCOPE SIF validation spectra. Again, first some general statistics (mean, SD min-max) of the emulator are plotted on top of the same statistics of the SCOPE validation spectra (Figure 8, top). From the RTM vs. emulator comparison, for both
emulators the means and SD are perfectly overlapping, although there is some mismatch in the min-max regions. The differences in emulated spectra are again probably better expressed by plotting the general statistics of the residuals (Figure 8, bottom). In both cases the mean is centered around 0 although PLS shows a slight deviation around 790 nm. Also the SD of PCA stays constant throughout the spectral range, while PLS starts increasing towards the end. The percentiles are more irregular, suggesting that in both cases some outliers occurred. Altogether, PCA and PLS performed quite alike whereby PCA processes slightly faster.

Figure 8. Top: General statistics (mean, standard deviation (SD), min-max) for SCOPE validation and corresponding emulated SIF spectra using SCOPE500-GPR-4PCA (left) and SCOPE500-GPR-4PLS (right) emulators. The SD and min-max boundaries areas are presented as semi transparent so that their shapes for both datasets can be distinguished (red: RTM, blue: emulator). Consequently, the blended purple (SD) and pink (min-max) colors indicate the degree of RTM vs. emulated data overlapping. Bottom: Relative residuals between SCOPE and emulated SIF spectra. The areas represent the maximal spectral difference (light gray) and 1 standard deviation (dark gray) for the 97.5 percentile. The black line represents the mean spectral residual.

Finally, just as with the R spectra, the original 500 SCOPE SIF spectra are plotted next to the same SIF spectra as produced by the GPR-4PCA emulator (Figure 9). The emulated spectra are delivered in 3 s as opposed to 37 min by SCOPE. Although the full parameter space of the 8 input variables is covered, the plotting is again color-scaled according to LAI and Cab. The same SIF spectra are produced but some small differences may appear for some emulations. Relative errors (NRMSEλ) between these 500 SCOPE and 500 emulated SIF spectra is 2.1%.
Figure 9. Left: 500 original SCOPE SIF spectra. Right: 500 emulated SIF spectra as generated by the SCOPE500 GPR-4PCA emulator. Processing time for the generation of the 500 LUT is added on top.

5.4. Scene Generation

As a demonstration case, we close this work with the rendering of hyperspectral scenes of $R$ and SIF spectra as generated by emulators (Figure 10). To do so, the best-performing 500 LUT emulator for $R$ (i.e., SCOPE500-NN-40PCA) and the close to best-performing but fast emulator for SIF (i.e., SCOPE500-GPR-4PCA) were imported into the A-SGM to generate $R$ and SIF spectra of a vegetated scene defined according to the vegetation classes of Table 2. Once having the scene properties and vegetation classes into the A-SGM defined, the toolbox produces both maps of the input variables and renders an output scene. Here a scene consisting of 111,556 hyperspectral pixels was emulated. Although a GPR emulator is generally slower than a NN emulator, because of having only 4 components involved as opposed to 40, the SIF scene was generated twice as fast as the $R$ scene; the rendering of the $R$ scene took about 24 min (NN emulator) whereas the SIF scene took 11 min (GPR emulator). The A-SGM further provides the option to analyze the generated scene by some simple stats (e.g., plotting output statistics per class), as exemplified in Figure 10 (right).

Figure 10. Illustration of A-SGM scene generation by using emulators. First a land cover map is arbitrarily created. Then these classes are filled with the input variables according to Table 2. Following the emulators are run to generate the spectral datacubes. For illustration, output images of a few wavelengths are shown. Also general statistics (mean, SD, min-max) per class are derived.
6. Discussion

Let us now discuss on the most important messages conveyed in this work, and the implications on further studies for imaging spectroscopy data analysis, scene generation and model inversion.

6.1. Interpreting Emulator Results

Emulation is a statistical technique used to approximate a deterministic model when the model is too computationally expensive to be run many times [23]. Following on initial successful experiments that MLRAs can function as emulators to approximate RTMs [24–26], here the concept of emulating an advanced RTM has been further explored. SCOPE was the RTM under study, but the emulation technique can be applied to any RTM. Specifically, key aspects that determine the degree of accuracy that can be reached through emulators were addressed. These aspects include: (1) used machine learning algorithm, (2) used dimensionality reduction method, and (3) number of components. Each of these aspects are briefly discussed below.

From the 6 machine learning algorithms tested, only those of the family of Gaussian processes regression (GPR and the variational heteroschedastic GPR variant) and neural networks (NN) reached best accuracies. The other popular machine learning algorithms such as support vector regression (SVR) and random forests (RF) were in none of the tested experiments able to reach the accuracy as delivered by GPR or NN. Kernel ridge regression (KRR) performed in-between those two groups and deserves special attention because of being trained and running extremely fast. For instance, by using the KRR model as trained by 40 components it took about 1 s to generate 500 $R$ spectra. Hence, for situations where accuracy is less of an issue, e.g., during algorithm development and testing phase, then KRR can serve as an attractive emulator for rapid spectral data generation. KRR is faster because it has less hyperparameters to tune. GPR and VHGPR, however, are not multi-output methods but instead loop over the components. Consequently, the training and application of these models will process slower when more components are involved. But the family of GPR has an additional advantage that these Bayesian methods provide associated uncertainty estimates [69]. Such information can function as a filter, i.e., discard emulations when surpassing an uncertainty threshold. Finally, although the best-performing emulators reached accuracies with relative errors (NRMSE) of 2 to 4% for the tested datasets, improvements may still be possible when exploiting latest generation of machine learning algorithms, e.g., in deep learning [70,71].

A second aspect that was evaluated was whether the dimensionality reduction (DR) method PLS as an alternative of the classical PCA would lead to higher accuracies. The DR step is of importance in the emulation of RTM spectral outputs, as it allows compressing the spectral output into a manageable number of components before entering into the regression algorithm, and afterwards reconstructing the full spectrum again. This reconstruction step is mandatory to be able delivering spectroscopic data outputs with several hundreds to thousands bands. Even though PLS is a slightly more advanced version of PCA, because both methods are mathematically alike, PLS hardly led to notable improvements. While for $R$ emulation PLS led to higher accuracies in some spectral regions, it generally performed poorer and more unstable than PCA; and for $SIF$ emulation both DR methods performed alike. Altogether, PCA can be concluded as the preferred DR method, though the development of powerful DR methods with capabilities to reconstruct the signal is strongly encouraged.

A third aspect determining the emulator accuracy involves the number of components into the regression model. To some extent, including more components improves the emulation accuracy. By adding more components to the regression model in principle more spectral variability is preserved. But at some point saturation takes place, and adding more components instead decelerates the emulation process. However, the optimal number of components is rather driven by the complexity of spectral data, i.e., more irregular spectral data require more components to preserve the full spectral variability. This was observed for the $R$ emulation where a progressive increase in accuracy was reached by adding more components. Typically, eventually accuracy stability will be reached,
although that was not yet the case with 40 components. Stability was more rapidly achieved with
the spectrally smooth 2-peak SIF emulation. After 4 components improvements were minimal to
non-existent. Conversely, when moving towards more irregular top-of-atmosphere (TOA) radiance
data [25] then it appeared considerably more components are required to reach accurate emulation
results. These examples underline that the nature of the spectral data determines the optimized
number of components. Practically, some repetitions are required to deduce this optimal number.

A fourth aspect is that a larger LUT, i.e. more samples used for training, can also favor the
emulator accuracy. The LUT size is worth exploring when aiming to maximize emulation precision.
On the other hand, it should be remarked that a larger LUT goes together with a longer processing
time, both in LUT generation, model training and model running. Especially NN needs a long training
time, yet once the model is developed, it generates spectral outputs very fast. GPR is faster in training
but takes more time to produce output when many components are involved.

A final point to be remarked is that the emulator performance also depends on the number and
nature of included input variables. Adding more input variables amplifies the complexity of the
statistical model and may thus be at the expense of accuracy and processing speed. However, not
all input variables play an equally important role in shaping spectral output and over the complete
spectral range. In case of SCOPE, that provides all kinds of outputs, some input variables have
no influence at all to some outputs, e.g., soil variables in case of SIF output [20]. This means that
in principle only the driving input variables related to a targeted output are of interest to develop
an emulator; including uninfluential variables would only make the emulator unnecessary heavy.
A global sensitivity analysis can infer the wavelength-dependent driving input variables, but also
some input variables can be kept fixed because of typically known, e.g., sun-target-sensor geometry
and perhaps some meteorological variables. This means that the development of emulators can be
customized depending on available information about input variables, the targeted spectral output
and the intended application.

6.2. Opportunities for Fast Scene Generation

As a case study, the applicability of emulators has been demonstrated by importing them into
ARTMO’s scene generator module (A-SGM). The generation of a scene consisting of 111,556 pixels
took about 24 min for a R datacube and 11 min for a SIF datacube. In comparison, using SCOPE would
take more than 5 days to generate the same scene. At the same time, it did not escape our attention that
the rendered R and SIF scenes are of low realism in representing vegetated areas. While here shown
as proof of concept only, in principle the A-SGM can render realistic vegetation classes when input
variables ranges are supported by field data and the spatial distribution is defined according to a land
cover map. Moreover, when entering temporal profiles of the input variables then also time series of
multiple images can be generated. Hence, when using real land cover maps and real time series of
input variables, then the A-SGM can become an attractive tool to produce more realistic scenes.

A drawback of the current version, however, is that the A-SGM is limited to generate TOC spectral
outputs only. In order to upscale to TOA radiance data, a coupling with an atmospheric model is
required. Such coupling is already implemented in the FLEX E2E simulator (FLEX-E) through the
atmospheric RTM MODTRAN [13]. Yet, adding an additional RTM to the system will further slow
down the processing chain. In fact, MODTRAN is even more computationally expensive than SCOPE
and is currently the main bottleneck of FLEX-E. To enable fast generation of TOA radiance data, it
would therefore make a substantial difference to have MODTRAN emulated and couple it with a
SCOPE-like emulator. Progress in this direction is underway [72]. Based on these developments, it is
expected that ultimately E2E Simulators such as FLEX-E will have the option to run multiple emulators
in order to generate quasi-simultaneously synthetic TOC and TOA scenes.
6.3. New Processing Opportunities with Emulators

The most significant advantage of customized RTM-like emulators is the tremendous gain in processing speed—although at a risk of losing somewhat in precision as compared to the original RTM (here reaching relative errors down to 2% when comparing original vs. emulated R and SIF LUTs). The tested emulators deliver spectral outputs quasi-instantly, which implies accelerating processing speed in the orders of hundreds to thousands times, depending on the speed of the original RTM. At the same time, they hardly take memory space, only a few model coefficients are stored for prediction. Consequently, emulators can become an attractive technique for a diversity of remote sensing applications when accepting a small loss in output precision. A few application examples have already been mentioned in [25], here they are further elaborated and some more are added.

**Global sensitivity analysis.** An important aspect when using advanced RTMs is the identification of the key input variables driving the spectral output and variables of lesser influence. By identifying variables of lesser influence, models can be greatly simplified, which facilitates practical applications such as inversion [73]. To achieve this, a sensitivity analysis is required. Global sensitivity analysis (GSA) explores the full input variable space [74]. Specifically, variance-based GSA methods aim to quantify the amount of variance that each input variable contributes to the unconditional variance (variance across all simulations) of the model’s output [75]. However, a GSA requires many simulations (depending on the number of variables, typically in the orders of ten thousands), which makes it computationally demanding. As an elegant alternative, recently it has been demonstrated that GSA calculation can go very fast when replacing the RTM by an emulator [25]. Multiple emulators of leaf, canopy and atmosphere RTMs were analyzed, including MODTRAN. In this way, to the best of our knowledge, for the first time MODTRAN driving variables on the atmospheric transfer functions were identified. The processing of GSA took only a few minutes using an emulator – in comparison it would take over a month using MODTRAN.

**Numerical inversion.** Iterative optimization is a classical technique to invert RTMs against spectral data [76,77]. The optimization consists in minimizing a cost function, which estimates the difference between measured and estimated variables by successive input variable iteration. The iterative optimization algorithms are computationally demanding and hence time-consuming when large spectral datasets are inverted. This method has never been a viable option for computationally intensive RTMs, and even for computationally cheap RTMs the method is slow and not appealing. Making use of pre-generated LUTs is preferred in inversion schemes (see [48] for a review). For instance, canopy RTM LUTs are used in the MODIS LAI retrieval products [78] and also atmospheric correction algorithms make use of LUT-based inversion methods e.g., [79–83]. Accordingly, when replacing the original RTMs by their emulated counterparts then numerical inversion can again become an attractive alternative; numerical inversion using a RTM-like emulator can go very fast. It would bypass the need to invest in large and heavy LUTs. To explore this research line further, in ARTMO a so-called Numerical Inversion Toolbox is currently under construction that will make use of emulators. However, since a scene typically consists of millions of pixels and per pixel many iterations are required, initial tests suggested that only the KRR emulator is fast enough to deliver output maps within reasonable time.

**LUT generation and exploiting.** Alternatively, emulation can also be a viable option for large LUT generation. Although a small LUT is required to develop an emulator, the emulator can subsequently be used to generate a large LUT—that is essentially how scene generation or GSA works. Yet another possibility of emulation is to function as an alternative of interpolation techniques in LUT-based inversion strategies. This can become an attractive approach, since interpolation techniques are widely used to fill up the parameter space when developing very large LUTs are too computationally expensive e.g., [82–85]. A follow-up study will infer whether emulation techniques would lead to more accurate and faster gap-filling predictions as is done by conventional interpolation techniques.

**Emulation of experimental data.** Beyond RTMs, the emulation technique can likewise be applied to experimental data. Instead of being trained by synthetic data, just as well field data (i.e.,
variables plus associated spectral data) can be used to train a MLRA. As such, an emulator is developed with the capability of generating spectral outputs similar to what is observed in the field. This gap-filling technique can be of interest, for instance when insufficient field data has been collected. Another advantage of building such an emulator is that the driving input variables in shaping the spectral data can be rapidly identified by running a GSA to the emulator. In addition, the emulator can also be implemented into inversion schemes. These various research paths will be further explored in follow-up studies.

7. Conclusions

Emulators are statistical constructs that approximate the functioning of deterministic models such as RTMs. If proven sufficiently accurate, they provide great savings in memory and tremendous gains in processing speed, and open many new research and practical opportunities—not in the least enabling to convert computationally expensive RTMs into computationally fast surrogate models. Given a subset of input variables, we analyzed key aspects of emulator development that play a role in the accuracy of reproducing SCOPE canopy-leaving reflectance ($R$) and fluorescence ($SIF$) spectra, being: the used (1) machine learning regression algorithm, (2) dimensionality reduction (DR) method to transform the spectral dimension into components, and (3) number of components involved into the regression algorithm. The machine learning family of Gaussian processes regression (GPR) and neural networks (NN) were found most powerful to function as emulator, whereas kernel ridge regression (KRR) reconstructs spectral outputs extremely fast at the expense of losing somewhat in accuracy. PCA remains a robust DR method in decomposing and reconstructing the spectra, but the number of components needs to be optimized depending on the complexity of the spectral data to preserve maximal spectral variability. Based on a small LUT of 500 samples (70% used for training), the best-performing emulators can reconstruct any combination of the given SCOPE input variables; they were validated with relative errors below 2% for $R$ and 4% for $SIF$, and errors can still go down when using a larger LUT size. As a proof of concept, the best-performing $R$ and $SIF$ emulators were subsequently imported into ARTMO’s new Scene Generator Module (A-SGM) to produce synthetic $R$ and $SIF$ scenes of a vegetated surface. It did not take longer than 24 and 11 min, respectively, to create hyperspectral datacubes of $R$ (by NN emulator) and $SIF$ (by GPR emulator) with a size of $334 \times 334$ pixels. In comparison, SCOPE would need multiple days to produce the same scenes. With ongoing progress made in machine learning, it is expected that in the forthcoming years emulators will be able to produce spectral output that is fully consistent with the original RTM. As such, emulators can replace computationally expensive physical models in all kinds of data processing applications, not only in the field of radiative transfer modelling for spectroscopic data analysis, but in any field where modeling is involved.
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Appendix A

Table A1. SCOPE v. 1.61 fixed input parameters according to default settings.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Broadband Incoming Shortwave Radiation (0.4–2.5 µm) [W m⁻²]</td>
<td>600</td>
</tr>
<tr>
<td>air temperature [°C]</td>
<td>20</td>
</tr>
<tr>
<td>air pressure [hPa]</td>
<td>970</td>
</tr>
<tr>
<td>atmospheric vapour pressure [hPa]</td>
<td>15</td>
</tr>
<tr>
<td>wind speed at height z [m s⁻¹]</td>
<td>2</td>
</tr>
<tr>
<td>atmospheric CO₂ concentration [ppm]</td>
<td>380</td>
</tr>
<tr>
<td>atmospheric O₂ concentration [per mille]</td>
<td>209</td>
</tr>
<tr>
<td>carotenoid content [µg cm⁻²]</td>
<td>20</td>
</tr>
<tr>
<td>leaf width [m]</td>
<td>0.1</td>
</tr>
<tr>
<td>soil boundary layer resistance [s m⁻¹]</td>
<td>10</td>
</tr>
<tr>
<td>within canopy layer resistance [s m⁻¹]</td>
<td>0</td>
</tr>
<tr>
<td>leaf boundary resistance [s m⁻¹]</td>
<td>10</td>
</tr>
<tr>
<td>observation zenith angle [°]</td>
<td>0</td>
</tr>
<tr>
<td>solar zenith angle [°]</td>
<td>30</td>
</tr>
<tr>
<td>azimuthal difference between solar and observation angle [°]</td>
<td>0</td>
</tr>
<tr>
<td>soil resistance for evaporation from the pore space [s m⁻¹]</td>
<td>500</td>
</tr>
<tr>
<td>spectrum number (column in the database soil file) []</td>
<td>1</td>
</tr>
<tr>
<td>maximum carboxylation capacity (at optimum temperature) [µmol m⁻² s⁻¹]</td>
<td>30</td>
</tr>
<tr>
<td>Ball-Berry stomatal conductance parameter []</td>
<td>8</td>
</tr>
<tr>
<td>extinction coefficient for Vcmax in the vertical (maximum at the top). 0 for uniform Vcmax []</td>
<td>0.6396</td>
</tr>
<tr>
<td>Respiration = Rdparam*Vcmcax []</td>
<td>0.0150</td>
</tr>
<tr>
<td>fluorescence model</td>
<td>Collatz-TB12</td>
</tr>
<tr>
<td>measurement height of meteorological data-[m]</td>
<td>10</td>
</tr>
<tr>
<td>broadband thermal transmittance</td>
<td>0.01</td>
</tr>
<tr>
<td>photochemical pathway</td>
<td>C3</td>
</tr>
<tr>
<td>fluorescence quantum yield efficiency at photosystem level</td>
<td>0.02</td>
</tr>
<tr>
<td>broadband soil reflectance in the thermal range (1-emissivity)</td>
<td>0.06</td>
</tr>
<tr>
<td>leaf drag coefficient</td>
<td>0.3</td>
</tr>
<tr>
<td>leaf inclination distribution</td>
<td>spherical</td>
</tr>
</tbody>
</table>
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