A Multiscale Deeply Described Correlatons-Based Model for Land-Use Scene Classification
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Abstract: Research efforts in land-use scene classification is growing alongside the popular use of High-Resolution Satellite (HRS) images. The complex background and multiple land-cover classes or objects, however, make the classification tasks difficult and challenging. This article presents a Multiscale Deeply Described Correlatons (MDDC)-based algorithm which incorporates appearance and spatial information jointly at multiple scales for land-use scene classification to tackle these problems. Specifically, we introduce a convolutional neural network to learn and characterize the dense convolutional descriptors at different scales. The resulting multiscale descriptors are used to generate visual words by a general mapping strategy and produce multiscale correlograms of visual words. Then, an adaptive vector quantization of multiscale correlograms, termed multiscale correlatons, are applied to encode the spatial arrangement of visual words at different scales. Experiments with two publicly available land-use scene datasets demonstrate that our MDDC model is discriminative for efficient representation of land-use scene images, and achieves competitive classification results with state-of-the-art methods.
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1. Introduction

High-Resolution Satellite (HRS) images are increasingly available and therefore are playing an ever-more important role in land-use classification [1]. HRS images provide more of the appearance and spatial arrangement information needed in land-use scene category recognition [2]. It is usually difficult, however, to recognize land-use scene categories because they often comprise of multiple land covers or ground objects [3–11], such as airports with airplanes, runways and grass. Land-use scene categories are largely affected and determined by human social activities. Thus, the land-use scene recognition and classification in HRS images are based on a priori knowledge. Subsequently, the traditional pixel-based [12] and low-level feature-based image classification techniques [13,14] are inadequate for land-use scene classification.

The Bag-of-Visual-Words (BoVW) model, extremely popular in image analysis and classification [15–18], provides an efficient solution for land-use scene classification. The BoVW model, initially proposed for text categorization, treats an image as a collection of unordered appearance descriptors, and represents images with the frequency of “visual words” that are constructed by quantizing local features with a clustering method (e.g., k-means) [15]. The original BoVW method discards the spatial order of the local features and severely limits the descriptive capability of image representation. Therefore, many variant methods [4,19–22] based on the BoVW model have been
developed for improving the ability to depict the spatial relationships of local features. These methods rely heavily on low-level feature descriptors for generating visual words. However, these low-level features, such as Scale-Invariant Feature Transform (SIFT) [23] or Histograms of Oriented Gradients (HOGs) [24], are unreliable and often fail to accurately characterize the complex land-use scenes found in HRS images [25].

Convolutional Neural Networks (CNNs), a hierarchical network invariant to image translations, have achieved great success in image classification [26], detection [27] and segmentation [28] on several benchmarks [29]. CNN is a biologically inspired multi-stage architecture composed of convolutional layers, pooling layers, and fully-connected layers. The key to success is the ability to learn increasingly complex transformations of the input and capture invariances from large labelled datasets [30]. Importantly, much of the recent work [31–36] has demonstrated that CNNs pre-trained on large datasets such as ImageNet [37] contain general-purposed feature extractors and can be transferable to many other domains. This is very helpful in the land-use scene classification because of the difficulty of training a deep CNN with a small number of training samples. Many approaches utilize the outputs of a deep and fully-connected layer as features to achieve transfer in CNNs. These methods, however, must fit the input image to a fixed size rendering it compatible with fully connected layers, either via cropping [26] or via warping [33]. The deeper layers may be more domain-specific, and therefore potentially less transferrable than shallower layers. Cimpoi et al. [30] proposed a representation method using the convolutional layer of a CNN as filter bank and Fisher Vector (FV) as a pooling mechanism. This method can process any image size by convolutional layers and avoid costly resizing operations. However, the pooling mechanism is orderless, and thus does not capture information concerning spatial layout, which has limited descriptive ability in land-use scene classification. Spatial pyramid pooling [19,38–42] (popularly known as spatial pyramid matching or SPM [19]) can incorporate spatial information and accept any size of input images by partitioning the image into increasingly fine subregions and computing the histograms of local features found inside each subregion. This pooling method was designed for natural image scene classification using ordered regular grids that incorporate spatial information into the representation, and therefore are sensitive to the rotation of image scenes. This sensitivity problem inevitably causes misclassification of scene images, especially for land-use scene images, and influences classification performance.

Motivated by the concept of color correlograms [43], Savarese et al. proposed a correlation model to capture spatial co-occurrence information by correlograms of features. Correlograms are easy to compute and robust to occlusions, and can encode both local and global spatial arrangement information [44]. The correlation method uses correlograms of local features to model the typical spatial correlation of visual words and applies adaptive vector quantization to compact correlograms without loss of discrimination [20,44]. However, the correlograms used in these methods are sensitive with respect to scale. Therefore, we proposed a Multiscale Deeply Described Correlatons (MDDC)-based model to incorporate appearance and spatial information at multiple scales for land-use scene classification. In the MDDC, we learn deeply described visual words through CNNs at different scales, so that complex land-use scenes can be described more robustly using these multiscale deep features. A mapping strategy is applied to label each multiscale local feature and compute the corresponding multiscale correlogram of the visual words for encoding both local and global spatial information at different scales. We apply adaptive vector quantization of multiscale correlograms to achieve a compact spatial representation without loss of discrimination. Experiments were conducted based on two public ground truth image datasets, manually extracted from publicly available high-resolution overhead imagery. Experimental results show that the MDDC-based model using CNN and multiscale correlograms is a simple yet effective way to represent the land-use scene images and achieves high classification accuracies.

The remainder of this paper is organized as follows: Section 2 introduces the proposed MDDC-based model for land-use scene classification. The experimental results and analysis are
presented in Section 3, followed by an analysis and discussion in Section 4. In Section 5, some concluding remarks are presented and perspectives on future work close the paper.

2. The Proposed Method

In this section, we give a detailed description of land-use scene representation and classification in the MDDC framework. The proposed approach includes four main components: visual words encoding, correlogram extraction, correlation encoding, and classification. In the visual words encoding step, dense convolutional features are extracted at multiple scales using pre-trained CNNs such as VGG (Visual Geometry Group Net) neural network, and features are flattened into vectors for deeply described visual word generation. In the correlogram extraction step, a general mapping strategy is applied to label each feature and compute the correlograms of visual words at different scales. In the correlation encoding step, an adaptive vector quantization of multiscale correlograms, called a multiscale correlation, was applied to achieve a compact spatial representation without loss of discrimination. In the classification step, with a concatenated histogram of visual words and multiscale correlations, linear Support Vector Machine (SVM) classifiers are trained for land-use scene classification. Figure 1 illustrates the flowchart of this framework.

2.1. Multiscale Deeply Described Visual Words Encoding

The original concept of CNN was biologically inspired by “neocognitron” [45], a hierarchical network with invariance to image translations. LeCun et al. [46] refined the CNN architecture and successfully applied in character recognition. The CNN framework is organized in layers, and the first few stages are composed of convolutional layers and pooling layers. The convolutional layers learn the weights of filters to produce convolutional information of the input image. The first convolutional layer only learns locally low-level features for working on a small image window. The deeper convolutional layer learns more robust and complex features from low-level features for a broader view. Pooling layers perform a down-sampling operation to reduce the size of image by computing the maximum on a local region. Fully connected layers connect all neurons in the previous pooling layers and convolutional layers to every single neuron of itself for better summarized results and accurate classification.

Figure 1. Flow chart of our MDDC model for land-use scene classification.
In this paper, the deeply described visual words are computed on the output of a single convolutional layer of the CNN, such as the last convolutional layer. The input images need not be rescaled to a specific size for the non-required computation of fully connected layers. Thus, we can extract the dense convolutional features at different scales and pooled them as in SIFT. Specifically, we construct multiscale dense convolutional features with $S$ scales by subsampling/supersampling original HRS images and extracting single-scale convolutional features. Then, a visual vocabulary containing $K$ entries was formed by a pooling method such as k-means [47] using a random subset of features at all scales from the training set.

Let $X = [X^1, X^2, \ldots, X^S]^T$ be a set of descriptors obtained through dense convolutional feature representation in an $N$-dimensional feature space at $S$ different scales. The single-scale dense convolutional descriptors $X^s$ is defined as follows:

$$X^s = [x^s_1, x^s_2, \ldots, x^s_{M_s}]^T \in \mathbb{R}^{M_s \times N}, \ s = 1, \ldots, S$$

where $x^s_m$ is the $m^{th}$ descriptor and $M_s$ is the number of descriptors at scale $s$. A dictionary $D$ has $K$ training atoms $\{d_k\}_{k=1, 2, \ldots, K}$, each of which is an $N$-dimensional vector. The dictionary is formed by collecting all the multiscale descriptors $X$ from the training set, selecting a random subset of features, and applying a pooling method to encode these local descriptors. In different pooling methods, the deeply described visual word encoding is transformed into dictionary generation problem that is solved as different optimization problems. Let $V = [V^1, V^2, \ldots, V^S]^T$ be the multiscale coefficient matrix and a single-scale coefficient matrix $V^s$ is represented as follows:

$$V^s = [v^s_1, v^s_2, \ldots, v^s_{M_s}]^T \in \mathbb{R}^{M_s \times K}, \ s = 1, \ldots, S$$

where $v^s_m$ is the cluster membership indicator for the descriptor $x^s_m$. Once the dictionary $D$ is pre-trained and fixed, $V^s$ can be computed by applying the corresponding encoding of $X^s$. Let $|v^s_m|$ be the $l_1$-norm of $v^s_m$, or the summation of the absolute value of each element in $v^s_m$, the k-means adopted in this paper constrains $|v^s_m| = 1$, and restricts only non-zero entry in $v^s_m$. Finally, an image feature vector $u$ is computed by using a corresponding pooling function and adding up all the elements $v^s_m$ as follows:

$$u = \sum_{s=1}^{S} \sum_{m=1}^{M_s} v^s_m \in \mathbb{R}^{1 \times K}$$

Thus, we obtained multiscale bag-of-visual words representation for each image, which is an appearance-based representation. Mathematically, this representation of an image is the frequency or histogram of multiscale visual words in the vocabulary.

### 2.2. Multiscale Correlograms

A traditional correlogram is a matrix expressing spatial co-occurrences of features, encoding both the local and global spatial relationship of visual words, and is robust with respect to basic geometric transformations and occlusions [43]. For a multiscale deeply described visual word, a label will be assigned as a visual word index for each descriptor at different scales. The number of such labels is $K$, which equals to the size of visual vocabulary. Let $\Pi$ be a kernel (or image mask), and $\Pi_r$ be the $r^{th}$ kernel. The number of occurrences of visual words labeled as $l_p$ and $l_q$ at scale $s$ within the kernel $\Pi_r$ is denoted as $h^t(\Pi_r, l_p, l_q)$, for $l_p = 1 \ldots K, l_q = 1 \ldots K, r = 1 \ldots T, s = 1 \ldots S$, where $T$ is the number of kernels. Then, a correlogram at scale $s$ that is a $K \times K \times T$ matrix $C(l)$ is extracted from the value of $h^t(\Pi_r, l_p, l_q)$.

In this paper, deeply described visual words are learned by k-means, while each descriptor is given a label with a corresponding entry index in the dictionary. We used a maximum map strategy [47], which assigns the index of maximum non-zero entry in the coefficient matrix to the label, for the
visual words pooling method. Thus, the single-scale coefficient matrix \( V^s \in \mathbb{R}^{M \times K} \) using k-means is represented as follows.

\[
V^s = [v^s_{11}, v^s_{12}, \ldots, v^s_{MK}]^T \in \mathbb{R}^{M \times K}, \text{ subject to : } |v^s_m| = 1, \text{ and } v^s_{mi} \in \{0, 1\}
\]  

(4)

where \( v^s_{mi} \) is the matrix element of \( m^{th} \) row and \( p^{th} \) column of \( V^s \), and there is only one entry that is 1 and others are 0 in \( v^s_{m} \). The label of a descriptor is represented by the index of non-zero. For example, if the non-zero entry in \( v^s_{m} \) is \( v^s_{mi} \), the label will be \( i \). The spatial co-occurrences of a pair of deeply described visual words are easily exploited using the labels of descriptors.

Since multiscale deeply described visual words are constructed, we should consider the spatial correlation of visual words at different scales. We can calculate the correlograms at each scale separately and integrate them into a larger set. However, if we directly extract correlograms from descriptors explored in the subsampling/supersampling images, we must select parameters for correlograms at each scale. Therefore, we relocate the descriptors by rescaling the images of each scale to the size of original images. In this way, we can apply same parameters of correlograms for different scales.

Specifically, for each kernel \( \Pi_r \), we define \( W^s(\Pi_r, p, q, i, j) \) to indicate the co-occurrence of visual word \( p \) and \( q \) in descriptors \( i \) and \( j \) at scale \( s \) as follows:

\[
W^s(\Pi_r, p, q, i, j) = v^s_{ip}v^s_{jq}
\]  

(5)

We define \( H^s(\Pi_r, p) \) as a corresponding local histogram for each kernel at scale \( s \), and \( q^{th} \) element \( H^s(\Pi_r, p, q) \) are defined as follows:

\[
H^s(\Pi_r, p) = \sum_{i=1}^{M} \sum_{j=1}^{M} W^s(\Pi_r, p, q, i, j)
\]  

(6)

We compute the average local histogram \( \hat{H}^s(\Pi_r, p) \), which describes the average distribution of visual words with respect to visual word \( p \) within the region \( \Pi_r \) at scale \( s \) as follows:

\[
\hat{H}^s(\Pi_r, p) = \frac{H^s(\Pi_r, p)}{\sum_{q=1}^{K} H^s(\Pi_r, p, q)}
\]  

(7)

We denote \( i^{th} \) elements of \( \hat{H}^s(\Gamma_r, i) \) as \( \hat{h}^s(\Gamma_r, i, j) \) for \( i = 1 \ldots K, j = 1 \ldots K, r = 1 \ldots T \). As a result, a correlogram at scale \( s \), which is a \( K \times K \times T \) matrix \( C^s \), can be obtained by collecting the values \( \hat{h}^s(\Gamma_r, i, j) \). We define the single-scale correlogram element \( E^s(i, j) \), which is obtained from the \( i^{th} \) row and \( j^{th} \) column of \( C^s \), as a \( 1 \times T \) vector. Each single-scale correlogram can be regarded as a set of \( K \times K \) correlogram elements. A multiscale correlogram is expressed as:

\[
C = [C^1, C^2, \ldots, C^s] \in \mathbb{R}^{(K \times K \times S) \times T}, s = 1, \ldots, S
\]  

(8)

and a single correlogram \( C^s \) is represented as:

\[
C^s = [E^s(1,1), \ldots, E^s(1,K), \ldots, E^s(K,1), \ldots, E^s(K,K)] \in \mathbb{R}^{(K \times K) \times T}
\]  

(9)

The correlogram element \( E^s(i, j) \) can expresses how the co-occurrence of a pair of visual words \( i \) and \( j \) changes with different kernel radii. Thus, correlograms can encode both local and global spatial information at multiple scales.

2.3. Modeling Land-Use Scene by Multiscale Correlotons

The appearance-based representation of a land-use scene image is generated using multiscale dense convolutional features and corresponding pooling function. We extract corresponding \( 1 \times K \) single-scale correlogram elements for each pair of visual words at the same scale. Then, all the
We conducted several groups of experiments to investigate the effectiveness of the MDDC-based without loss of discrimination accuracy. Due to the compactness, multiscale correlations can improve efficiency and alleviate over fitting problems. Finally, a concatenated histogram of visual words and multiscale correlations is classified using linear SVM classifiers.

3. Experiments and Analysis

In this section, we provide the experimental setups, and discuss the results on two public datasets. We conducted several groups of experiments to investigate the effectiveness of the MDDC-based representation for land-use scene classification.

3.1. Experimental Setup

We evaluated our proposed model on two public land-use scene datasets, which were:

- **UC Merced Land Use Dataset.** The UC Merced dataset (UCM) is one of the first publicly available high-resolution remote sensing imagery data sets [4]. This dataset contains 21 typical land-use scene categories, each of which consists of 100 images measuring $256 \times 256$ pixels with a pixel resolution of 30 cm in the red–green–blue color space. Figure 2 shows two examples of ground truth images from each class in this dataset. The classification of UCM dataset is challenging because of the high inter-class similarity among categories such as medium residential and dense residential areas.

- **WHU-RS Dataset.** The WHU-RS dataset is a publicly available dataset in which all the images are collected from Google Earth (Google Inc., Mountain View, CA, USA) [5]. This dataset consists of 950 images with a size of $600 \times 600$ pixels distributed among 19 scene classes. Examples of ground truth images are shown in Figure 3. As compared to the UCM dataset, the scene categories in the WHU-RS dataset are more complicated due to the variation in scale, resolution, and viewpoint-dependent appearance.

![Figure 2. Two example ground truth images of each scene category in the UCM dataset.](image)

We randomly selected samples of each class for training the linear SVM classifier and the rest for testing. The sampling setting as in [48] are: 80 training samples per class for the UCM dataset and 30 training samples per class for the WHU-RS dataset. These two datasets were divided 50 times, each run with randomly selected training and testing samples, to obtain reliable results. The classification accuracy rate for categories were recorded as the mean and standard deviation of 50 runs. The public
LIBLINEAR library [49] was used for SVM training and testing with linear kernel. We used 1-vs-rest SVM classifier, and the descriptors were $L_2$ normalized prior to learning. The exact choice of $C$ had a negligible effect on performance after data normalization, so we set the learning constant to $C = 1$. We also used the open source library VLFeat [50] for implementing the feature coding methods and MatConvNet [51] for extracting CNN features. The pre-trained CNN models used in this paper are available in the MatConvNet Pretrained Models [52]. In this paper, we used the VGG-M model to extract dense convolutional features. Experiments in this work were implemented using MathWorks Matlab 8.0, and were performed on the Microsoft Windows 10 operating system with a 3.3GHz quad-core Intel Xeon E3-1226 v3 CPU and a 2GB NVIDIA Quadro K620 GPU.

Figure 3. Example ground truth images of each scene category in the WHU-RS dataset.

3.2. Parameter Sensitivity Analysis

3.2.1. Effect of Multiscale Strategy

In the HRS images, objects show great variations in sizes and shapes. Accordingly, observation scale has a great impact on the land-use scene representations and classification accuracies. In this paper, we apply the multiscale strategy in the traditional correlaton framework to capture the spatial information at different scales. To measure the performance of MDDC with different number of scales, ten multiscale strategies were tested. As shown in Table 1, we list the details of these strategies and give them names for convenient notation.

<table>
<thead>
<tr>
<th>Name</th>
<th>Values</th>
<th>Name</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scale 1</td>
<td>1</td>
<td>Scale 6</td>
<td>$1, 2^{-0.5}, \ldots, 2^{-2.0}, 2^{-2.5}$</td>
</tr>
<tr>
<td>Scale 2</td>
<td>$1, 2^{-0.5}$</td>
<td>Scale 7</td>
<td>$1, 2^{-0.5}, \ldots, 2^{-2.5}, 2^{-3.0}$</td>
</tr>
<tr>
<td>Scale 3</td>
<td>$1, 2^{-0.5}, 2^{-1}$</td>
<td>Scale 8</td>
<td>$2^{0.5}, 1, \ldots, 2^{-2.5}, 2^{-3.0}$</td>
</tr>
<tr>
<td>Scale 4</td>
<td>$1, 2^{-0.5}, 2^{-1}, 2^{-1.5}$</td>
<td>Scale 9</td>
<td>$2, 2^{0.5}, \ldots, 2^{-2.5}, 2^{-3.0}$</td>
</tr>
<tr>
<td>Scale 5</td>
<td>$1, 2^{-0.5}, 2^{-1}, 2^{-1.5}, 2^{-2.0}$</td>
<td>Scale 10</td>
<td>$2^{1.5}, 1, \ldots, 2^{-2.5}, 2^{-3.0}$</td>
</tr>
</tbody>
</table>
Land-use scene classification accuracies are affected by the number of visual words. Intuitively, histogram features lose discriminant capability if the visual vocabulary size is too small, and histograms from images of same class will never match if the visual vocabulary size is too large. Thus, we investigated effects of multiscale strategies and visual vocabulary sizes on the classification accuracy. We set the different sizes of visual vocabulary to 100, 200, 300, 400, 500, 600, 700, 800, 900 and 1000 on the UCM and WHU-RS datasets.

We evaluated effects of the visual vocabulary size and multiscale strategy on the appearance-based model, which used only histograms of visual words in the MDDC-based model. This is because the classification accuracies of the MDDC are determined by histograms of visual words and slightly improved by combining it with histograms of multiscale correlatons. As shown in Figure 4, the classification accuracies improved gradually with an increase in the number of visual words and up to a relative saturation point at each multiscale strategy. Most of the multiscale strategies improved classification accuracies, but multiscale strategies including supersampling may restrict effectiveness of the representation, and moreover might even be inferior to the single-scale strategy, such as “Scale 10” in Figure 4a. Generally, higher classification accuracies were achieved when more subsampling scales were used. However, the more scales used, the more memory consumption and computing time required. Accordingly, the “Scale 4” and “Scale 5” multiscale strategies were respectively adopted for the UCM and WHU-RS datasets during our experiments.

![Figure 4](image)

**Figure 4.** Effects of scale strategies at different vocabulary size for the appearance-based model. (a) Effects on the UCM dataset; (b) Effects on the WHU-RS dataset. The details of these multiscale strategies are listed in Table 1.

### 3.2.2. Effect of Correlaton Vocabulary Size

The multiscale correlaton vocabulary size can determine the effectiveness of spatial features. The effects of correlaton vocabulary sizes with different visual vocabulary sizes were tested for our MDDC model. We set the different sizes of correlaton vocabulary to 50, 100, 150, 200, 250, 300, 350, 400, 450 and 500, and the different sizes of visual vocabulary to 300, 400, 500, 600, 700, 800, 900 and 1000 in this experiment. Figure 5 shows the classification accuracy variation for the UCM and WHU-RS datasets using different correlaton vocabulary sizes with different visual vocabulary sizes. The plots hint that there is an obscure spot where classification accuracy is maximum and the size of correlaton vocabulary is optimal. This suggests that classification performance is not very sensitive to the size of correlaton vocabulary. Furthermore, the impact of visual vocabulary sizes on classification accuracy is far greater than the correlaton vocabulary size. Thus, we selected large visual vocabulary and small correlaton vocabulary, and set them to 1000 and 50 for the UCM and WHU-RS datasets.
3.2.3. Kernel Size and Kernel Number

In the HRS images, land-use scenes show great variation in shape and scale, thus the size and number of kernels are critical to effective representation of complex land-use scenes. To quantitatively evaluate the effects of kernel sizes and kernel numbers on the classification accuracy, we tested different kernel numbers from 4 to 18 at interval of 2 and kernel sizes 4 to 32 at interval of 4. In addition, the maximum kernel radius, product of the kernel number and kernel size, was limited to the width/height of images, since larger kernel radius is unrelated to the accuracy. In these experiments, the sizes of visual vocabulary and correlation vocabulary were respectively 1000 and 50 for both the UCM and WHU-RS datasets. The results of the MDDC-based model as a function of kernel size under different kernel numbers for these two datasets are reported in Figure 6.

The plot in Figure 6 indicates that the performance for each kernel size varied with kernel numbers on these two datasets. Generally, small kernel number has relatively high classification accuracies. One possible reason is that the land-use scenes in HRS images are deformable, so the spatial relationship among visual words is not very strict. Thus, a small number of kernels was sufficient to describe the spatial arrangement of visual words for these two datasets. Accordingly, we set the number of kernels to 4 for these two datasets in this study. For the UCM dataset, the classification accuracy on
each kernel number generally increases with the kernel size and decreases after reaching the highest point; for the WHU-RS dataset, the classification accuracy for each kernel number generally decreases with the kernel size. This is because the scene categories in the WHU-RS dataset are more complicated, and hence the spatial correlation of visual words is more local and a smaller kernel size is more suitable. Therefore, we set the kernel size to 16 and 8 respectively for these two datasets in this study.

3.3. Confusion Matrix

The classification accuracies (%) of the individual classes on the UCM and WHU-RS datasets using the MDDC with parameters as previously described are shown in Figure 7. As shown in these confusion matrices, our proposed method can extract meaningful information for different categories in these two datasets. In Figure 7, there are 17 among 21 UCM land-use classes that have classification accuracies exceeding 90%; the classification accuracies of the baseball diamond, beach, forest, harbor and parking lot can reach 99%. For the WHU-RS dataset, classification values of 12 among 19 land-use categories were over 95%; especially, classification accuracies of the desert, football field, and parking can surpass 99%.

However, the similar categories, such as dense residential and medium residential areas in the UCM dataset and port and pond in the WHU-RS dataset, are very similar and intuitively hard to distinguish. From Figure 7, we find that diagonal values for baseball diamond, beach, forest, harbor and parking lot in the UCM dataset, and desert, football field, parking and viaduct in the WHU-RS dataset are extremely large; but diagonal values for dense residential area and storage tank in the UCM dataset, and port in the WHU-RS dataset relatively small. This is because categories with high performance possess rich texture and spatial layout information, and the within-class similarity of them is high; categories with poor performance have relatively low with-in similarity, and some images in these categories are easily confused with other classes, i.e., dense residential and medium residential areas in the UCM dataset.

3.4. Comparison with State-of-the-Art Methods

To illustrate the effectiveness of the MDDC-based model, we compared our results with various state-of-the-art methods that have reported classification accuracies on the UCM dataset. As shown in Table 2, our MDDC method largely outperforms methods that use a sophisticated learning strategy with low-level hand-engineered feature and non-linear classifiers, such as these SIFT-based BoVW and its extension forms like SPM [19] and Spatial Pyramid Co-occurrence Kernel (SPCK++) [4]. Furthermore, Unsupervised Feature Learning methods (UFLs) [7], and their Saliency-Guided version SG + UFL [8] and Spectral Clustering version UFL-SC [10] were also involved in the comparison.

The results show that our proposed method outperforms all these methods except for the well-designed deep learning framework, GoogleLeNet + Fine-tune approach [53], in terms of classification accuracy. However, our proposed method extracts CNN activations without changing the parameters of the pre-trained CNN, whereas the GoogleLeNet + Fine-tune approach fine tunes the pre-trained CNN (GoogLeNet [54]) on the target dataset. The comparison results indicate that our MDDC-based model using deeply described visual words at multiple scales has great potential for the representation of land-use scene images.

The comparison results on the WHU-RS dataset are listed in Table 3. It presents that the MDDC outperforms these previously proposed methods. Our proposed method achieved about 6.53% improvement over the MTJSLRC method [55] which utilized a combination of multiple sets of features. Overall, the remarkable classification results achieved on these public benchmarks indicate the superior discriminative capability of the proposed feature representation for the land-use scene. Furthermore, the MDDC-based model provides a path to connect the mid-level deeply described visual words and the semantics of land-use scenes considering the spatial information at multiple scales with relatively low computational complexity; and we can process any image size by convolutional layers and avoid costly resizing operations.
Figure 7. Confusion matrices showing classification accuracies (%) for the proposed model. (a) Confusion matrix for the UCM dataset; (b) Confusion matrix for the WHU-RS dataset.
Table 2. Comparison of classification accuracy (%) on the UCM dataset.

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy (Mean ± Std)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BoVW [15]</td>
<td>71.86</td>
</tr>
<tr>
<td>SPM [19]</td>
<td>74.0</td>
</tr>
<tr>
<td>SPCK++ [4]</td>
<td>77.38</td>
</tr>
<tr>
<td>MS-based Correlation [20]</td>
<td>81.32 ± 0.92</td>
</tr>
<tr>
<td>UFL [7]</td>
<td>81.67 ± 1.23</td>
</tr>
<tr>
<td>SG + UFL [8]</td>
<td>82.72 ± 1.18</td>
</tr>
<tr>
<td>UFL-SC [10]</td>
<td>90.26 ± 1.51</td>
</tr>
<tr>
<td>UFC + MSC [11]</td>
<td>91.95 ± 0.72</td>
</tr>
<tr>
<td>CCM-BoVW [21]</td>
<td>86.64 ± 0.81</td>
</tr>
<tr>
<td>PSR [22]</td>
<td>89.1</td>
</tr>
<tr>
<td>MSIFT [6]</td>
<td>90.97 ± 1.81</td>
</tr>
<tr>
<td>MS-CLBP + FV [56]</td>
<td>93.0 ± 1.2</td>
</tr>
<tr>
<td>MTJSLRC [55]</td>
<td>91.07 ± 0.67</td>
</tr>
<tr>
<td>VLAT [57]</td>
<td>94.3</td>
</tr>
<tr>
<td>MBVW [25]</td>
<td>96.14</td>
</tr>
<tr>
<td>OverFeat [31]</td>
<td>90.91 ± 1.19</td>
</tr>
<tr>
<td>CaffeNet [31]</td>
<td>93.42 ± 1.0</td>
</tr>
<tr>
<td>GoogLeNet + Fine-tune [53]</td>
<td>97.1</td>
</tr>
<tr>
<td>Appearance-based</td>
<td>96.05 ± 0.62</td>
</tr>
<tr>
<td>MDDC</td>
<td>96.92 ± 0.57</td>
</tr>
</tbody>
</table>

Table 3. Comparison of classification accuracy (%) on the WHU-RS dataset.

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy (Mean ± Std)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bag of SIFT [58]</td>
<td>85.5 ± 1.2</td>
</tr>
<tr>
<td>LTP-HF [59]</td>
<td>77.6</td>
</tr>
<tr>
<td>MS-CLBP [59]</td>
<td>93.4 ± 1.1</td>
</tr>
<tr>
<td>Multi-feature Concatenation [58]</td>
<td>90.8 ± 0.7</td>
</tr>
<tr>
<td>MTJSLRC [55]</td>
<td>91.74 ± 1.14</td>
</tr>
<tr>
<td>SIFT + LTP-HF + Color Histogram [48]</td>
<td>93.6</td>
</tr>
<tr>
<td>MS-CLBP + FV [56]</td>
<td>94.32 ± 1.2</td>
</tr>
<tr>
<td>Appearance-based</td>
<td>97.34 ± 0.57</td>
</tr>
<tr>
<td>MDDC</td>
<td>98.27 ± 0.53</td>
</tr>
</tbody>
</table>

4. Discussion

Extensive experiments show that our MDDC-based model, which integrates the deep learning framework with the correlaton method, is very effective for land-use scene classification in HRS images. The co-occurrence of visual words at different scales is captured in a discriminative visual representation. Hence, the proposed model can integrate appearance and spatial information jointly at different scales, and effectively represent the land-use scene images. Experimental results on the UCM and WHU-RS datasets indicate that the proposed model is competitive with the state-of-the-art methods for land-use scene classification.

To discriminate these land-use classes, traditional correlaton methods were applied to explore the appearance and spatial features on a single-scale image. However, objects in HRS images tend to appear at various scales. The MDDC first transforms the original image into several images at different scales, and then uses these multiscale images to extract multiscale dense convolutional features. We flatten these features into vectors for multiscale deeply described visual word generation. The effectiveness of multiscale strategies is demonstrated in Section 3.2.1. Several example images are presented in Figure 8 that compare results from the single-scale and multiscale appearance-based model on the UCM and WHU-RS datasets.
Example images are presented in Figure 8 that compare results from the single-scale and multiscale appearance-based models on the UCM and WHU-RS datasets.

As shown in Figure 8, these land-use images covering objects of large scale, like the building and storage tank in Figure 8a, can be recognized by the multiscale appearance-based model. Due to more information in the multiscale representation, the multiscale model is more robust with respect to clutter background, like the industrial area and pond in Figure 8c, but, some land-use images containing small objects are failed by the multiscale model. For example, the storage tank in Figure 8b was recognized incorrectly as freeway. This is because features of the storage tank in this image became insignificant, whereas features of the road were more dominant under multiple scales especially with the subsampling of images. In the multiscale appearance-based model, land-use categories covering similar objects yet varying density are probably difficult to distinguish, such as the dense and medium residential categories in Figure 8b. Overall, the multiscale model raised classification accuracies by approximately 0.89% and 2.21% respectively for the UCM and WHU-RS datasets. The improvement of classification accuracy on the WHU-RS dataset is more significant because of variation in scale and resolution of images in this dataset.

To incorporate appearance and shape information jointly in multiple scales, we produced correlograms using labels of visual words at different scales. Multiscale correlations were generated by an adaptive vector quantization of multiscale correlograms to achieve a compact spatial representation without loss of discrimination. There are some examples where multiscale appearance-based model failed but the MDDC-based model worked well in Figure 9.
5. Conclusions

In this paper, a multiscale deeply described correlaton method was presented to extract appearance and spatial features for land-use scene classification in HRS images. This method constructs multiscale dense convolutional features by subsampling original HRS images; encodes the multiscale deeply described visual words using the output of the last convolutional layer in a pre-trained CNN. The co-occurrence of deeply described visual words is captured by correlograms at different scales. The major contribution of this paper is that the traditional correlaton method was extended to MDDC for learning spatial features at multiple scales. The MDDC-based model is evaluated using two publicly available ground truth image datasets. The experimental results prove that the proposed method delivers competitive performance in classification accuracy against the state-of-the-art methods. In future studies, we plan to investigate a spatial pooling strategy inspired by the correlaton model to directly learn the optimal parameters, such as the kernel number and kernel size, for different land-use scene categories.

As shown in Figure 9, the MDDC-based model can recognize land-use scenes covering clutter background and objects with broad or intrinsic structure. This indicates that representations based on histograms of multiscale correlatons can capture shape information across object classes. However, categories with resemblance shape can easily get confused, such as the overpass image in Figure 9b was recognized incorrectly as freeway category. Altogether, the MDDC-based model improved classification accuracies by approximately 0.87% and 0.93% respectively for the UCM and WHU-RS datasets.

These experimental results demonstrate that features extracted from pre-trained CNN using large natural image datasets have stronger representative ability than low-level hand-crafted features, and generalize well to HRS image datasets. Classification results using multiscale features delivered better performance than the single-scale features. By capturing the co-occurrence of visual words across scales in a discriminative visual representation, the MDDC can improve classification accuracies. This MDDC-based representation of joint appearance and spatial information at multiple scales yielded good performance results using a simple linear classifier.

Figure 9. Several example images that compare results from multiscale appearance-based and MDDC-based models. Images where multiscale appearance-based model failed are shown in (a) UCM and (c) WHU-RS; Images where the MDDC-based model failed are shown in (b) UCM and (d) WHU-RS.
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