A Novel Method of Change Detection in Bi-Temporal PolSAR Data Using a Joint-Classification Classifier Based on a Similarity Measure
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Abstract: Accurate and timely change detection of the Earth’s surface features is extremely important for understanding the relationships and interactions between people and natural phenomena. Owing to the all-weather response capability, polarimetric synthetic aperture radar (PolSAR) has become a key tool for change detection. Change detection includes both unsupervised and supervised methods. Unsupervised change detection is simple and effective, but cannot detect the type of land cover change. Supervised change detection can detect the type of land cover change, but is easily affected and depended by the human interventions. To solve these problems, a novel method of change detection using a joint-classification classifier (JCC) based on a similarity measure is introduced. The similarity measure is obtained by a test statistic and the Kittler and Illingworth (TSKI) minimum-error thresholding algorithm, which is used to automatically control the JCC. The efficiency of the proposed method is demonstrated by the use of bi-temporal PolSAR images acquired by RADARSAT-2 over Wuhan, China. The experimental results show that the proposed method can identify the different types of land cover change and can reduce both the false detection rate and false alarm rate in the change detection.
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1. Introduction

In remote sensing, change detection is the process of identifying the changes that have occurred on the Earth’s surface by multi-temporal images acquired in the same geographical area at different times [1,2]. As a result of the repeat-pass nature of satellite orbits, time series of remote sensing images can be acquired to perform change detection. In recent years, optical sensors and synthetic aperture radar (SAR) have been widely used for change detection, in applications such as land-use and land cover dynamic analysis [3,4], environmental monitoring [5–9], etc.

On the one hand, optical images have been widely applied in change detection [2,3,10,11]. Unfortunately, night-time and severe weather often limit the use of optical images in practice [12]. On the other hand, thanks to the unique characteristics of microwaves, SAR sensors can not only acquire periodic images regardless of weather and time, but can also provide valuable information on biophysical and geophysical parameters [13–16]. Although a number of methods have been proposed for single-channel SAR images [17–20], the interpretation of the backscattering changes of
the land cover is limited [7]. When compared with single-channel SAR images, polarimetric synthetic aperture radar (PolSAR) images contain both phase and amplitude information from the radar returns transmitted in two different polarizations, and use more scattering information [21]. The current methods of change detection based on SAR images can be divided into two categories: unsupervised approaches and supervised approaches.

Because of the simple design, unsupervised change detection represents a hot research field in the change detection. In general, unsupervised change detection in SAR images involves: (1) preprocessing; (2) generating the comparison image; and (3) choosing an optimal threshold to divide comparison images into changed and unchanged parts. The preprocessing of multi-temporal SAR images mainly involves radiometric calibration, speckle filtering [22,23], and image co-registration, which are all critical to change detection. The pixel values of SAR images are directly related to the radar backscatter of the scene after radiometric calibration. This condition is necessary for the comparison of SAR images acquired at different dates. Speckle filtering is usually carried out to suppress the speckle before the change detection and classification of SAR images. Image co-registration in the preprocessing is aimed at reducing the errors caused by the misregistration of the images. It aligns the images used in the change detection as precisely as possible, so that corresponding pixels in the images correspond to the same position in the scene. In the second step, two preprocessed images of the same geographical area at different times are compared to generate the comparison image. There are many methods of generating the comparison image using two co-registered images, such as the ratio or log-ratio operator of SAR amplitudes or intensities [17,19,20], the hidden Markov chain model [24,25], the Kullback–Leibler divergence method [26], etc. These methods are usually applied in multi-temporal single-channel SAR-based change detection. Unlike the above methods, test statistics can be applied in not only single-channel SAR data, but also PolSAR data [5,27,28]. The use of multichannel data (coherency or covariance matrix) can obtain a more accurate comparison image. In the third step of change detection analysis, the change detection map can be obtained by the decision threshold of the comparison image. Several algorithms are widely used to automatically determine the threshold, such as the constant false alarm rate (CFAR) algorithm [29], Otsu’s thresholding method [30], Kapur’s entropy algorithm [31], the Kittler and Illingworth (K & I) algorithm [32], etc. Although unsupervised change detection approaches are relatively simple, straightforward, and easy to implement and interpret, they cannot determine the type of land cover change.

For another, as one of the typical supervised approaches, post-classification comparison (PCC) methods can provide information on both the change detection map and the type of land cover change. PCC involves performing change detection by comparing separate supervised classifications of images obtained on different dates [33]. The procedure of PCC includes the following steps: (1) preprocessing; (2) classification of the multi-temporal SAR images; and (3) comparing the independently produced classifications of step 2, and obtaining the change map and the map showing the type of land cover change [34]. The first step of preprocessing is the same as the unsupervised change detection above. In the second step, a classification method is used to obtain the classification results of the time-series images. Unsupervised classification cannot determine the class label; therefore, these methods are limited in PCC [35]. However, some supervised classification methods [36], such as the Wishart classifier based on maximum likelihood [37], support vector machine (SVM) [38,39], and random forests (RF) [12], are widely used with PolSAR images. In the third step, the results of the classification are used to obtain the change detection map and land cover change map. Although PCC can provide more information than the unsupervised methods of change detection, it is liable to be affected by the significant cumulative error caused by the single remote sensing image classification during the change detection.

Combining the respective advantages of the unsupervised and supervised methods of change detection, Han and Zhou [35] designed joint-classification classifier (JCC) change detection based on improved fuzzy adaptive resonance theory mapping in bi-temporal optical images, and obtained a better performance than PCC. However, this method is not suitable for bi-temporal SAR images.
Li et al. [40] used a JCC method based on k-means for bi-temporal single-channel SAR image change detection. However, k-means is an unsupervised classifier, so the class labels need to be determined after classification; therefore, the algorithm has its limitations. The generalization of the methods based on JCC to bi-temporal SAR images has proved to be nontrivial. Moreover, literature on change detection based on JCC in bi-temporal PolSAR data is sparse.

To solve the above problems, the objective of this study is to develop a novel method for change detection using bi-temporal PolSAR images. The proposed method using JCC based on a similarity measure not only has the advantage of unsupervised change detection in detecting a similarity measure for each pixel, but also has the advantage of supervised change detection in obtaining the type of land cover change. The similarity measure map includes the calculating comparison image and threshold choosing. The variances of the bi-temporal images are used to decide the sequence of classification, and the similarity measure is used to automatically control the JCC. Test statistics based on maximum likelihood estimation (MLE) and the Kittler and Illingworth (K & I) algorithm [4] are used to obtain the similarity measure map of the same geographical area at different times. Furthermore, the similarity measure map can determine the similarity of the same region at different times, and can distinguish the similar parts and the different parts. The similar parts are considered as the same category, and the different parts are classified, respectively. The classifier in the proposed method is the complex Wishart classifier, which is suitable for PolSAR data [37,41]. After finishing the joint-classification classifier based on Test statistics and the Kittler and Illingworth (JCC-TSKI) procedure, we can obtain the binary change detection map (changed and unchanged) and the map of land cover change.

The remainder of this paper is organized as follows. Section 2 presents a brief introduction to the fundamental theory and details of the proposed change detection framework. Section 3 describes the experimental results. In Section 4, we draw our conclusions.

2. Materials and Methods

2.1. The Model of PolSAR Data

Assuming that a p-dimensional random complex vector $Q = [q_1, q_2, \ldots, q_p]^T$ follows a complex multi-variate normal distribution with mean 0 and dispersion matrix $\Sigma_Q = E[QQ^T]$, then the $p \times p$ matrix $Z$ ($Z = QQ^T$) is a Hermitian positive definite random matrix, and follows a Wishart distribution. The PolSAR measures the amplitude and phase of the backscattered signals in four combinations of linear receive and transmit polarizations: horizontal-horizontal (hh), horizontal-vertical (hv), vertical-horizontal (vh), and vertical-vertical (vv) [5,42]. Assuming that the target reciprocity condition is satisfied [43], then the polarimetric information can be expressed by a complex vector:

$$\Omega = [S_{hh}, \sqrt{2}S_{hv}, S_{vv}]^T,$$

(1)

where $h$ and $v$ denote the horizontal and vertical wave polarization states, $[^T]$ indicates the vector transposition, and $S_{hv}$ is the scattering element of the horizontal transmitting and vertical receiving polarizations.

For multi-look processed PolSAR data, the backscattered signal can be expressed as a covariance matrix:

$$C = \langle \Omega \cdot \Omega^T \rangle = \begin{bmatrix} |S_{hh}|^2 & S_{hh}S_{hv}^* & S_{hh}S_{vv}^* \\ S_{hv}S_{hh}^* & |S_{hv}|^2 & S_{hv}S_{vv}^* \\ S_{vv}S_{hh}^* & S_{vv}S_{hv}^* & |S_{vv}|^2 \end{bmatrix}.$$

(2)

The covariance matrix $C$ can be modeled by a complex Wishart distribution. The frequency function of covariance matrix $C$ can be shown as follows:

$$f(C) = \frac{1}{\Gamma_p(n)} \frac{1}{|\Sigma_1^{1/2}|^{p/2}} \exp\{-tr[\Sigma_1^{-1}C]\},$$

$$\Gamma_p(n) = \pi^{p(p-1)/2} \prod_{j=1}^p \Gamma(n - j + 1),$$

(3)
where \( \text{tr} (\cdot) \) is the trace operator, \( n \) is the number of looks, and \( \Gamma_p(n) \) is a normalization factor. Alternatively, the Pauli-based scattering matrix can be expressed as a complex vector:

\[
k = \frac{1}{\sqrt{2}} [S_{hh} + S_{vv}, S_{hh} - S_{vv}, 2S_{hv}]^T.
\]

The coherency matrix can be obtained by:

\[
T = \langle k \cdot k^T \rangle.
\]

The covariance and coherency matrix are linearly related, and can be shown as follows:

\[
T = NCN^T \text{ where } N = \frac{1}{\sqrt{2}} \begin{bmatrix} 1 & 0 & 1 \\ 1 & 0 & -1 \\ 0 & \sqrt{2} & 0 \end{bmatrix}.
\]

Since a covariance matrix can be converted to a coherency matrix by a linear transform, the coherency matrix also follows a complex Wishart distribution [41]:

\[
f(T) = \frac{1}{\Gamma_p(n)} \frac{\pi^{rac{p^2}{2}}}{|\Sigma_k|^n} \exp \{-n\text{tr}[\Sigma_k^{-1}T]\}.
\]

2.2. The Sequence of Classification in the Proposed Method

The variance of intensity at position \((i, j)\) of time \(t \) \((t = 1, 2)\) is defined as follows [35,40]:

\[
\sigma_{ij}^2 = \omega_{ij}^2 (A_{ij} - E_{ij})^2,
\]

where \( A_{ij} \) denotes the span value of the corresponding pixel position \((i, j)\) in the image \(X_t\) at time \(t\), \( \omega_{ij} \) denotes the weights, and \( E_{ij} \) denotes the weighted arithmetic mean shown in Equation (9). When \( \sigma_{ij}^1 < \sigma_{ij}^2 \), we choose \( X_1 \) to first classify; otherwise, we choose \( X_2 \) to first classify.

\[
\omega_{ij} = A_{ij}^1 / (A_{ij}^1 + A_{ij}^2) \text{ and } E_{ij} = \sum_{t=1}^2 \omega_{ij}^t A_{ij}^t.
\]

2.3. Test Statistics for the Equality of Two Complex Wishart Matrices

We consider that the bi-temporal PolSAR images \((X_1, X_2)\) are independent, and follow a Wishart distribution as follows:

\[
X_1 \in W(p, m, \Sigma_1) \quad X_2 \in W(p, n, \Sigma_2),
\]

where \( p \) represents the dimensions of \( X_1, X_2 \), and \( m, n \) represent the number of looks of \( X_1, X_2 \), respectively. \( \Sigma_1 \) and \( \Sigma_2 \) represent the dispersion matrix of \( X_1, X_2 \), and the maximum likelihood estimation (MLE) of \( \Sigma_{X_1} \) and \( \Sigma_{X_2} \) is shown as follows:

\[
\Sigma_1^{MLE} = \frac{1}{m} X_1 \text{ and } \Sigma_2^{MLE} = \frac{1}{n} X_2.
\]

Assuming that the null hypothesis \( H_0 : \Sigma_1 = \Sigma_2 \) means that the two matrices are equal and there is a strong possibility of non-change, then the alternative hypothesis \( H_1 : \Sigma_1 \neq \Sigma_2 \) means that the two matrices are different and there is a strong possibility of change [5].
We suppose that the test statistics based on MLE have joint densities \( f(\sum_1, \sum_2, \theta) \), where \( \theta \) is the set of parameters of the probability function that has generated the data. Then, \( H_0 \) states that \( \theta \in H_0 \), and the MLE of the test statistic is shown as follows:

\[
Q = \frac{\max_{\theta \in H_0} L(\theta)}{\max_{\theta \in \Omega} L(\theta)}, \quad \text{where } L(\theta) = f(\sum_1, \sum_2) = f(\sum_1) f(\sum_2),
\]

\[
(12)
\]

where \( \Omega = H_0 \cup H_1 \), \( L(\cdot) \) is the likelihood function, and \( f(\cdot) \) is the frequency function.

Putting Equation (3) into Equation (12) and assuming \( \Sigma_1 = \Sigma_2 = \Sigma \), \( L(\theta) \) can be expressed as follows:

\[
L(\theta) = \frac{1}{\Gamma_p(n)\Gamma_p(m)} |\Sigma|^{-(n+m)} |X_1|^{-p} |X_2|^{-p} \exp \{-tr[\Sigma^{-1}(X_1 + X_2)]\} \in W_C(p, n + m, \Sigma).
\]

\[
(13)
\]

The MLE of Equation (12) can be simplified as follows:

\[
Q = \frac{L(\Sigma)}{L_{x_1}(\Sigma_1)L_{x_2}(\Sigma_2)} = \frac{(n + m)^{p(n+m)}}{n^{mp}m^{pm}} \frac{|X_1|^n |X_2|^n}{|X_1 + X_2|^{n+m}}.
\]

\[
(14)
\]

Assuming \( m = n \), the similarity measure map \( S \) of the bi-temporal PolSAR images can be denoted as follows:

\[
S = \frac{2p^2 - 4pn - 1}{2p} (2pln 2 + ln|X_1| + ln|X_2| - ln|X_1 + X_2|).
\]

\[
(15)
\]

2.4. Kittler and Illingworth Algorithm

After obtaining the \( S \) of the bi-temporal PolSAR data, an automatic method of threshold selection is introduced. The K & I algorithm for the automatic estimation of the optimal threshold is suitable for SAR data [4,18,19,42], and has been widely used to distinguish the changed and un-changed classes in the \( S \). The K & I thresholding method is an extension of Bayes minimum-error probability theory, and can be shown as follows:

\[
J(T) = \sum_{S_i=0}^{L-1} h(S_i)c(S_i, T) \quad \text{where } c(S_i, T) = \begin{cases} 
-2\ln P(\omega_u | S_i, T), S_i \leq T \\
-2\ln P(\omega_c | S_i, T), S_i > T 
\end{cases}
\]

\[
(16)
\]

where \( h(S_i) \) and \( L \) represent the histogram and the number of possible gray levels of the \( S \), respectively; and \( c(S_i, T) \) denotes the cost of classifying pixels by comparing the corresponding gray-level \( S_i \) and threshold \( T \). \( P(\omega_i | S_i, T) \) is the posterior probability, which represents the unchanged (or changed) class under the condition of gray level \( S_i \) and a specific value of the threshold \( T \).

The optimal threshold corresponding to minimizing the classification error is the following cost function [32]:

\[
T^* = \arg \min_{T=0,1,...,L-1} J(T).
\]

\[
(17)
\]

In the proposed method, we choose a Gaussian model with mean \( m_u(T) \) and standard variance \( \sigma_u(T) \) to estimate the class-condition probability density function (PDF) of unchanged part, and use another Gaussian model with mean \( m_c(T) \) and standard variance \( \sigma_c(T) \) to estimate the class-condition probability density function (PDF) of a changed part. Through this way, the criterion \( J(T) \) can be expressed as follows:

\[
J(T) = 1 + 2[p_u(T) \log \sigma_u(T) + p_c(T) \log \sigma_c(T)] - 2[p_u(T) \log p_u(T) + p_c(T) \log p_c(T)].
\]

\[
(18)
\]
Associated with the unchanged and changed classes, \( p_u(T) \) and \( p_c(T) \) denote the prior probabilities. These parameters of the above formula are estimated by the gray level \( S_l \) and the histogram \( h(S_l) \) in Equation (19):

\[
\begin{align*}
\frac{p_u(T)}{m_u(T)} &= \frac{\sum_{S_l=0}^{T} S_l h(S_l)}{\sum_{S_l=0}^{T} S_l h(S_l)} \\
\sigma^2_u(T) &= \frac{\sum_{S_l=0}^{T} [S_l - m_u(T)]^2 h(S_l)}{\sum_{S_l=0}^{T} S_l h(S_l)} \\
\frac{p_c(T)}{m_c(T)} &= \frac{1}{P_u(T)} \left[ \sum_{S_l=T+1}^{L-1} S_l h(S_l) \right] \\
\sigma^2_c(T) &= \frac{1}{P_c(T)} \left[ \sum_{S_l=T+1}^{L-1} [S_l - m_c(T)]^2 h(S_l) \right]
\end{align*}
\]

2.5. The JCC-TSKI Classifier

After obtaining the similarity measure of the bi-temporal PolSAR images, the proposed method needs a supervised classifier to sort the bi-temporal data. In order to increase the applicability and simplification of the algorithm, a simple supervised classifier based on the Wishart distance is chosen in our method. This supervised algorithm is a maximum likelihood classifier based on a complex Wishart distribution, and is suitable for PolSAR data [37,41]. The distance measure between a sample coherency matrix \( M_T \) and a cluster mean of the \( m \)-th class \( V_m \) is shown in Equation (20), and we can obtain the cluster mean by choosing the classification sample points from the bi-temporal PolSAR images in the same geographical area at different times, respectively:

\[
d(M_T, V_m) = \ln|V_m| + Tr\left(V_m^{-1}M_T\right). \tag{20}
\]

2.6. The Proposed JCC-TSKI Method

The entire procedure of the proposed method is as follows:

**Step 1** The bi-temporal PolSAR images should be co-registered and filtered. Image registration is performed to align the images used in the change detection. Speckle filtering is commonly used to suppress speckle noise before the change detection and classification of PolSAR images. The preprocessing is important for change detection. In this study, Refined Lee filtering based on \( 7 \times 7 \) windows was used to remove speckle noise [22].

**Step 2** The similarity measure can be obtained through the test statistics (TS) using the coherence matrix of the bi-temporal images. In this step, bi-temporal fully PolSAR data are used to generate the \( S \). Furthermore, K & I is used to select the optimum threshold for \( S \).

**Step 3** Variances of intensity \( \sigma^2_{ij} \) are used to determine the sequence of JCC-TSKI.

**Step 4** If \( \sigma^1_{ij} < \sigma^2_{ij} \), we choose \( X_1 \) to be firstly classified; otherwise, we choose \( X_2 \) to be firstly classified.

**Step 5** Determine the category of position \((i,j)\). If \( S_{ij} < T \), this means that the bi-temporal PolSAR data in the same position is similar, and the class label in the corresponding pixel position of another time concurs with the reference; otherwise, we classify the corresponding pixel position of the other time on its own.

**Step 6** Check whether all the pixels of the bi-temporal PolSAR images are classified or not. If not, move to the next pixel, and return to step 3; otherwise, obtain the results of classification based on bi-temporal images.

**Step 7** Check whether class labels of bi-temporal images are equal or not. If not, record the labels, and consider index = 1; otherwise, consider index = 0.
Step 8 We can obtain the change detection map by the value of index and the type of land cover change by the record of labels.

The detailed process flow of JCC-TSKI is shown in Figure 1.

Figure 1. The flow chart of Joint-Classification Classifier based on Test statistics and the Kittler and Illingworth (JCC-TSKI).

2.7. Evaluation Criterion

Quantitative evaluation is important to determine the result of the change detection. When the ground truth is available, a quantitative evaluation can be performed [42,44]. In order to verify the performance of the proposed method, we calculated the false alarm (FA) rate, total errors (TE), overall
accuracy (OA), and Kappa coefficient [45] of the experimental results. These indicators are calculated as follows:

\[
\begin{align*}
FA &= \frac{FP}{Nu} \\
N &= Nu + Nc \\
TE &= \frac{FP+FN}{N} \\
OA &= \frac{TP+TN}{N} \\
\text{Kappa} &= \frac{OA - Pe}{1 - Pe} \\
Pe &= \frac{(TP+FN)(TP+FP)+(FP+TN)(FN+TN)}{N^2}
\end{align*}
\]

(21)

where TP (true positives) means the number of changed points correctly detected; TN (true negatives) means the number of unchanged points correctly detected; FP (false positives) means the number of unchanged points incorrectly detected as changed (false alarm); and FN (false negatives) means the number of changed points incorrectly detected as unchanged (missed detections). \(Nu\) and \(Nc\) are the number of unchanged points and changed points of the ground-truth change map, respectively.

3. Results and Discussion

3.1. Study Area and Background

The city of Wuhan is in the east of Hubei province and lies in the eastern Jianghan Plain, at the intersection of the middle reaches of the Yangtze (Figure 2). Its climate is humid subtropical, with abundant rainfall and four distinctive seasons. In July 2016, a 50-year return period of rainfall occurred, and the rainfall was significantly higher than the average annual precipitation. Wuhan was affected by the continuous heavy rain, and some areas were seriously flooded and dramatically changed. The use of optical sensors was limited by this severe weather. In order to detect the flooded regions, bi-temporal PolSAR images can acquire not only the region of change, but can also detect the type of land cover change (e.g., surface features changed to water), allowing a rapid emergency response.

3.2. RADARSAT-2 Images and Preprocessing

Two C-band quad-polarimetric RADARSAT-2 (single look complex) images of Wuhan were acquired on 25 June 2015 and 6 July 2016. The nominal pixel spacings in the azimuth and range directions were 5.12 × 4.73 m and 4.86 × 4.73 m, respectively. The swath width was 25 × 25 km, and the beams of the images were FQ21 and FQ27, with the incidence angle ranging from 40.16 to 41.58° and 45.23 to 46.49°, respectively. The repeat cycle was 24 days. The preprocessing consisted of radiometric calibration, speckle filtering, and image co-registration. After the radiometric calibration, the pixel values of the bi-temporal PolSAR images are directly related to the radar backscatter of the scene. This condition is necessary for the comparison of PolSAR images acquired at different dates. Image co-registration and speckle filtering are performed. Image co-registration is aimed at reducing the errors caused by the mis-registration of the images. Two free open-source software packages—the Next ESA SAR Toolbox (NEST) [46] and the PolSARpro SAR Data Processing and Educational Tool [47]—were used in the preprocessing of the SAR datasets. The co-registration image sizes are 4906 × 5114 pixels.

The Pauli-RGB images (\(|S_{hh} - S_{vv}|\) for red (R), \(|S_{hv}|\) for green (G), and \(|S_{hh} + S_{vv}|\) for blue (B)) are shown in Figure 3a,b. The regions labeled by the four red boxes in the Figure 3a are used to give a detailed assessment. All of these regions have a common characteristic, i.e., containing water bodies. The ground reference is shown in Figure 3c, displaying corresponding optical images obtained by Google Earth (version 7.1.8) and field surveys conducted by researchers.
The Pauli-RGB images (\(|| hh vvSS \) for red (R), \(|| hvS \) for green (G), and \(|| hh vvSS + \) for blue (B)) are shown in Figure 3a,b. The regions labeled by the four red boxes in the Figure 3a are used to give a detailed assessment. All of these regions have a common characteristic, i.e., containing water bodies. The ground reference is shown in Figure 3c, displaying corresponding optical images obtained by Google Earth (version 7.1.8) and field surveys conducted by researchers.

Figure 2. Location of the study areas.

Figure 3. The Pauli-RGB images of Wuhan after preprocessing, for (a) 25 June 2015; and (b) 6 July 2016; (c) the ground reference (white denotes the change and black denotes the non-change). In (a), region 1 is YanDong Lake, region 2 is LiangZi Lake, region 3 is YanXi Lake, and region 4 is Nan Lake.

3.3. Result of Change Detection in the Bi-Temporal PolSAR Images

3.3.1. Similarity Measures

The results of the \( S \) based on the test statistics were adjusted to the range \([0, 1]\) by linear mapping, as shown in Figure 4a. Using the automatic threshold method of K & I, the optimal threshold value was 0.53. In this experiment, we focused on the water change. Therefore, we only classified the bi-temporal PolSAR data into three categories: city (C), forest (F), and water (W). The chosen training samples included 3,755 points of city (red), 11,784 points of forest (green), and 9,750 points of water (blue), as shown in Figure 4b.
The results for the bi-temporal PolSAR images of Wuhan are shown in Figure 5. The change detection preserves some of the details, but it also corrects the incorrect detection of PCC. As a result of adding remote sensing methods were all able to detect the main changes. However, the results of TSKI and PCC contain many false alarms. Because of the large difference in the backscattering of these land cover types, the results for the bi-temporal PolSAR images contain many incorrect detections and a high false alarm rate. The result of the change detection maps show change (white) and non-change (black) information. The computational time for TSKI, PCC, and our method are 253 s, 242 s, and 301 s, respectively.

3.3.2. Experimental Results

After obtaining the necessary parameters described above, we could obtain the result of change detection based on the proposed method. In order to verify the efficiency of the proposed method, comparative experiments were designed. We compared unsupervised change detection based on TSKI, supervised change detection based on PCC using the Wishart classifier, and the proposed method. The results for the bi-temporal PolSAR images of Wuhan are shown in Figure 5. The change detection maps show change (white) and non-change (black) information. The computational time for TSKI, PCC, and our method are 253 s, 242 s, and 301 s, respectively.

![Figure 5. The result of the change detection: (a) test statistics and the Kittler and Illingworth (TSKI); (b) post-classification comparison (PCC); and (c) the proposed method.](image-url)

In Figure 5a, the result of unsupervised change detection based on TSKI can accurately reflect the changes, but it has a high false alarm rate. As another drawback, the details of the changes are not maintained well. In Figure 5b, the result of PCC based on the Wishart classifier can reflect the type of land cover change, but PCC depends on the result of classification of the bi-temporal PolSAR images, and the result contains many incorrect detections and a high false alarm rate. The result of the proposed method is shown in Figure 5c, where it can be seen that the proposed method not only preserves some of the details, but it also corrects the incorrect detection of PCC. As a result of adding the similarity measure in JCC-TSKI, the similar parts are retained, and the different parts are checked again by the type category of the classification of the bi-temporal PolSAR images. The proposed method is effective at preserving the detail and decreasing the false alarms. As we focus on the change in the highlighted regions in Figure 3, these areas are chosen to give detailed assessments.

The areas of YanDong Lake (region 1 of the Figure 3a,) and LiangZi Lake (region 2 of the Figure 3a, 400 × 400 pixels) have similar surface features. Moreover, the main changes of these parts occurred in the water area because of the rain. Results of these regions are shown in Figures 6 and 7. The three methods were all able to detect the main changes. However, the results of TSKI and PCC contain many
false alarms. Because of the large difference in the backscattering of these land cover types, it is easy to classify these categories. Therefore, PCC based on the Wishart classifier shows a good performance in maintaining the details, but it still shows some weaknesses, including incorrect detections and false alarms. TSKI also has a problem of high false alarms. The proposed method shows a significant improvement in decreasing the false alarms, and maintains the details of the change information of the water bodies.

Figure 6. RADARSAT-2 PolSAR images of the red box labeled area 1 acquired on (a) 25 June 2015; and (b) 6 July 2016; (c) the ground truth; change detection results of (d) TSKI; (e) PCC; and (f) JCC-TSKI.

Figure 7. RADARSAT-2 PolSAR images of the red box labeled area 2 acquired on (a) 25 June 2015; and (b) 6 July 2016; (c) the ground truth; change detection results of (d) TSKI; (e) PCC; and (f) JCC-TSKI.
The quantitative comparison of the three detection schemes shown in Tables 1 and 2 also indicates that the proposed approach shows a better performance. The proposed approach achieves the best results in four indicators (FA (%), TE (%), OA (%), KAPPA). Moreover, the proposed method not only shows a significant improvement in decreasing the false alarms over the unsupervised method and can detect the type of land cover change, it also obtains fewer incorrect detections and false alarms than PCC. This confirms that the proposed method is effective and shows a significant improvement over PCC and TSKI.

Table 1. Performance evaluation of the change detection over YanDong Lake.

<table>
<thead>
<tr>
<th>Method</th>
<th>FA (%)</th>
<th>TE (%)</th>
<th>OA (%)</th>
<th>KAPPA</th>
</tr>
</thead>
<tbody>
<tr>
<td>TSKI</td>
<td>5.64</td>
<td>5.92</td>
<td>94.08</td>
<td>0.6755</td>
</tr>
<tr>
<td>PCC</td>
<td>4.0</td>
<td>5.63</td>
<td>94.36</td>
<td>0.6460</td>
</tr>
<tr>
<td>JCC-TSKI</td>
<td>2.52</td>
<td>4.40</td>
<td>95.60</td>
<td>0.6997</td>
</tr>
</tbody>
</table>

FA, TE, OA, KAPPA denote the false alarm, total errors, overall accuracy and Kappa coefficient, respectively.

Table 2. Performance evaluation of the change detection over LiangZi Lake.

<table>
<thead>
<tr>
<th>Method</th>
<th>FA (%)</th>
<th>TE (%)</th>
<th>OA (%)</th>
<th>KAPPA</th>
</tr>
</thead>
<tbody>
<tr>
<td>TSKI</td>
<td>7.4</td>
<td>8.05</td>
<td>91.95</td>
<td>0.7038</td>
</tr>
<tr>
<td>PCC</td>
<td>7.4</td>
<td>8.99</td>
<td>91.05</td>
<td>0.6608</td>
</tr>
<tr>
<td>JCC-TSKI</td>
<td>4.68</td>
<td>6.80</td>
<td>93.20</td>
<td>0.7249</td>
</tr>
</tbody>
</table>

The areas of YanXi Lake (region 3 of the Figure 3a, 600 × 600 pixels) includes grassland, city, and water bodies. The main changes not only occurred in the water area as a result of the rain, but also occurred in the city area. Results of these regions are shown in Figure 8. The three methods were all able to detect the main changes. However, the results of TSKI and PCC contain many false alarms. Because of the large differences in the backscattering of these land cover types, it is easy to classify these categories. Therefore, PCC based on the Wishart classifier shows a good performance in maintaining the detail, but it still has some weaknesses, such as incorrect detections and false alarms. TSKI also has the problem of a high false alarm rate. The proposed method shows a significant improvement in decreasing the false alarms, and maintains the details of the change information of the water bodies and city area. The quantitative comparison of the three detection schemes shown in Table 3 indicates that the proposed approach shows a better performance. The proposed approach achieves the best results in four indicators (FA (%), TE (%), OA (%), KAPPA). Above all, these experimental analyses show that our proposed method is suitable for detecting the changes in both water and part of city areas.

Table 3. Performance evaluation of the change detection over YanXi Lake.

<table>
<thead>
<tr>
<th>Method</th>
<th>FA (%)</th>
<th>TE (%)</th>
<th>OA (%)</th>
<th>KAPPA</th>
</tr>
</thead>
<tbody>
<tr>
<td>TSKI</td>
<td>4.86</td>
<td>6.19</td>
<td>93.81</td>
<td>0.5862</td>
</tr>
<tr>
<td>PCC</td>
<td>5.56</td>
<td>7.57</td>
<td>92.43</td>
<td>0.4919</td>
</tr>
<tr>
<td>JCC-TSKI</td>
<td>2.68</td>
<td>5.06</td>
<td>94.94</td>
<td>0.5927</td>
</tr>
</tbody>
</table>

The area of Nan Lake (region 4 of the Figure 3a, 400 × 400 pixels) consists of water, bridge and city. Because of the impacts of the surrounding buildings, Nan Lake appears different in Figure 9a,b. However, the water body of Nan Lake has been keeping the same for the two acquisitions. Results of these regions are shown in Figure 9. Because of different results of classifications in this part of bi-temporal PolSAR images, the PCC method considers this region as changed. Because of the inclusion of similarity measure in our method, the results of TSKI and the proposed method correct this incorrect detection, marking this area as unchanged. However, due to the same classifier used in PCC and JCC, some changed parts in the ground truth are put into the same category in the same classification
result. This causes some missed detection. This result demonstrates that the proposed method obtains fewer incorrect detections than PCC, and has a lower false alarm rate than PCC and TSKI. As it can be clearly seen that the result of PCC in Figure 9e contains many incorrect detections, we did not need to undertake a quantitative comparison between PCC and our proposed method in this region.

Figure 8. RADARSAT-2 PolSAR images of the red box labeled area 3 acquired on (a) 25 June 2015; and (b) 6 July 2016; (c) the ground truth; change detection results of (d) TSKI; (e) PCC; and (f) JCC-TSKI.

Figure 9. RADARSAT-2 PolSAR images of the red box labeled area 4 acquired on (a) 25 June 2015; and (b) 6 July 2016; (c) the ground truth; Change detection results of (d) TSKI; (e) PCC; and (f) JCC-TSKI.
As a result of adding the similarity measure in the proposed method, it decreases the rate of incorrect detection and the false alarm rate, and shows a dramatic improvement over PCC. Compared to TSKI, the similar parts are retained, and the different parts are checked again by the type category of the bi-temporal PolSAR data in JCC-TSKI. This can preserve the details and decrease the false alarms. Moreover, our proposed method can detect the type of land cover change.

Compared with the unsupervised method of change detection, the supervised method of change detection can detect the type of land cover change, as shown in Figure 10. Because PCC is affected by the cumulative error of the single remote image classification, the PCC result contains many incorrect detections and false alarms. In Figure 10a, the change types of forest to city (F to C) and city to forest (C to F) are the main changes in PCC. As a result of the low backscatter of water, it is easy to classify the water by means of the Wishart classifier. The PCC method shows a good performance in detecting the change types of forest to lake and city to lake. The results of the proposed method show the advantage of detecting the changes of water regions and decreasing the incorrect detections and false alarms. In Figure 10b, the change types of forest to city and city to forest are decreased, and the results show a dramatic improvement. Due to large study areas and inclement weather conditions, the map of land cover change over a couple of days is not available. Therefore, the quantification for the type of land cover change is difficult to achieve.

4. Conclusions

In this paper, we have presented a novel bi-temporal PolSAR image change detection approach. A similarity measure and JCC are used to deal with the challenges faced by both the unsupervised and supervised change detection approaches. Bi-temporal PolSAR images are used in the proposed method. Unlike other change detection approaches using bi-temporal single-channel SAR images, the proposed method applies the bi-temporal fully PolSAR images to detect the changes. As a result of using the information of the PolSAR data, it is easier to detect the slight differences. We use TSKI to obtain the similarity measure. This can make use of all the PolSAR information and automatically choose the threshold of the test statistic and Kittler and Illingworth algorithm. The similarity measure used in the proposed method can determine the similarity of the same region at different times, and can distinguish both similar and different parts. We consider the similar parts as the same category,
and the different parts are classified, respectively. Because the backscatter of water is low, it is easy to distinguish using the Wishart classifier. The results of the proposed method are more effective and accurate. This paper describes a novel change detection process. Thus, we believe that the proposed method will be a practical solution for unsupervised change detection. The experimental results include the change type information and contain fewer false alarms than TSKI. The proposed method also solves some of the problems of supervised change detection, such as the high level of incorrect detections and false alarms. In the experiments, the proposed method showed a dramatic improvement over PCC.
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