High Precision DEM Generation Algorithm Based on InSAR Multi-Look Iteration
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Abstract: Interferometric Synthetic Aperture Radar (InSAR) is one of the most sufficient technologies to provide global digital elevation modeling (DEM). It unwraps the interferometric phase to provide observations for phase-to-height conversion. However, the phase gradient has great influence on the phase unwrapping quality, thereby affecting the topographic mapping accuracy. Multi-look processing can improve the reliability of phase unwrapping by reducing the noise phase gradient. Nevertheless, it reduces the spatial resolution while increasing the height phase gradient, thus lowering the reliability of height values. In this paper, we propose a multi-look iteration algorithm to suppress the noise and maintain the reliability of height values. First, we use a large number of looks (NL) to suppress the noise phase gradient and obtain a coarse DEM. Then taking this coarse DEM as a reference, we remove the topographic phase from the interferogram with a small NL, which will reduce height phase gradient and ensure the accuracy of phase unwrapping. Finally, we obtain DEM products with high precision and fine resolution. We validate the proposed algorithm using both simulated and real data, and obtain DEM products in a greatly undulated region using TanDEM-X data. Results show that the proposed method is capable of providing DEM with resolution of 4 m and accuracy of 1.73 m.
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1. Introduction

The digital elevation model (DEM) with both high spatial resolution and height accuracy is widely used in scientific applications [1]. For instance, DEM is able to provide reference for urban infrastructure deformation monitoring [2,3], coseismic deformation extraction of earthquakes [4–6], as well as landslide monitoring [7,8]. However, it is not easy to produce DEM using optical stereoscopy such as SPOT 5 at global scale [1]. InSAR is one of the most efficient ways to provide global DEMs [9–11] due to its all-weather, all-day characteristics, and the automatic high-efficiency processing methods. One of its most successful applications is the shuttle radar topography mission (SRTM). SRTM uses a fixed interferometric baseline to observe the earth’s surface covering 56°S to 60°N [12]. Another success is TanDEM-X. It is able to provide global DEMs including the Antarctica Plate [13]. The 90% point-to-point accuracy of TanDEM-X DEM is declared to be 3.5 m all over the world, 1.3 m if the Antarctica Plate is not considered [13]. Several methods are proposed to ensure the accuracy of the TanDEM-X DEM [14]. First, the parameters of the TanDEM-X system are calibrated using...
the ground control points [15]. Then, a raw DEM is produced using the calibrated parameters. The Ice, Cloud, and Elevation Satellite (ICESat) data are chosen to calibrate the height ramp error [16]. After that, the descending and ascending data are merged to reduce the layover and shadow areas. Meanwhile, small baseline interferograms are introduced to assist phase unwrapping of long baseline interferograms, aiming at calculating the phase ambiguities correctly [17]. Finally, the tiled DEM data are mosaicked and the systematic errors induced by baseline residues are eliminated [18]. However, the interferometric phase error which affects the DEM quality significantly is only paid close attention to during the satellite system designing stage, but not during the data processing stage [14,19]. Among the interferometric phase error, phase unwrapping is one of the most important errors related to data processing [20,21].

Phase unwrapping is used to integrate the phase gradients (i.e., the phase increment between adjacent pixels). When the phase gradient is great enough (0.822 cycles/pixel for ERS), the spectrum overlap in the range direction disappears, inducing complete decorrelation [20,22,23]. In that case, phase unwrapping cannot obtain any reliable information. Phase gradients are composed of a variety of factors, including phase noise, topographic phase, and other errors (such as baseline error, slant range error). Phase noise is useless and should be eliminated, but the topographic phase is useful and should be retained. As the phase gradients due to the baseline and slant range can be removed through ground calibration [24], it is not covered in this paper.

Decorrelation sources, including signal-to-noise-ratio (SNR) decorrelation, quantization decorrelation, decorrelation of ambiguities, registration decorrelation, spatial decorrelation, temporal decorrelation [14,19], and so on, have complex effects on phase gradients. These decorrelation factors multiply each other and show as randomly distributed noise in the interferogram [25]. The noise has irreversible effects on interferometric phase [20], which means that once the phase decorrelates completely, no useful information can be extracted by data processing. If the interferogram is coherent, i.e., coherence is greater than 0.6, we are able to conduct phase unwrapping [14]. In this case, multi-look processing is able to improve the original coherence by averaging the complex values of a window. The stochastic model between noise phase and number of looks (NL) is discussed by several authors [26–28]. Similar models describing the probability density functions (PDF) of interferometric noise phase are also researched [20]. However, the PDF of the noise phase gradient is barely provided. We use the cross-correlation function of the interferometric noise phase PDF to describe the distribution of the noise phase gradient. The characteristics of the PDFs with respect to NLs are investigated in the paper.

The elevation has a linear relationship with the phase gradient. In other words, large terrain undulation brings great phase gradient and low confidence of phase unwrapping [29]. Therefore, in InSAR data processing, we often introduce external DEM data to reduce the terrain undulation [17]. Multi-look processing plays an important role in DEM calculation. Small NLs are preferred to reduce the noise and ensure the pixel spacing of the DEM [30]. Large NLs are also applicable if the interferometric phase is contaminated seriously by noise [31]. However, most of the discussions concentrate on the de-noising capacity of NLs, regarding its effect on elevation phase distortion. Fractional Brownian motion (fBm) is one of the most effective models to describe the DEM’s character because the model is self-similar and long-range dependent [32]. The research of the PDF of elevation phase gradient with respect to NLs is discussed based on fBm.

There is contradiction between the effects of NLs on both the noise phase gradient and elevation phase gradient. We have to adopt large NLs to suppress the noise and small NLs to ensure elevation phase consistency. One solution is to use tomographic SAR (TomoSAR) to solve this contradiction by providing super-resolution DEM data. TomoSAR uses the coherence to model the interferometric complex data, aiming at separating different scatterers within a single pixel [33]. This is more useful than InSAR in the layover regions, especially in the areas covered by high to tall buildings. Meanwhile, the accuracy of TomoSAR is higher given that the different height values of different scatterers are distinguished during modeling. However, TomoSAR is not necessary given two reasons. First, 90% of land covers are distributed scatterers [34] and the layover phenomenon does not appear in those
regions. If we use TomoSAR to calculate DEM all over the image scene, that would be a waste of calculating resources. Secondly, ultra-precision elevation values of the buildings are not necessary for DEM extraction. Even if the corresponding data are obtained, we have to edit the information to ensure that the elevations of land covers are eliminated and only the elevations to the ground are maintained. The second solution is to use multi-temporal InSAR (MTInSAR) to obtain DEM data with accuracy of better than a decimeter. MTInSAR is a generic term used in InSAR analysis. For example, Tomo-Diff [34,35], PSI [2], SBAS [36], SqueeSAR [37] are all MTInSAR that use multi-temporal and multi-baseline interferograms. MTInSAR models deformation values, height values, as well as the noise component simultaneously, therefore we have to adopt different perpendicular baselines for different applications’ purposes. Deformation needs a small baseline to eliminate height error, while DEM needs broad baseline coverage to ensure that the elevation error is precisely calculated. MTInSAR technologies are elaborate to calculate pointwise information for the persistent scatterers. However, we have to calculate DEM all over the interferogram, which is not easy for MTInSAR, especially in natural terrain or when the number of the images is limited. Therefore, we prefer to improve the InSAR method instead of the MTInSAR method. Even if MTInSAR were able to provide the precise elevation values of the distributed scatterers, meaning that 90% of the pixels could be calculated, the cost of the SAR images would be inestimable when it is applied in global DEM extraction. That is even more difficult to implement in China because we do not have a domestic, applicable interferometric SAR satellite at present.

In this paper, we propose a multi-look iteration algorithm to provide both high accuracy and fine grid size of the DEM. First, we generate a coarse DEM (CDEM) using the 8 × 8 NL. Although the height phase gradient of CDEM is large, the small noise phase gradient lowers the total phase gradient, ensuring the accuracy of CDEM. However, CDEM has low spatial resolution because of the large NL, so it cannot provide fine DEM data. Taking CDEM as a reference, we can obtain an intermediate DEM (IDEM) using the 4 × 4 NL. In a similar way, we can finally get the DEM data by the 2 × 2 NL. The algorithm is analyzed and validated by both simulated data and TanDEM-X data.

The paper is organized as follows. The second section briefs the relationship among the multi-look algorithm, the noise phase gradient, and the elevation phase gradient. The third section introduces the multi-look iteration algorithm, which is validated by simulated and real data in the fourth section. In section five, we discuss the flexibility of using alternative NLs in the proposed method and the difficulties of geocoding with small NLs. The feasibility of providing DEM with both high-precision and fine grid size is also discussed here. Finally, the conclusion is drawn in the sixth section.

2. Multi-Look Algorithm and Phase Gradient

2.1. Maximum and Minimum Detectable Phase Gradient

The phase gradient is often decomposed into components in azimuth and range directions. Phase unwrapping is to integrate the phase gradients in these two directions. For the interferogram, the integral process can be expressed in a discrete way [38]:

\[ \phi = \sum_{ij} \Delta \phi_{ij}. \]  

(1)

where \( \phi \) is the unwrapped phase, \( \Delta \phi_{ij} \) is the phase gradient between two adjacent points \((i, j)\) in the integral path, \( \sum \) is the total value of the data series. The most important step of phase unwrapping is to determine the integral path, in which the objective function should be the minimum [38] as

\[ T(\phi) = \min\{\sum_{ij} (\Delta \phi_{ij}^a - \Delta \phi_{ij}^r)^p + \sum_{ij} (\Delta \phi_{ij}^r - \Delta \phi_{ij}^r)^p\}, \]  

(2)

where \( T(\phi) \) is the objective function which represents norm \( L^p \) \((p \in \{0, 1, 2\})\) of phase difference before and after unwrapping, \( r \) is the range direction, \( a \) is the azimuth direction, \( \min\{\} \) is used to
ensure that the value of objective function is minimum. Phase gradients affect the phase unwrapping accuracy [23,32,39], but the functional relationship between them is difficult to quantitatively express. In order to study this relationship, Ireneusz Baran et al. proposed a mathematical simulation method to obtain the relationship between the detectable deformation gradient and coherence using Envisat-ASAR [40]. Considering the ASAR wavelength $\lambda$ (5.6 cm), we can convert the deformation gradient model into the phase gradient model using

$$\Delta \phi = \Delta def \frac{4\pi}{\lambda} = 224.2857 \Delta def,$$

(3)

where $\Delta def$ is the deformation gradient, $\lambda$ is the wavelength. The formula after conversion can be written as:

$$\begin{align*}
\Delta \phi_{\text{min}}^{(\gamma,N)} &= (0.000828961 \times \mu(N) - 0.0554659) \times (\gamma - 1) + 2.24 \times 10^{-5}
\Delta \phi_{\text{max}}^{(\gamma,N)} &= \frac{\pi}{\mu(N)} + (8.14607 \times \mu(N)^{-1.258}) \times (\gamma - 1).
\end{align*}$$

(4)

where $\Delta \phi_{\text{min}}^{(\gamma,N)}$ is the minimum detectable phase gradient (MIDPG), $\Delta \phi_{\text{max}}^{(\gamma,N)}$ is the maximum detectable phase gradient (MADPG), $\mu(N) = \min\{\mu(a), \mu(r)\}$, and $\mu(a)$ is the azimuth pixel spacing after multi-look processing, $\mu(r)$ is ground pixel spacing after multi-look processing, $\gamma$ is the coherence. With the coherence 1.0, the minimum detectable phase gradient $2.24 \times 10^{-5}$, the MADPG reaching to its extreme $\pi$, almost all the phase changes can be accurately detected. When the coherence decreases, the MIDPG increases and the MADPG reduce. We take the NL as the basis to do phase unwrapping if the MIDPG and MADPG are equal. Taking the stripmap mode of TanDEM-X as an example, with the azimuth pixel spacing 2 m and the NLs 1, 4, and 16, the corresponding minimum coherence coefficients are about 0.55, 0.39, and 0.26, respectively. If the NL is greater than 66, the minimum phase gradient is below 0, which means that any phase less than $\Delta \phi_{\text{max}}^{(\gamma,N)}$ can be detected. In that case, NLS in both azimuth and range directions are about 8, so $8 \times 8$ is the largest NL used in this study.

The interferometric phase gradient has similar components to the phase measurement, which can be expressed as

$$\Delta \phi = \Delta \phi_{\text{fit}} + \Delta \phi_{\text{ter}} + \Delta \phi_{\text{def}} + \Delta \phi_{\text{atm}} + \Delta \phi_{\text{noi}},$$

(5)

where the five items on the right side are the phase gradient of the flat earth $\Delta \phi_{\text{fit}}$, terrain $\Delta \phi_{\text{ter}}$, deformation $\Delta \phi_{\text{def}}$, atmospheric delay $\Delta \phi_{\text{atm}}$, and noise $\Delta \phi_{\text{noi}}$, respectively. After accurately removing the flat earth phase, deformation information, and the atmospheric delay, we get a simple equation of the phase gradient as:

$$\Delta \phi = \Delta \phi_{\text{ter}} + \Delta \phi_{\text{noi}},$$

(6)

For those interferometers with temporal baseline 0 (e.g., SRTM and TanDEM-X), Equation (6) is always the truth, so the phase gradient is determined by the elevation phase gradient (EPG) and noise phase gradient (NPG). EPG is used to calculate the DEM data and should be maintained. While NPG should be removed as well as possible. The MADPG is fixed when the NL is provided, so less EPG allows more NPG, and phase unwrapping can be conducted correctly even with low SNR. Less NPG allows more EPG, meaning that InSAR is more applicable in the surveying and mapping of undulated regions. In the following section, we discuss EPG and NPG from the view of the multi-look algorithm.

2.2. Multi-Look Algorithm

The multi-look algorithm can be employed in two ways in SAR processing. One is to divide the Doppler spectrum into several subsets (number of looks) in the process of image focusing, and sum the independent looks [41]. The other is to average the pixels using a specified window in interferometric processing [20]. In this paper, the multi-look algorithm refers to the latter,
\[ v_m = \sum_{n=1}^{N} v_M^n v_S^n* = a e^{j \phi}, \] (7)

where \( N \) is the NL, i.e., the product of the azimuth NL(\( N_a \)) and the range NL(\( N_r \)); \( v_m \) is the interferometric pixel values after multi-look processing. \( v_M \) and \( v_S \) are pixels of the master and slave images before multi-look processing, respectively. \( v_S^n* \) is the conjugate of the slave image pixels. \( a \) and \( \phi \) are the amplitude and phase after multi-look processing, respectively. \( j = \sqrt{-1} \). \( \phi \) is:

\[ \phi = \arctan \left( \frac{\sum_{n=1}^{N} I(v_M^n v_S^n*)}{\sum_{n=1}^{N} R(v_M^n v_S^n*)} \right), \] (8)

where \( R(\cdot) \) and \( I(\cdot) \) are real and imaginary parts of a complex number.

2.2.1. Multi-Look Algorithm and Elevation Phase Gradient

Topography has a strong correlation on large scales, while it has stochastic characteristics on small scales, this could be well described by the fractional Brownian motion (fBm) [32]. Assuming that the elevation difference between two adjacent pixels in the azimuth direction is \( \Delta h_a \) and that in the range direction is \( \Delta h_r \), their probability density functions (PDF) using fBm can be expressed as

\[ pdf(\Delta h^a) = \frac{c_{ah}}{\sigma |d_a|^H} e^{-\frac{(\Delta h^a)^2}{2\sigma^2(d_a)^2 \pi}}, \] (9)

\[ pdf(\Delta h^r) = \frac{c_{rh}}{\sigma |d_r|^H} e^{-\frac{(\Delta h^r)^2}{2\sigma^2(d_r)^2 \pi}}, \] (10)

where

\[ d_a = \sqrt{\mu_a + \frac{(\Delta h^a)^2}{\tan \theta}}, \] (11)

\[ d_r = \mu_r + \frac{\Delta h^r}{\tan \theta}, \] (12)

where \( \theta \) is the incident angle, \( c_{rh} \) and \( c_{ah} \) are normalizing constants that can ensure the integral of PDF in its definition domain is 1. \( H \) is the Hurst parameter, \( 0 < H < 1 \). \( H \) indicates the terrain undulation. If \( H \) is close enough to 0, the terrain is totally flat. If \( H \) is close to 1, the terrain elevation follows the Gauss stochastic distribution. The experiential value is 0.2 [42]. When \( \mu_r = 2, \mu_a = 2 \) and \( \theta = 42.76^\circ \), we calculate the PDFs in different NLs and show them in Figure 1. Clearly, the distribution of range direction is different from that of azimuth. In fact, the PDF in range direction follows the skewed fBm law because of side-looking geometry. With the increase of the NLs, pixel spacing in the range and azimuth directions grows gradually and the elevation gradient distribution becomes more even, which means the larger the NLs, the more discrete the distribution of the elevation gradient. Therefore, in order to maintain the reliability of elevation, multi-look processing should adopt small NLs which can mostly keep the consistency between the elevation phases in the range and azimuth directions, thereby reducing the elevation phase gradient, and guaranteeing good phase unwrapping results when the noise phase error is high (see Equation (6)).
2.2.2. Multi-Look Algorithm and Noise Phase Gradient

With a NL greater than 1, the PDF of the interferometric phase noise can be expressed as [20]

\[
pdf(\phi; \gamma, N, \phi_0) = \frac{(1-|\gamma|^2)^N}{2\pi} \times \left\{ \frac{\Gamma(N-1)}{\Gamma(N)|^N|^{2(N-1)}} \left[ \frac{(2N-1)\beta}{(1-\beta)^{N+1}} \left( \frac{\pi}{2} + acr \sin \beta + \frac{1}{(1-\beta)^N} \right) \right] + \frac{1}{\pi N^{(N-1)}(N-0.5)} \sum_{k=0}^{N-2} \frac{\Gamma(N-0.5)}{\Gamma(N-0.5-k)\Gamma(N-k-1)} \frac{1+(2k+1)\beta^2}{(1-\beta)^{k+1}} \right\}, (N > 1)
\]

With a NL equal to 1, the corresponding function is

\[
pdf(\phi; \gamma, N, \phi_0) = \frac{(1-|\gamma|^2)^N}{2\pi} \times \left\{ \frac{\Gamma(2N-1)}{\Gamma(N)|^N|^{2(N-1)}} \left[ \frac{(2N-1)\beta}{(1-\beta)^{N+1}} \left( \frac{\pi}{2} + acr \sin \beta + \frac{1}{(1-\beta)^N} \right) \right] \right\}, (N = 1),
\]

where \( \beta = |\gamma| \cos(\phi - \phi_0) \), \( \Gamma \) is the GAMMA function, \( N \) is the NL. Figure 2 shows the PDF of the phase noise with different NLS and coherence. With the same coherence, the larger the NL, the smaller the dispersion of interferometric phase noise, and vice versa. With the same NL, the larger the coherence, the smaller the dispersion of interferometric phase noise, and vice versa. Statistics show that when
the mathematical expectation of the phase noise is 0 and coherence is 0.9. NLs of 4, 16, and 64 show corresponding standard deviations 0.206, 0.089, and 0.043 rad, respectively. And with NL 64, the coherence coefficients are 0.7, 0.8, and 0.9, and the interferometric phase standard deviation are 0.091, 0.067, and 0.043 rad, respectively. Therefore, we should choose a larger NL and a higher coherence coefficient to reduce the effect of phase noise.

**Figure 2.** (a–c) Noise phase probability density functions with different coherences and number of looks. The coherence is 0.7, 0.8, and 0.9, respectively. The multi-look numbers of the blue, red, and black lines are 64, 16, and 4, respectively.
Assuming that the noise of points A and B follows the Gauss hypergeometric distribution, and the two points are independent, the phase gradient of the noise is the cross-correlation function of the noise of the two points [34]. Then the PDF of NPG $\Delta \phi_{\text{noi}}$ can be expressed as

$$pdf(\Delta \phi_{\text{noi}}) = \int_{-\pi}^{\pi} pdf(\phi; \gamma, N, \phi_0) w[\phi + \Delta \phi_{\text{noi}}; \gamma, N, \phi_0] d\phi,$$  \hspace{1cm} (15)

where $w(\cdot)$ is the phase wrapping operator, and $w(\phi) = \arctan\left[\frac{\sin(\phi)}{\cos(\phi)}\right]$. Figure 3 shows the distribution of the PDF of the corresponding phase gradient. With the same coherence and NL, the phase gradient PDF in Figure 3 is wider than that in Figure 2, which means the standard deviation of phase gradient is larger than that of phase. Statistical results show that the standard deviation of phase gradient is $\sqrt{2}$ times the phase standard deviation under the same conditions, which is consistent with the law of error propagation. When other parameters are fixed, a large NL makes the phase gradient approach 0. This allows Equation (6) to contain more EPGs and ensures the reliability of phase unwrapping results in complex terrain.
3. Multi-Look Iteration Algorithm

We propose a multi-look iteration algorithm to reduce the influence of NL on EPG and NPG. The algorithm uses DEMs with larger NLs as reference to calculate finer DEMs with smaller NLs. The CDEM obtained by the NL 8 × 8 processing can only provide basic relief information and can hardly detect any details. Then, the cubic convolution method is used to oversample the CDEM in both the azimuth and range directions. The oversampled elevation value can be taken as the reference to calculate and reduce the terrain phase for the 4 × 4 multi-look processing. Even if the NPG increases, the total phase gradient will not exceed that of 8 × 8, and the accuracy of phase unwrapping as well as IDEM will increase. In the same way, the IDEM can be regarded as the reference terrain for smaller NL processing. When the NL is 2 × 2, the generated DEM can be taken as the final DEM. Because the MADPG is less than the NPG when the NL is smaller than 4 (see Figure 4), reliable phase unwrapping solutions can’t be obtained even in the flat terrain.

Figure 3. (a–c) Probability density function of interferometric noise phase gradient with different coherence and number of looks. The coherence is 0.7, 0.8, and 0.9, respectively. The multi-look numbers of the blue, red, and black lines are 64, 16, and 4.

Figure 4. Relationship among the number of looks, the maximum detectable phase gradient, and the noise phase gradient.
4. Experiments

4.1. Validation with Simulated Data

We use the simulated data to validate the algorithm. TanDEM-X data of Litang County in the Ganzi Tibetan Autonomous Prefecture of Sichuan Province are selected. The imaging date is 12 September 2013, and the azimuth and range pixel spacing is 2.19 m and 1.36 m. The looking angle is 42.8 degrees, therefore the corresponding ground pixel spacing is 2 m. The vertical baseline length is 243.7 m, and the near slant range is 657,674.39 m. We crop the single look complex (SLC) image (8000 × 8000) from the original image. With H = 0.7 and σ = 1, we generate a DEM with the size of 8000 × 8000 using the fBm model [42]. As the elevation ranges from 3500 to 6100 m in the study area, we stretch the data and show the results in Figure 5a. The corresponding SLC coverage is shown in Figure 5b.

Assuming the coherence of NL 2 × 2 is 0.9, the interferometric phase standard deviation is 0.206 rad, calculated by the Cramer-Rao formula [20]. As the phases of two SLC images are independent and identically distributed, the phase standard deviation of the single image is 0.146 rad according to Equation (15). We can use Equation (13) to simulate the phase noise of the corresponding master and slave images. We simulate their amplitudes according to the imaging geometry of TanDEM-X and the DEM information. We assume that the slave image only contains the noise information, corresponding to which the SLC can be simulated. Then, we calculate the complex values based on the sum of the flat and terrain phases obtained by interferometric geometric information and the noise phase to form the master SLC.

DEM is then calculated by the traditional method using the simulated master and slave SLCs. This is reverse to the simulation procedures. First of all, we calculate interferograms, remove flat phase, filter, and unwrap the phase. Then we calculate the phase unwrapping constant based on the topographic phase unwrapping results and the simulated topographic phase. Finally, we convert the unwrapped phase to height using the interferometric geometry, and then geocode to obtain the DEM data. The height error of the result is reported as 4.04 m by comparing the simulated DEM and the calculated DEM. Because the solution does not introduce any other errors, the fundamental error is the phase error of the master and slave images, and the derivative error is the phase unwrapping error propagating into the subsequent phase-to-height conversion and geocoding.

![Figure 5](image_url)

**Figure 5.** (a) is DEM simulated using fractional Brownian motion, the white rectangle corresponds to (b) the spatial coverage of SLC image.
The NL influence on the mean absolute value of the EPG ($|\Delta \phi_h|$), the NPG ($|\Delta \phi_{\text{noi}}|$) and the total phase gradient ($|\Delta \phi|$) is shown in Figure 6. We calculate $|\Delta \phi_h|$ with NLs $k \times k, k = 1, 2, \ldots, 7, 8$ using the simulated data whose noise levels are set to zero. Then we adopt different NLs to calculate $|\Delta \phi_{\text{noi}}|$ by setting the height as a fixed value 3500 m and considering the phase standard deviation 0.146 rad on single SLC. The results show that NPG decreases with the increase of the NLs obviously, especially when the NL is less than $4 \times 4$. The subsequent increase in the NL does not reduce the phase noise obviously. When the NL is $8 \times 8$, the NPG is 2.86 degrees and the phase unwrapping error reaches 1.51 degrees which has negligible effect on the elevation. $|\Delta \phi|$ is calculated from the flattened interferogram with only the terrain and noise information. Obviously, if the NL is not bigger than $2 \times 2$, the total phase gradient decreases with the increase of the NL. This means the main function of multi-looking is to suppress noise if NL is not bigger than 4. If NL is greater than $2 \times 2$, the terrain information will become dominant in the interferogram, and the total phase gradient has a similar variation trend with the EPG.

![Figure 6](image_url)

**Figure 6.** Relationship between number of looks and the mean values of absolute height phase gradient, absolute noise phase gradient, and absolute phase gradient.

Figure 7 shows the influence of $|\Delta \phi_h|$, $|\Delta \phi_{\text{noi}}|$, and $|\Delta \phi|$ on the height accuracy. When the NL is 1, the influence of the EPG and the total phase gradient on the elevation accuracy has no regulation because of the noise. When NL is bigger than $2 \times 2$, a large phase gradient lowers elevation accuracy. If NL is greater than or equal to $8 \times 8$, there will be obvious phase unwrapping error and the elevation accuracy jumps. And the NPG has a strong negative correlation with the elevation accuracy. So in flat areas which are dominated by the NPG, large NLs are preferred to ensure the elevation accuracy.

In order to assess the multi-look iteration algorithm, we conduct an experiment with the height ranges from 3500 to 5500 m. The DEM accuracy is 2.95 m after the $8 \times 8$ multi-look processing (Figure 8a). When it is used as a reference, the accuracy of the IDEM obtained by the $4 \times 4$ multi-look processing is 2.17 m, but the accuracy of the DEM obtained without iteration is 2.45 m. After the second iteration, the accuracy of DEM after $2 \times 2$ multi-look processing is 2.10 m, and that without iteration is 2.33 m. Results show that DEM accuracy increases with a decrease in NL. What is more, the multi-look iteration algorithm is able to provide a DEM with higher accuracy than the traditional way if the NL is specified.

$8 \times 8$ NL leads to large phase distortions when the height range increases. This induces phase unwrapping error, thus contaminating the quality of DEMs. For example, if the simulated elevation range is $[3500, 6100]$, the accuracy of DEM obtained by the $8 \times 8$ multi-look processing is 30.45 m (Figure 8b). In order to ensure the availability of the multi-look iteration algorithm with large elevation difference, we need to introduce external DEM data to reduce the height gradient. External DEM data could be coarse, as long as it can reflect the general elevation difference. We further increase the height difference to $[3500, 6500]$, and take the simulated DEM with 45 times down-sampling as the reference.
Results show that the height accuracy surges from 111.53 m (no reference DEM, 8 × 8 NL, Figure 8c) to 8.99 m (8 × 8 NL), and the multi-look iteration method further enhances the accuracy to 3.96 m (4 × 4 NL) and 3.48 m (2 × 2 NL), respectively. Therefore, using the external DEM as a reference can improve the reliability of the phase unwrapping results, and improve the final accuracy of the multi-look iteration algorithm.

Figure 7. (a–c) Relationship between the height accuracy and the mean values of absolute phase gradient, absolute noise phase gradient and absolute phase gradient.
Figure 8. (a–c) Histogram of elevation error. In (a–c) the simulated elevation differences are 2000 m, 2600 m, 3000 m, respectively.

4.2. Validation with Real Data

The Ganzi Tibetan Autonomous Prefecture of Sichuan province, China, is located in the transition area from the Sichuan Basin to the Tibetan Plateau. This area is highly undulated. The height difference between the northern plateau and southern valley is about 3000 m, and that between the Gongga Mountain, the tallest mountain in the area, and the Dadu River Valley is 6400 m. A location map of the study area and the corresponding SRTM DEM are shown in Figure 9. We select the corresponding ICESat data and two ground control points for accuracy evaluation. It is worth noting that the elevation systems of SRTM and of the control points are of orthometric height, referring to the Earth Gravitational Model reference 1996 (EGM96). The TanDEM and ICESat use the ellipsoid height, referring to the World Geodetic System 1984 (WGS84) ellipsoid [43]. For convenience and consistency, all data are transformed to the orthometric height system.
We need to employ SRTM to reduce the EPG. In order to ensure the processing precision, SRTM DEM without external DEM introduces large phase unwrapping error, leading to a final DEM error of 310 m (w.r.t. GCPs) when the proposed method is used. Meanwhile, assessment using ICESat data also demonstrates the effectiveness of the multi-look iteration algorithm. As Table 1 shows, the elevation accuracy of ICESat data is slightly higher than that of SRTM in complicated terrain regions.

Figure 9. (a) Location map of the study area. The red triangle is Litang County, Ganzi Tibetan Autonomous Prefecture, and (b) the corresponding SRTM DEM. The red dots are ICESat data and the two green triangles are the ground control points.

Because the height difference in the study area is as large as 2600 m, the $8 \times 8$ multi-look processing without external DEM introduces large phase unwrapping error, leading to a final DEM error of 310 m. We need to employ SRTM to reduce the EPG. In order to ensure the processing precision, SRTM DEM should be properly oversampled to get a grid size approximating to the TSX/TDX pixel size after multi-look processing. Then we have to co-register them and make sure the accuracy in range and azimuth directions do not exceed 1 pixel.

Multi-look $8 \times 8$ processing is able to suppress interferometric phase noise in our study. If we apply the external SRTM data to decrease EPG, the final phase gradient will be small enough to provide reasonable CDEM data with few details. CDEM will be useful to provide quick view of the DEM results, but its terrain details cannot meet the requirements of high-precision production.

We need to take the CDEM as a reference in the $4 \times 4$ multi-look processing to ensure the reliability of phase unwrapping. To reduce error propagation in the iteration process, low coherent regions with large NLs are firstly masked, and then interpolated with cubic convolution. This kind of processing improves the reliability of elevation in the decorrelation regions and the elevation continuity all over the interferogram, avoiding phase unwrapping error in subsequent steps. The IDEM generated by $4 \times 4$ multi-look processing is only used to control error propagation.

Multi-look $2 \times 2$ processing provides the final DEM data. As the phase noise cannot be suppressed effectively under this circumstance, the allowable elevation phase gradient is small, thereby direct solution will seriously lower the quality of the results. In this experiment, with the real TanDEM-X data, the DEM accuracy obtained using NL of $2 \times 2$ is 13.6 m (w.r.t. GCPs), while it can be 1.73 m (w.r.t. GCPs) when the proposed method is used. Meanwhile, assessment using ICESat data also demonstrates the effectiveness of the multi-look iteration algorithm. As Table 1 shows, the elevation accuracy of ICESat data is slightly higher than that of SRTM in complicated terrain regions.

It is conceivable that TanDEM DEM becomes more consistent with real terrain information when NL becomes smaller. And differences between TanDEM DEM and SRTM increase simultaneously. In Figure 10a, we can see some terrain discrepancies, among which the difference between ridge and valley is not obvious. In Figure 10b, obvious textures appear. Figure 10c shows not only clear texture information of the ridge and valley, but also the fine texture among mountains. These results indicate that TanDEM DEM has high potential to provide extremely fine textures where SRTM fails. In addition, we mask the error distribution map using a coherence threshold of 0.9 and show the low coherent regions in white (Figure 10). We can read from Figure 10 that when NL is large, the EPG is great, and phase consistency as well as coherence are low, and vice versa. Figure 10d,e show the enlarged view
of regions A and B. The percent of low-coherent areas decrease from 5.38% to 3.14% and 0.43% for NLs of $8 \times 8$, $4 \times 4$, and $2 \times 2$, respectively. And the corresponding statistics are 1.82%, 1.50%, and 0.04% in region B. These results indicate that the proposed multi-look iteration algorithm is useful for calculating DEMs with both high accuracy and fine detail.

![Figure 10](image)

Figure 10. Elevation error map (w.r.t. SRTM) with NLs of (a) $8 \times 8$, (b) $4 \times 4$, and (c) $2 \times 2$. We zoom in the rectangular regions of A and B and show the corresponding results in (d,e). White regions within the error map are pixels with coherence lower than 0.9.

Table 1. RMSEs of TanDEM-X DEM assessed using different kinds of reference data (in unit: meters).

<table>
<thead>
<tr>
<th>Number of Looks</th>
<th>SRTM</th>
<th>ICESat</th>
<th>GCP</th>
</tr>
</thead>
<tbody>
<tr>
<td>$8 \times 8$</td>
<td>2.82</td>
<td>5.88</td>
<td>2.36</td>
</tr>
<tr>
<td>$4 \times 4$</td>
<td>4.84</td>
<td>4.82</td>
<td>2.13</td>
</tr>
<tr>
<td>$2 \times 2$</td>
<td>6.96</td>
<td>4.55</td>
<td>1.73</td>
</tr>
</tbody>
</table>
5. Discussion

The proposed multi-look iteration algorithm uses NLs of $8 \times 8$, $4 \times 4$, and $2 \times 2$. Other looks are also applicable in the processing chains but the accuracy is not obviously improved. We take experiments using NLs of $k \times k$, $k = 1, 2, \ldots, 7, 8$, and compare the results with the proposed method with NLs of $8 \times 8$, $4 \times 4$, and $2 \times 2$. The first strategy shows that accuracy assessed using GCPs and ICESat data mainly increases when the iteration goes on. But, the relationship between DEM accuracy and NLs is not linear or describable by any functions. This kind of randomness originates from phase unwrapping errors which exist as the random errors in InSAR processing [41]. Thereafter, the uncertainties of unwrapped phase propagate to the final elevation and positioning values. We compare the RMSEs obtained from the first strategy and the proposed strategy. Our results show that the first strategy exhibits worse accuracy if assessed using GCPs, while better if assessed using SRTM and ICESat. That means if we select the first strategy, TanDEM-X DEM is more similar to the data obtained by using large posting (90 m for SRTM, and 70 m for ICESat), but is more different from the real data, i.e., GCPs. That is not our expectation. Take $4 \times 4$ for example, RMSEs calculated from GCPs in the first strategy is 2.20 m, while that in the second strategy is 2.13 m. RMSEs obtained using SRTM are 4.07 and 4.84 m, respectively. And RMSEs from ICESat are 4.25 m and 4.55 m. Therefore, if more intermediate NLs are used for other purpose during multi-look iteration, we have to take care of the error propagation. Besides, we conduct experiments using just $8 \times 8$ and $2 \times 2$ NLs, ignoring the IDEM. The final DEM is 4.22 m, which is worse than that (1.73 m) of applying IDEM. So we suggest use three steps as proposed in the paper to finish the algorithm.

One of the most severe problems besides phase unwrapping is geocoding. Although TDX is precisely calibrated and the positioning accuracy is declared to be around 0.3 m [44], we still find that the geolocation of the images are not consistent between the TSX and TDX images of a coregistered single look slant range complex (CoSSC) product. Therefore the images are all coregistered to a reference SRTM with a threshold 1 pixel in both azimuth and range directions to avoid geocoding error. This is feasible for most of the NLs except $2 \times 2$. We can read from Figure 6 that NLs $2 \times 2$ could not decrease the noise obviously. Speckle noise contaminates the robustness of homologous point’s detection. We have to over-sample SRTM data 45 times to meet the pixel spacing of TanDEM-X. But, oversampling brings no extra information, meaning that nearly no texture could be detected within a window of $45 \times 45$ pixels. Enlarging the window size decreases the processing efficiency and gives barely any help to increase the number and robustness of the homologous points. A practicable way to solve the problem is to use the co-registration polynomial extracted from $4 \times 4$ NL by considering both the NL and the resampling factor of SRTM.

DLR provides DEMs with different accuracy and resolutions. The accuracy of standard global DEMs is 2 m following the posting of 12 m, which is defined by high resolution terrain information-3 (HRTI-3). Other products such as 4 m @ 6 m (accuracy @ posting), 1 m @ 25 m and 0.5 m @ 50 m are also available under special requests [45]. NLs of $3 \times 3$ might be used if the posting of DEM is set to 6 m. While that of 12 m refers to NL of $6 \times 6$. When DEMs go coarse, large NLs are not applicable because of height phase distortion in the undulated regions. Therefore, an applicable way to create DEM products with higher accuracy but coarse resolution is to down-sample the fine DEM. The simulated coarse DEM in our experiment is created using this way. The down-sampling method averages several pixels using different weights, thus weakening the stochastic characteristics of the terrain as expressed in the fBm model, and improve the statistical quality of the DEM. We can tell from the production types of DLR that there is discrepancy between high accuracy and small posting. In this paper, the proposed method is able to ease the conflict. We can create DEMs with both high accuracy and small posting. The pixel spacing of the DEM data could be as small as 4 m with accuracy better than 2 m. However, some problems still need further study, such as co-registration between ICESat and TanDEM-X, interferometric calibration with sparse GCPs, and the data processing strategy of low coherent regions. The authors are working on the problems and hope to solve them in the near future.
6. Conclusions

This paper presents an InSAR multi-look iteration algorithm to generate DEMs with both high accuracy and fine details. Large NLs are used to suppress noise and produce CDEMs with few details. Small NLs are then applied with reference to CDEMs to avoid height phase distortion and calculate DEMs with fine textures and high accuracy. The largest NL that can be adopted is $8 \times 8$, under which situation all the noise is suppressed. The smallest NL is $2 \times 2$ to ensure that the noise phase gradient is less than the maximum detectable phase gradient. An intermediate NL of $4 \times 4$ is suggested to control error propagation.

The fBm model is used to conduct simulated experiments. Results indicate that when the height range is 2000 m, the proposed method is able to provide DEMs with accuracy of 2.10 m, better than the accuracy of 2.33 m which is obtained using traditional method. When the height range increases to 2600 m, phase unwrapping error induces great error and use of an external DEM is advised to decrease the elevation phase gradient and ensure the phase unwrapping accuracy. The height accuracy could be 3.48 m after multi-look iteration analysis.

The TanDEM-X images are used to test the feasibility of the algorithm. One of the most undulated regions is selected to conduct the experiment. The Litang County of Ganzi Tibetan Autonomous Prefecture of Sichuan province, China, is located in the transition area from the Sichuan Basin to the Tibetan Plateau. The height range of the county is about 2600 m. If no external DEM is used, phase unwrapping introduces 310 m height error. Therefore SRTM DEM is applied and $8 \times 8$ NL decreases the error from 310 m to 2.36 m. The accuracy of IDEM generated by $4 \times 4$ NL is 2.13 m. While that of $2 \times 2$ NL is 1.73 m. By comparing the differences between SRTM and TanDEM-X DEM, we are able to tell that TanDEM-X is highly capable of providing both high accuracy and abundant details. The proposed method can be used to create a DEM product with accuracy of 1.73 m and posting of 4 m.
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