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Abstract: The estimation of tree biomass and the products that can be obtained from a tree stem have focused forest research for more than two centuries. Traditionally, measurements of the entire tree bole were expensive or inaccurate, even when sophisticated remote sensing techniques were used. We propose a fast and accurate procedure for measuring diameters along the merchantable portion of the stem at any given height. The procedure uses unreferenced photos captured with a consumer grade camera. A photogrammetric point cloud (PPC) is produced from the acquired images using structure from motion, which is a computer vision range imaging technique. A set of 18 loblolly pines (Pinus taeda Lindl.) from east Louisiana, USA, were photographed, subsequently cut, and the diameter measured every meter. The same diameters were measured on the point cloud with AutoCAD Civil3D. The ground point cloud reconstruction provided useful information for at most 13 m along the stem. The PPC measurements are biased, overestimating real diameters by 17.2 mm, but with a reduced standard deviation (8.2%). A linear equation with parameters of the error at a diameter at breast height (d1.3) and the error of photogrammetric rendering reduced the bias to 1.4 mm. The usability of the PPC measurements in taper modeling was assessed with four models: Max and Burkhart [1], Baldwin and Feduccia [2], Lenhart et al. [3], and Kozak [4]. The evaluation revealed that the data fit well with all the models \( R^2 \geq 0.97 \), with the Kozak and the Baldwin and Feduccia performing the best. The results support the replacement of taper with PPC, as faster, and more accurate and precise product estimations are expected.
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1. Introduction

Forest inventory is focused on the estimation of existing resources with techniques that are simultaneously fast, accurate, precise, and cost effective [5–7]. Ground estimates are enhanced by remote sensing techniques, particularly lidar, which provide a wealth of data at reduced costs [8,9]. However, looking at the forest from above limits access to valuable information with respect to product identification from individual trees. Regardless of the sensor (i.e., active or passive), a nadir view fails to capture relevant information about the stem. Therefore, either ground inventory focused on stem product is executed or taper models are used to predict the products that can be obtained from each stem. In practical applications, a stem is described from ground measurements with two procedures: one based on measuring the diameter at various heights with optical devices [10–13], and one based on point clouds, such as terrestrial laser scanning [14–17]. Both approaches are time-consuming and not necessarily unexpensive. Besides the significant time needed to acquire the information, accuracy issues are present. Optical devices overestimate the actual diameter by more than 1 mm on average, which could seem insignificant. However, the standard deviation is at least 10 times larger than the mean [10], which suggests that the quality of the measurements depends on the operator as much as
on the method or device. An overestimation of the diameter also occurs when lidar serves as the input, depending on the approach, by as much as 25 mm [17]. Compared with ground measurements, taper models require a significant development effort, but once completed the only information needed to estimate product allocation along a stem is the diameter at breast height (d_{1.3}) and total height [18]. However, mixed results were obtained when a taper was used in product identification and estimation, some arguing for [19], and some against [20,21].

An alternative to time-consuming (i.e., ground measurements) or expensive point clouds (i.e., terrestrial lidar) is a reconstruction of reality with computer vision techniques. The main product of computer vision procedures is a point cloud built from two-dimensional (2D) images [22,23]. The distinction between the computer vision-based point clouds and the clouds produced from stereo images is the reduced importance, up to elimination, of the stereometric information in the former. The creation of point clouds with stereopsis is possible, but is slow, difficult to implement in the field, and requires significant post-processing. Image processing is implemented in many instances with expensive software, such as ENVI [24] or IMAGINE Photogrammetry (former Leica Photogrammetry Suite) [25]. The need for performant software is rooted in stereopsis (i.e., it operates with one pair of images at a time), which supplies only a partial view of the trees. To render the entire tree, multiple image acquisition positions are needed, each location producing point clouds that have to be merged subsequently. Therefore, stereometric techniques focused on three-dimensional (3D) rendering are not considered operationally feasible for activities occurring under a forest canopy. The lack of stereometry labels the computer vision derived points as photogrammetric [26,27]. The representation of reality with 3D points is not new [28,29], but gained momentum in forestry when commercial applications became available, such as Agisoft [30], Pix4D [31], or VisualSFM [32]. A large number of papers using photogrammetric point clouds (PPC) describe the forest from above, similarly to aerial lidar [33]. However, the presence of a passive sensor limits the ability of PPC to reach the ground; therefore, they were used either in combination with other data (such as digital terrain models) or confined to the upper canopy. Currently, researchers investigate the applicability of the structure from motion (SfM) technique, a computer vision procedure, in reconstructing the lower portion of a tree stem [34,35]. Success was noticed in the estimation of d_{1.3}, in many instances with precision superior to terrestrial lidar [34]. The encouraging SfM results recommended an expansion from d_{1.3} to the diameter along the stem. Therefore, the objective of this research is an assessment of the accuracy of diameter measurements executed from the PPC obtained with the SfM technique. A secondary objective is a comparison between the diameters measured from PPC and the diameters estimated from taper equations.

2. Methods

2.1. Field Data Collection

The accuracy and precision of the diameter measurements executed on PPC was assessed using 18 loblolly pines (Pinus taeda Lindl.) from west central Louisiana (Figure 1a,b). The trees were chosen to describe stands that are ready for a silvicultural prescription (Figure 1c) (i.e., a thinning or regeneration harvest), and mirror other studies focused on taper modeling [36–38]. The selected trees were positioned in the dominant and codominant crown classes, which according to Nyland [39] receive unobstructed light from above and at least one side (Figure 1d). Trees located in the upper crown classes (i.e., dominant and codominant) are the focus of active forest management, as they are not only the most valuable trees but also the ones that define the forest stand, and consequently, the ecosystem’s dynamics [40]. The trees were scheduled for either the first thin (i.e., mechanical thinning) or for final cut (i.e., clearcut). The average d_{1.3} was on average 306.1 mm (variance 68.5), ranging from 213.0 mm to 449.6 mm. The total height (H) varied from 15.9 m to 26.8 m, with an average of 22.2 m and a variance of 12.8. The trees grew on productive sites, with site indices $\geq$60 at base age 25. Each tree was photographed with a Nikon D3200 (i.e., a complementary metal–oxide–semiconductor
sensor of 23.2 mm × 15.4 mm) equipped with a Nikkor AF-S DX VR 18–55 mm zoom lens (aperture 3.5–5.6). To capture as much as possible from the tree, the images were acquired at the focal length of 18 mm. For calibration, each tree had the d_{1.3} painted circularly, and on opposite sides of the d_{1.3} two metal rods of 304.8 mm (i.e., 1 foot) were freely hanged. Shortly after the images were captured, the trees were felled and the diameter along the stem was measured every meter with a Spencer D-tape starting from d_{1.3}, which was marked at 1.3 m. The accuracy of measurements was 1 mm for diameters and 10 mm for lengths along the stem (i.e., height). To verify the total length after the tree was felled, the total height was extracted from lidar data. The lidar flight scanning the area was executed in March 2012, at most four months before the trees were photographed and cut. To accommodate for the growth between flight time and field measurements, we considered that trees could have increased their height with at most 1 m. The point density was on average 30 points/m^2.

Figure 1. Area showing the location of the trees: (a) general position of the trees within Louisiana; (b) locations of all the trees photographed and cut; (c) the four most southern trees. The yellow arrows show the size of a rectangular box (highlighted) containing the southern four trees; (d) lidar point cloud of the rectangle containing the southern four trees from (c). The arrows from (c) to (d) indicate the top of each tree in the point cloud.
2.2. Photogrammetric Point Cloud Generation and Diameter Measurements

The PPC were generated using SfM implemented in Agisoft PhotoScan ver 1.2 [30]. Tree reconstruction and stem diameter measurements from the PPC were executed in four steps (Figure 2a–d): (1) photo alignment, (2) build the point cloud, (3) scale the point cloud, and (4) measure diameter along the stem. The crucial step of SfM is concerned with the alignment of images, which if not completed properly will render an unusable PPC. Depending on computational power (i.e., the microprocessor), the amount of detail existing inside the image (i.e., the number of pixels), and the time available for processing the alignment can be executed in a few seconds or a few hours. In Agisoft, there are four parameters determining the time and quality of photo alignment: accuracy of camera position, matching detected features across images, the number of key points (i.e., image specific feature points that can represent same entities in multiple images), and tie points (i.e., image specific points used for matching images). Accurate camera locations are obtained when original images are used unaltered, which in Agisoft is coded as “high” [41]. However, this option is time-consuming; therefore, a lower accuracy can be used [42], such as medium, which downscales each side of the image by a factor of 2. Liang et al. [42] obtained good results by a low alignment of photos with a resolution of 5472 × 3648 pixels, which employed only \( \frac{1}{16} \) of the information recorded (i.e., 1368 × 912). In our study, the image resolution was 3872 × 2592 pixels, and we aligned the photos by downscaling the original images by half (i.e., 1936 × 1296). Through experimentation, the maximum number of key points was set to 100,000 and the number of tie-points to 60,000.

![Figure 2. Workflow of the photogrammetric-based stem reconstruction and diameter measurement. (a) Field photographs for an individual tree; (b) structure from motion (SfM) process of reconstruction (tie points, densified points, surface); (c) scaling the photogrammetric point clouds (PPC) with reference bar and \( d_{1.3} \); (d) diameter measurements in AutoCAD.](image-url)
Photos were captured around the trees in pairs to cover the lower and higher portions of the stem (Figure 2a). Each pair overlapped \( \geq 50\% \), to ensure sufficient common features for successful photo alignment. Georeference provides auxiliary information that helps camera positioning. However, by operating below the canopy no reliable GPS coordinates were acquired; therefore, the photos were aligned by relying only on the presence of the same features on multiple images. At least 10,000 tie-points/image were used for photo alignment and camera positioning.

The second step occurs after photos alignment, and consists in a densification of the tie-points (Figure 2b). For each tree, the final PPC was created by downscaling the images by a factor of 2, which produced enough points for precise measurements without sacrificing processing time. All trees were described with a PPC of at least 600,000 points (the maximum was approximately 2 million), at least 25,000 points/m². To ensure precise measurements, we reconstructed the surface of the trunk with at least 500,000 faces (Figure 2b). The faces were built with a ratio of 1:5 to the number of points. Compared with previous studies of image-based forest inventories [34,35,42], the selected parameters for SfM in Agisoft (Table 1) were either similar or provided superior solutions.

| Table 1. Parameter for generation of the PPC with SfM implemented in Agisoft. |
|-----------------|-----------------|-----------------|-----------------|-----------------|
| Photo Alignment | Point Cloud Densification | Mesh Building |
| Accuracy        | Medium & High   | Quality         | High            | Face count      |
| Key points      | 100,000         | Depth filtering | Disabled        | Interpolation   |
| Tie points      | 60,000          |                 |                 | Disabled        |

Because the images were not georeferenced and no ground control points were present, the PPC is in relative and not absolute units. Therefore, to measure diameters, the PPC and the associated surface had to be scaled. To minimize the errors, scaling was implemented using measurements executed on two perpendicular planes. On the horizontal plane, the ground measured \( d_{1.3} \) was assigned to the corresponding segment from the PPC. The scale on the vertical plane was carried out by allocating the known length of the metal bar (i.e., 304.8 mm) to the distance between the points delineating the bar inside the PPC (Figure 2c). After the length of the metal bar was introduced, the \( d_{1.3} \) on two approximately perpendicular diameters was entered. Based on the tree values, Agisoft computes the scaling error by subtracting the estimated value from the inputted value [30]. If the scaling error was larger than 5% of the field measured \( d_{1.3} \), then the two diameters were re-measured on different positions. Depending on the size of the tree, the root mean square of the error ranged from 6.9 mm to 22.1 mm. Considering that the relationship among points inside the PPC are correct (i.e., are similar to reality) and unchanged, the maximum error that is expected for any linear measurement is 22.1 mm. Scaling is one of the three main sources of errors when PPC are used for actual measurements, and usually increases the magnitude of the investigated attributes with at least one order of magnitude (in our case three orders, from 1 to 1000).

Current guidelines consider field measurements accurate if the difference between the actual and measured \( d_{1.3} \) is \(<5\% \) [43]. The average \( d_{1.3} \) measured in the field is 306 mm. Because the calibrating metal bar was 304.8 mm (i.e., close to the \( d_{1.3} \) of measured trees), we considered that a vertical error of 5% is also admissible, even when field measurements for heights accept errors of \(<10\% \) [43]. Therefore, the accepted total error for accurate field measurements is 21.6 mm (i.e., \( 0.05 \sqrt{306^2 \text{average dbh} + 304.8^2 \text{metal bar}} \)). For consistency, a similar value could have been used for PPC accuracy, but we decided to tighten the requirements. Consequently, we considered that scaling will have a limited impact on measurements if the total error (i.e., horizontal and vertical) is \(<10\% \) (less than half of the field accepted accuracy).

The last step consists in measuring the diameters every meter along the stem (Figure 2d), which was executed in AutoCAD Civil 3D [44]. The second source of PPC measurement error is matching the ground diameters with PPC-estimated diameters. The matching can be implemented in two ways:
(1) identify $d_{1.3}$ as the middle of the colored band marking the $d_{1.3}$ in the PPC, then measure all diameters starting from the identified $d_{1.3}$ (i.e., 1.3 m), or (2) identify the ground in the PPC, then measure the diameters with respect to the ground. Both ways offer a check, as either the ground should be at a height (length) of 0 (i.e., former), or $d_{1.3}$ should fall inside the colored band (i.e., later). Even when the difference between the $d_{1.3}$ identified using the two ways should be minor, its propagation could have a significant impact, particularly for the upper section of the stem. Therefore, diameters were measured in both ways.

In AutoCAD, the diameters were measured on a plane perpendicular to the axis of the tree. The diameters were measured in two ways: one mirroring the field procedures for taper estimation from the ground (i.e., side view of the stem), and one mirroring the approach of You et al. [16] (i.e., top view or circumference-based). The side measurement was acquired by averaging four diameters obtained by rotating the stem by approximately $90^\circ$. The circumferential measurement was obtained in four steps: (1) section the stem at levels corresponding to the ground measured diameters, (2) eliminate branches and knots, (3) estimate the perimeter with the convex hull algorithm [45], and (4) compute the diameter by dividing the perimeter by pi. While side measurements depend only on the proper identification of heights on the stem, the circumferential view requires also a minimum number of points for accurate estimations. The smallest number of points evenly distributed along the circumference that estimates pi with 99.9% accuracy is 28. In reality, the points are not uniformly distributed, particularly at larger heights; therefore, we selected based on trial and errors the value 100 for the minimum number of points. To ensure that 100 points are attained, the stem was cross-sectioned not by a plane (i.e., not width) but by two parallel planes, 10 cm apart. The points between the planes were used for diameter estimation. The distance between planes of 10 cm was selected to ensure that 100 points are included in the cross-section, and that the frustum of the stem had virtually no taper (we assumed a constant diameter for any 10 cm along the stem under the canopy). Other studies used smaller distances between the planes (i.e., 5 cm by Maas et al. [46] or 1 cm by You et al. [16]), but they were focused on the lower portion of the stem ($\leq 4$ m) where enough points existed for constructing the cross-section of the stem. This study focused on the merchantable portion of the stem (i.e., below canopy), which considered larger heights where fewer points exist; therefore, a larger distance was used. The convex hull algorithm was implemented in Matlab version R2017a [47]. The surfaces generated from PPC (i.e., Agisoft mesh or convex hull), on which the measurements are executed, describes the tree by its outer shape. Therefore, values larger than ground measured values are expected. Measurements on the surface are the third source of error, and probably the largest one. Because the PPC-based diameters likely overestimate the actual diameters, biased estimates are likely.

2.3. Assessment of Measurements and Bias Correction

The main statistics used to assess the accuracy of the PPC-based diameter measurements were the difference between the ground diameter measured at height $h$ (i.e., $\text{diameter}@h_{\text{field}}$) and its correspondent from AutoCAD (i.e., $\text{diameter}@h_{\text{PPC}}$):

$$\text{error}_h = \text{diameter}@h_{\text{field}} - \text{diameter}@h_{\text{PPC}}.$$  \hspace{1cm} (1)

Error analysis is necessary not only because overestimates are expected from PPC-based measurements, but also because estimates from SfM could be biased [48]. Bias is assessed with three statistics, similar to other studies [49–52]:

$$\text{Bias} = \frac{1}{n} \left( \sum_{i=1}^{n} \left( \sum_{h=1}^{H_i} \text{error}_{i,h} / (H_i + 1) \right) \right) / n$$ \hspace{1cm} (2)

$$\text{Mean Absolute Bias} = \text{MAB} = \frac{1}{n} \left( \sum_{i=1}^{n} \left( \sum_{h=1}^{H_i} |\text{error}_{i,h}| / (H_i + 1) \right) \right) / n$$ \hspace{1cm} (3)
Root Mean Square Error = RMSE = 
\[ \sqrt{\frac{\sum_{i=1}^{n} \sum_{h=1}^{H_i} \text{error}_{i,h}^2 / (H_i + 1)/n} } \]  

where \( \text{error}_{i,h} \) is the PPC-based error at height \( h \) for tree \( i \) that has diameter measured to maximum height \( H_i \), and \( n \) is the number of trees. It should be noticed that \( H_i \) being an integer number acts as a count, besides being a linear measurement.

If possible, bias would be corrected using a linear function, as it is more robust and parsimonious than nonlinear approaches [53,54]. For practicality, the proposed linear model should include variables easy to estimate accurately, either in the field (e.g., \( d_{1.3} \) or total height) or during processing (e.g., software scaling errors). Furthermore, considering that the images were recorded from the ground, the upper sections of a tree will be described by fewer points than the lower sections, which will render the measurement process less accurate close to the terminal bud. Therefore, we expect that bias will change with height. Consequently, we will be using the following linear model for bias correction (Equation (5)): 

\[ BC_h = b_0 + b_1 d_{1.3} \text{ based variable} + b_2 h \text{ based variable} + b_3 \text{RH} \times d_{1.3} \text{ based variable} + b_4 \text{RH} \times \text{Scaling based variable} \]  

where \( BC_h \) is the bias correction at height \( h \), \( \text{RH} \) is the relative height, \( \text{RH} = h/H \) \( d_{1.3} \text{ based variable} \) and \( \text{scaling based variable} \) are linear variables derived from \( d_{1.3} \) and PPC scaling, and \( b_i, I = 0, \ldots , 4, \) are coefficients to be estimated.

Preference will be given to a model that has coefficient \( b_i \) 0 or 1, which are easy to implement. However, this simplistic approach will likely not remove the bias. Nevertheless, if bias is reduced to \( \leq 1\% \) while the root mean square error (RMSE) is larger, the simplification becomes operationally justified.

The common approach of testing bias significance is through the null hypothesis stating that the statistics’ measuring bias are not different than 0 [52]. Assuming normality and no outliers, a paired \( t \)-test will be used for accepting or rejecting the null hypothesis. However, the \( t \)-test is relatively sensitive to outliers [53]; therefore, existence of large errors will be investigated with Grubbs’ test [55]. Grubbs’ test assumes normality, which will be assessed with Kolmogorov–Smirnov test [56]. When one of the previous two assumptions is violated, the Wilcoxon signed rank test will be used, which is robust to outliers and lack of normality [57]. All tests were executed in SAS 9.4 [58].

2.4. Taper Modeling

Diameters provide a cross-sectional perspective of a tree, which is also supplied by taper equations. Therefore, it is natural to compare the values obtained from taper models with the PPC-based diameters. The comparison employed four taper models (Table 2), out of which three are widely used for loblolly pine: Max and Burkhart [1], Baldwin and Feduuccia [2], Lenthart et al. [3], and Kozak [4]. The Max–Burkhart (1976) model has been extensively used to develop compatible taper equations of loblolly pine in central Louisiana and East Texas [18,59–61]. Instead of describing the tree bole with a single equation, the Max–Burkhart partitions the tree bole into two sections. The partitions approximate better the neiloid and paraboloid forms associated with the respective sections of the stem. Comparatively, Kozak’s model 2 (2004) integrates neiloid, paraboloid, and conic forms of the stem as a continuous function by using “changing exponents” [4]. The Baldwin and Feduuccia [2] and Lenthart et al. [3] models have a relatively simple model form, and only contain two coefficients. The four models were fit to the field and PPC-based data with the package nls2 [62] from R version 3.2.4 [63].

Similar fit statistics used for bias assessment were employed to evaluate the taper models: bias, mean absolute bias (MAB), and root mean square error (RMSE). For the taper models, the error present in the fit statistics is computed as the difference between the measured diameter, \( d_{i,h} \), and the estimated diameter, \( \hat{d}_{i,h} \), at height \( h \) for tree \( i \). Besides the previous three fit statistics, we have included the coefficient of determination \( R^2 \) to mirror other taper studies [64,65]. Because errors have different
signs, bias is usually smaller than the MAB and the RMSE, which are always non-negative. MAB and RMSE are similar in their evaluation power [66], with the observation that RMSE is slightly higher than MAB, a direct result of the Cauchy–Bunyakovsky–Schwarz inequality [67].

\[
R^2 = 1 - \frac{\sum_{i=1}^{n} \left( \frac{H_i}{\sum_{h=1}^{H_i} (d_{i,h} - \bar{d}_i)^2} \right)}{\sum_{i=1}^{n} \left( \frac{H_i}{\sum_{h=1}^{H_i} (d_{i,h} - \bar{d}_i)^2} \right)}
\]

where \(d_{i,h}\) is the PPC–based diameter of tree \(i\) at height \(ht\), \(H_i\) is the total height of tree \(i\), \(\bar{d}_{i,h}\) is the diameter predicted from taper equations for tree \(i\) at height \(h\), and \(\bar{d}_i\) is the average diameter of tree \(i\).

(A1) was added to the denominator of each statistic to account for the \(d_i\) measurement.

The same tests used for assessing the accuracy of PPC measurements (i.e., paired \(t\)-test or signed Wilcoxon) were employed to evaluate the performances of the taper models.

Table 2. Taper equations used for modeling diameter outside bark.

<table>
<thead>
<tr>
<th>Model</th>
<th>Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Max–Burkhart Equation (4) in original paper</td>
<td>(d_0 = d_{1,3} \times \left[ \frac{h}{H} \left( \frac{d_0}{H} - 1 \right) + \frac{h}{H} \left( \frac{d_0}{H} - 1 \right) + \frac{A}{H} \left( h_i - \frac{d_0}{H} \right)^2 h_i + \frac{B}{H} \left( h_i - \frac{d_0}{H} \right)^2 b_i \right]^{0.5} )</td>
</tr>
<tr>
<td>where (h_i = \begin{cases} 1 &amp; \text{if } h_i/H \leq a_1 \ 0 &amp; \text{if } h_i/H &gt; a_1 \end{cases} )</td>
<td></td>
</tr>
<tr>
<td>(I_2 = \begin{cases} 1 &amp; \text{if } h_i/H \leq a_2 \ 0 &amp; \text{if } h_i/H &gt; a_2 \end{cases} )</td>
<td></td>
</tr>
<tr>
<td>Baldwin-Feduccia Equation (2) in original paper</td>
<td>(d_0 = d_{1,3} \times \left{ b_1 + b_2 \ln \left[ 1 - \left( 1 - e^{-X_i/2} \right) \times \left( h_i/H \right)^{1.2} \right] \right} )</td>
</tr>
<tr>
<td>Lenhart et al. Equation (26) in original paper</td>
<td>(d_0 = d_{1,3} \times \left( \frac{h_{ij}}{H_{ij}} \right)^{X_i} )</td>
</tr>
<tr>
<td>where (X_i = \frac{1}{1 - (h_i/H)^{1/4} / \left( 1 - 0.011/4 \right)} )</td>
<td></td>
</tr>
<tr>
<td>Kozak Equation (3) in original paper</td>
<td>(d_0 = d_{1,3} \times (1/\sqrt{X_i}) + b_1 + d_1 \times X_i \times X_i \times X_i \times X_i )</td>
</tr>
</tbody>
</table>

3. Results

3.1. Tree Construction and Diameter Measurement

Ground-based methods of measuring the taper of standing trees with optical devices [10,13] or by climbing a tree with a Swedish ladder are accurate, but require at least 15 min/tree (this includes preparatory time and measurement time). For a timber inventory plot, commonly 500 m² [68], on which five to seven trees are measured, the total time to acquire the data is approximately two hours. The acquisition of images for SfM reconstruction is less than 2 min/tree, with a total time of at most 15 min/plot. Therefore, the total processing time for one plot would have been approximately 2 h, the same as for the ground measurements. However, the advantages of using PPC over ground data are tremendous, as a snapshot of the trees is obtained that can be used for subsequent investigations, including audit. Furthermore, while the field measurement time has remained almost unchanged for the last 50 years, the technological advances will most likely reduce the computation time. Therefore, the desired results will likely be obtained faster than by ground measurements.

SfM successfully constructed the lower portion of the stem for all 18 trees (Figure 3). SfM was able to produce a usable reconstruction for only three trees above 13 m, and seven for 12 m. Therefore, diameters were measured only on the part of the stem where the tree surface was continuous and has a shape according to visual expectations.
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Figure 3. An example of a reconstructed stem, with the lower part continuous, (i.e., measurable surface), and the upper part fragmented (i.e., unsuitable for accurate measurements).

The side-view measured diameters were constantly larger than the circumference-based diameters (Figure 4a), with a significant difference of 5.2 mm ($p = 0.007$ for the pair $t$-test). However, there were many heights for which the convex hull algorithm did not produce the expected polygon, as the PPC cross-section did not have the points evenly distributed along the circumference (Figure 4b). To obtain valid results, an algorithm that compensates for a lack of points in some area of the cross-section of the stem should be executed before the implementation of the convex hull algorithm. However, such algorithms are not readily available, and the augmentation of PPC introduces errors, as a model is used. Therefore, to carry the subsequent analyses with all of the ground measured diameters, the side-view measured diameters were used. The decision to use the side-view diameter instead of the circumferential diameter was enforced by an overestimation of diameter with more than 10 mm by both approaches, which requires a subsequent bias correction anyway.

Irrespective of the height of the stem, the PPC-measured mean diameter is constantly larger than the mean ground diameter (Figure 5), supporting the existence of bias. The variability of field and PPC measurements is similar along the stem, with a standard deviation between 61.9–82.7 mm and 40.0–88.4 mm, respectively (Figure 5). For heights <9 m, the variance decreased along the stem for both the ground and the PPC-based measurements, the largest occurring at 1.0 m for PPC (i.e., 782.9) and 1.3 m for field (i.e., 685.3). While diameter tapered with height, at 13 m we noticed the largest mean
diameter (Figure 5) and the smallest variances for both the ground and PPC-based measurements. This unnatural situation occurred because only three measurements were recorded at 13 m, and those were for the largest trees (i.e., $d_{1.3} > 35$ cm). Therefore, in further analyses, only the results for heights $\leq 12$ m were considered.

Figure 4. Diameter measurements on cross sections of the stem (a) successfully identified by the convex hull algorithm at height 4 m, (b) unsuccessful identified by the convex hull algorithm at height 11 m. The red line is the circumference of the tree as computed by the convex hull algorithm.

Figure 5. Variation with height of diameters measured in the field and from the PPC for the side-view measurements.

The overall mean error is $-17.2$ mm, which is 6.3% larger than the mean diameter (Table 3). The estimates from the PPC are biased and not acceptable by the current field guides, which requires at least 5% accuracy. As expected, the MAB was larger than the bias but not significantly (i.e., 7.2% or 18.9 mm MAB). The RMSE was the largest fit statistic employed for assessment, and was almost 30% greater than the bias (i.e., 22.5 mm or 7.9%). The range of PPC-based measurements errors is fairly
constant along the stem height (Figure 6). The smallest deviations of the PPC-based measurements occur close to the ground (i.e., \( \leq 14 \) mm for heights \( \leq 2.0 \) m). The largest deviation happens at 9 m, with the mean error equal to \(-23.7\) mm, almost 10% of the corresponding diameter.

Table 3. Variation along the stem of diameter measurement error from PPC. Diameter is the diameter measured in the field. RMSE, root mean square error.

<table>
<thead>
<tr>
<th>Height [m]</th>
<th>Diameter [mm]</th>
<th>Bias [%]</th>
<th>Mean Absolute Error [mm]</th>
<th>RMSE [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>312</td>
<td>-12.1</td>
<td>14.8</td>
<td>19.4</td>
</tr>
<tr>
<td>1.3</td>
<td>306</td>
<td>-12.0</td>
<td>13.5</td>
<td>17.1</td>
</tr>
<tr>
<td>2</td>
<td>296</td>
<td>-13.5</td>
<td>16.1</td>
<td>20.4</td>
</tr>
<tr>
<td>3</td>
<td>287</td>
<td>-16.4</td>
<td>19.2</td>
<td>22.5</td>
</tr>
<tr>
<td>4</td>
<td>278</td>
<td>-17.2</td>
<td>18.2</td>
<td>22.4</td>
</tr>
<tr>
<td>5</td>
<td>270</td>
<td>-20.3</td>
<td>20.3</td>
<td>23.3</td>
</tr>
<tr>
<td>6</td>
<td>263</td>
<td>-19.5</td>
<td>20.3</td>
<td>23.3</td>
</tr>
<tr>
<td>7</td>
<td>256</td>
<td>-20.0</td>
<td>20.0</td>
<td>23.8</td>
</tr>
<tr>
<td>8</td>
<td>247</td>
<td>-20.0</td>
<td>20.5</td>
<td>24.2</td>
</tr>
<tr>
<td>9</td>
<td>244</td>
<td>-22.4</td>
<td>23.8</td>
<td>26.7</td>
</tr>
<tr>
<td>10</td>
<td>242</td>
<td>-18.2</td>
<td>20.9</td>
<td>22.9</td>
</tr>
<tr>
<td>11</td>
<td>249</td>
<td>-19.9</td>
<td>19.9</td>
<td>24.1</td>
</tr>
<tr>
<td>12</td>
<td>229</td>
<td>-8.1</td>
<td>18.1</td>
<td>22.1</td>
</tr>
<tr>
<td>Total</td>
<td>-</td>
<td>-17.2</td>
<td>18.8</td>
<td>22.5</td>
</tr>
</tbody>
</table>

The overall mean error is \(-17.2\) mm, which is 6.3% larger than the mean diameter (Table 3). The estimates from the PPC are biased and not acceptable by the current field guides, which requires at least 5% accuracy. As expected, the MAB was larger than the bias but not significantly (i.e., 7.2% or 18.9 mm MAB). The RMSE was the largest fit statistic employed for assessment, and was almost 30% greater than the bias (i.e., 22.5 mm or 7.9%). The range of PPC–based measurements errors is fairly constant along the stem height (Figure 6). The smallest deviations of the PPC-based measurements occur close to the ground (i.e., \( \leq 14 \) mm for heights \( \leq 2.0 \) m). The largest deviation happens at 9 m, with the mean error equal to \(-23.7\) mm, almost 10% of the corresponding diameter.

Figure 6. The PPC-based error vs. the stem height; (a) uncorrected (b) after bias correction with Equation (7). The dots represents outliers, which are estimated using the interquartile range approach.

The Kolmogorov–Smirnov test supports the normal distribution of the difference between ground and PPC-based diameters \((p > 0.1)\), except for the heights of 5 m and 6 m \((p = 0.02\) and 0.04, respectively). Grubbs’ test revealed no outliers in the data \((p > 0.05)\), which justifies a t-test for assessing bias significance at all heights, except 5 m and 6 m. The t-test provided strong evidence \((p < 0.01)\) that both bias and MAB are significantly different from 0, when applicable. For 5 m and 6 m, at which the t-test was not appropriate, the Wilcoxon test confirms the presence of significant bias.
To correct the bias, the preferred form of the Equation (5) has $b_i$ either 0 or 1. Coefficients different than 0 or 1 require field measurements, which in most instances are not only not available but preclude the remote sensing approach advocated by the paper. Multiple trials revealed that bias can be reduced with a linear function derived from Equation (4) (i.e., $b_1$ and $b_4$ are 1, the rest are 0):

$$BC_h = \text{error}_{d1.3} + (\text{scaling error}) \times RH$$

where $BC$ is the bias correction, $\text{error}_{d1.3}$ is the PPC-based measurement error at $d_{1.3}$ (i.e., $d_{1.3\ field} - d_{1.3\ PPC}$), and scaling error is the horizontal calibration error estimated by Agisoft.

Being unfitted to the data or the distribution of errors, Equation (7) will likely not eliminate the bias, but will reduce it. However, since the only field measurement needed is $d_{1.3}$, which is commonly recorded anyway, Equation (7) delivered the intended results: measurement bias is operational and statistically insignificant. Nevertheless, a formal assessment of the residual error, $\text{error}_{h\ residual}$, is required:

$$\text{error}_{h\ residual} = \text{error}_{h} - BC_h$$

The remaining bias was less than 1.8 mm (~0.5%), which was shown by the $t$-test to be not significantly different from 0 ($p = 0.2$). However, the $t$-test provides only empirical evidence that the bias was reduced to insignificant values. Nevertheless, assuming that bias is linearly related with height, the residual bias is approximately 10% of the $d_{1.3}$ error, at most 1% of the diameter (proof in the Appendix A). For the 18 trees, the bias reduction was almost 10 times (i.e., $17.2/1.8 = 9.5$ times), which proved that biased corrected PPC-measurements are accurate and precise.

### 3.2. Taper Equations

Since the highest valid stem measurement is at a stem height equal to 13 m, the four taper models evaluated the shape of the lower and middle portions of the stem. Only three of the four selected models (Table 2) could be used directly on the data, as they were developed specifically for loblolly pine. Irrespective of the source of data (i.e., field or PPC), all three models performed as intended by the authors with respect to the MAB, even though Lenhart et al. [3] had an MAB that was three times larger than the Max–Burkhart or the Baldwin and Feduccia (Table 4). For the 18 trees, the bias was larger than in the original model (e.g., 5.7 mm vs. 3.6 mm for the Max–Burkhart), and significantly greater than other taper studies [69]. However, even though the RMSE was comparable with other taper studies [4,70], we refitted the models to the data, such that a formal assessment of the capacity to supply input data for taper modeling by PPC was executed.

<table>
<thead>
<tr>
<th>Equation</th>
<th>Coeff</th>
<th>Original</th>
<th>Bias [mm]</th>
<th>MAB [mm]</th>
<th>RMSE [mm]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Field PPC</td>
<td>Field PPC</td>
<td>Field PPC</td>
</tr>
<tr>
<td>Max–Burkhart</td>
<td>$b_1$</td>
<td>−3.0257</td>
<td>5.7</td>
<td>12.4</td>
<td>14.1</td>
</tr>
<tr>
<td></td>
<td>$b_2$</td>
<td>1.4586</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$b_3$</td>
<td>−1.4464</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$b_4$</td>
<td>39.1081</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$a_1$</td>
<td>0.7431</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$a_2$</td>
<td>0.1125</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baldwin–Feduccia</td>
<td>$b_1$</td>
<td>1.22467</td>
<td>−6.2</td>
<td>0.1</td>
<td>14.7</td>
</tr>
<tr>
<td></td>
<td>$b_2$</td>
<td>0.3563</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lenhart et al.</td>
<td>$b$</td>
<td>0.841837</td>
<td>16.0</td>
<td>23.2</td>
<td>19.5</td>
</tr>
</tbody>
</table>

When developed from field measurements, the models performed similarly, with all measures of fit being within the expected range: $R^2 > 0.97$, bias < 1 mm, MAB and RMSE around 10 mm (Table 5).
The models refitted from the PPC-based measurements supplied comparable fit statistics with the ground-based data (Table 6), except for bias, which was twice as large (i.e., 1.4 mm for Baldwin and Feduccia and 2.2 mm for Max–Burkhart vs. 0.6 mm and 0.9 mm, respectively). It should be noted that because the upper portion of the stem could not be rendered from the PPC, the upper inflection point of the Max–Burkhart equation was not identified. Therefore, a simplified version of the best Max–Burkhart equation (Table 2) was used for the PPC-based values (Equation (2) in the original article). Irrespective of the equation, the fit statistics are slightly higher for PPC-derived models than the ground-based models. Overall, the Kozak model performed the best, with the smallest bias, MAB, RMSE, and largest $R^2$.

Table 5. Taper models developed from ground-based measurements.

<table>
<thead>
<tr>
<th>Equation</th>
<th>Coeff.</th>
<th>Data</th>
<th>p-Value</th>
<th>$R^2$</th>
<th>Bias [mm]</th>
<th>MAB [mm]</th>
<th>RMSE [mm]</th>
<th>RMSE [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Max–Burkhart</td>
<td>$b_1$</td>
<td>-0.48</td>
<td>&lt;0.001</td>
<td>0.98</td>
<td>-0.9</td>
<td>8.7</td>
<td>12.2</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>$b_2$</td>
<td>-0.41</td>
<td>0.01</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$b_3$</td>
<td>2.72</td>
<td>0.02</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$a$</td>
<td>0.29</td>
<td>&lt;0.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baldwin–Feduccia</td>
<td>$b_1$</td>
<td>1.11</td>
<td>&lt;0.001</td>
<td>0.98</td>
<td>-0.6</td>
<td>8.6</td>
<td>11.7</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>$b_2$</td>
<td>0.24</td>
<td>&lt;0.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lenhart et al.</td>
<td>$b$</td>
<td>0.5288</td>
<td>0.01</td>
<td>0.97</td>
<td>-2.0</td>
<td>9.8</td>
<td>12.9</td>
<td>5</td>
</tr>
<tr>
<td>Kozak</td>
<td>$a_0$</td>
<td>1.35</td>
<td>&lt;0.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$a_1$</td>
<td>0.94</td>
<td>&lt;0.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$b_0$</td>
<td>0.19</td>
<td>&lt;0.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$b_1$</td>
<td>0.3</td>
<td>0.02</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$b_2$</td>
<td>0.01</td>
<td>0.25</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$b_3$</td>
<td>-0.05</td>
<td>0.19</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 6. Taper models developed from the bias corrected PPC-based measurements.

<table>
<thead>
<tr>
<th>Equation</th>
<th>Coeff.</th>
<th>Estimates</th>
<th>p-Value</th>
<th>$R^2$</th>
<th>Bias [mm]</th>
<th>MAB [mm]</th>
<th>RMSE [mm]</th>
<th>RMSE [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Max–Burkhart</td>
<td>$b_1$</td>
<td>-0.64</td>
<td>&lt;0.001</td>
<td>0.95</td>
<td>-2.2</td>
<td>13.5</td>
<td>18.4</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>$b_2$</td>
<td>-0.33</td>
<td>&lt;0.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$b_3$</td>
<td>3.53</td>
<td>0.37</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$a$</td>
<td>0.2</td>
<td>&lt;0.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baldwin–Feduccia</td>
<td>$b_1$</td>
<td>1.12</td>
<td>&lt;0.001</td>
<td>0.95</td>
<td>-1.4</td>
<td>13.3</td>
<td>18.3</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>$b_2$</td>
<td>0.24</td>
<td>&lt;0.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lenhart et al.</td>
<td>$b$</td>
<td>0.519</td>
<td>&lt;0.001</td>
<td>0.94</td>
<td>-0.7</td>
<td>13.6</td>
<td>18.6</td>
<td>7</td>
</tr>
<tr>
<td>Kozak</td>
<td>$a_0$</td>
<td>1.81</td>
<td>&lt;0.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$a_1$</td>
<td>0.84</td>
<td>&lt;0.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$b_0$</td>
<td>0.15</td>
<td>&lt;0.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$b_1$</td>
<td>0.42</td>
<td>0.02</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$b_2$</td>
<td>-0.01</td>
<td>0.54</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$b_3$</td>
<td>-0.04</td>
<td>0.77</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The Max–Burkhart model has the inflection point at a relative height of 0.29 for ground measurements and 0.20 for PPC measurements. However, the PPC-based model does not generate a significant estimate of $\alpha$ ($p = 0.37$), indicating that a single polynomial curve can approximate the tree bole. An apparent divergence between the field and PPC curves can be observed for the relative height between 0.18–0.40 (Figure 7a). The coefficients of the nonlinear term in the Baldwin and Feduccia model are the same (i.e., 0.24), while the ones for the linear term are practically indistinguishable between the two datasets (Figure 7b). The model fit from the ground measurements is superior to the PPC-based
model (i.e., the MAB is 9.2 mm vs. 13.3 mm, and the RMSE is 13.2 mm vs. 18.3 mm, respectively). Similarly to the Baldwin and Feduccia model, regardless of the measurement’s source, the Lenhart et al. model has the same estimates of the power term (Figure 7c). Mirroring the Max–Burkhart model, Kozak’s model has insignificant estimates for two coefficient (i.e., \( p > 0.10 \) for \( b_2 \) and \( b_3 \)). The lack of significance is noticed for relative heights >0.5 (Figure 7d).

The cross-validation of the PPC-based models with the field data reveals agreement for all fit statistics (Table 7), with \( R^2 \geq 0.97 \) irrespective of the model type, bias < 4 mm, MAB < 10 mm, and RMSE < 15 mm. Even though Kozak’s model proved to be most suited to represent diameter variation along the stem, the Baldwin and Feduccia model, which is simpler, supplied similar fit statistics with a significant increase in parsimony.
Table 7. Validation of the PPC-based models with ground measured data.

<table>
<thead>
<tr>
<th>Equation</th>
<th>$R^2$</th>
<th>Bias [mm]</th>
<th>MAB [mm]</th>
<th>RMSE [mm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Max-Burkhart</td>
<td>0.98</td>
<td>-3.6</td>
<td>9.7</td>
<td>14.0</td>
</tr>
<tr>
<td>Baldwin-Feduccia</td>
<td>0.97</td>
<td>-2.9</td>
<td>9.4</td>
<td>13.7</td>
</tr>
<tr>
<td>Lenhart et al.</td>
<td>0.97</td>
<td>-2.5</td>
<td>10</td>
<td>14.2</td>
</tr>
<tr>
<td>Kozak</td>
<td>0.98</td>
<td>-2.0</td>
<td>9.4</td>
<td>13.2</td>
</tr>
</tbody>
</table>

4. Discussion

Current applications of SfM in forest inventory are limited by irregular stem geometry and a complex background, which present challenges for camera location, key point extraction, and geo-reference under dense canopy. An oblique perspective limits the ability for 3D reconstruction of the entire tree, particularly the higher portion of the trunk. Therefore, the diameter measurements were below 12 m (i.e., the first two logs), which is approximately half of the total tree height. Nevertheless, higher diameters can be measured if the photographic information is captured with unmanned aerial vehicles flying along and around the tree.

Lighting and the background of the object to be rendered with SfM plays a significant role in the accuracy of the reproduction process [71,72], particularly the lack of features and low light (called “bad lighting” by Koutsoudis et al. [71]). Considering that all images were acquired under canopy where limited light is present, we have chosen only spring and summer bright days, with almost no cloud coverage and no rain for three days. The lack of details and a homogeneous background were not a concern, as forest provides plenty of variation to allow for the identification of a multitude of key points.

The diameter measurements directly from PPCs are constantly higher than ground measurements, which is the result of two assumptions: first, the stem is circular, and second, the length along the stem is measured without error. This combination impacted on the AutoCAD measurements, as the rotation of the stem could, and likely would, lead to small variations in diameter at the same location along the stem. Therefore, besides calibration errors, measurement errors are also present. The bias correction equation that we proposed (Equation (7)) is practical and intuitive rather than mathematically-based. The measurement bias seems to be positively related to the stem height. We assumed that the projective direction of the camera is almost horizontal, at the eye of the operator; therefore, the best-estimated diameter is $d_{1.3}$. The measurement error expands along the stem as the distance becomes increasingly further from the projection’s center. Consequently, we select the relative height as the correcting term. A higher order polynomial of relative height, or even a rotation correction term, could lead to better results than the proposed affine transformation (Equation (7)), as the images are restructured with a nonlinear process. It is possible that accuracy is influenced by errors occurring from multiple directions [73]. Even so, the largest error, relative to diameter, was 4% (i.e., at 12 m), the rest being $\leq 2\%$. The accuracy and precision of diameter measurements from PPC are not the only advantages of using 3D reconstruction from images. The PPC allows for diameter measurements at any height, not only at preset ones (e.g., every meter). Furthermore, high-density PPC supplies information for the detection and estimation of trunk defects, such as catface or sweep.

The results show that the equations developed from the PPC-based measurements are comparable with the equations developed from the ground-based measurements, when the same model forms were applied. The four models developed by the PPC-based measurements could be used to estimate the ground diameter with an accuracy of $< 4$ mm. The bias of the PPC-based diameter models does not vary remarkably among the four model forms. The most evident difference between the ground and PPC-based models occurs for the Max–Burkhart model (Figure 7a). The Kozak model 02 was not originally developed for the diameter estimation of loblolly pine. However, the goodness-of-fit of the Kozak models is slightly better than other models, consistent with the finding of Li and Weiskittel [74]. According to their study, Kozak model 02 will fit the diameters of other species across
a wide range of biogeographic zones [74]. Diameters estimated with the Baldwin and Feduccia [2] equation are the closest to the ground measurements at a relative height of >0.22, compared with the Max–Burkhart and Lenhart et al. equations. A possible explanation of the relatively weak performance of the Lenhart et al. (1987) equation could rest with its development, which was confined to small trees ($d_{1.3} < 33$ cm). Nevertheless, our study results show that the selection of model form would not significantly influence the model fit. Among the four models selected for taper assessment, we consider the Baldwin and Feduccia [2] approach to be the most trustworthy, as it is intuitive and relatively simple. The Kozak [4] model 02 outperformed all other models, but its lack of realism and low parsimony (e.g., six parameters compared to two for Baldwin and Feduccia) is not appealing. In fact, the difference between Kozak’s model 02 and the Baldwin and Feduccia model is minute, as bias, MAB, and RMSE are almost the same (Table 7). Therefore, the PPC measurements can be used not only for the direct estimation of diameter (bias was $<2$ mm), but also for taper modeling (bias $<4$ mm and $R^2 \geq 0.97$).

Diameter estimation and taper modeling were possible for loblolly pine because the crown is concentrated on a small portion along the trunk (usually $<30\%$) and a lack of dead branches on the lower portion of the stem. However, for species that keep for long time their lower branches, such as Douglas fir ($Pseudotsuga menziesii$ Mirb.) or Norway spruce ($Picea abies$ L.), the usage of SfM is difficult not only because of the difficulty to navigate but also because of the poor light conditions. In these situations, a combination of active–passive sensors could deliver the desired point clouds.

The PPC proved that it can be used for modeling taper, and consequently the amount and type of products that can be obtained from individual stems. We expect that subsequent studies on taper, particularly for genetic studies where branching is also important, will be almost entirely based on PPC. New equipment that allows diameter measurements along the stem, such as Criterion RD by Laser Technology, did not reduce significantly the time to acquire accurate data significantly. Furthermore, while measurements based optical devices exhibit an increase in variability with distance from the tree, the PPC is not affected by these issues. Large sample size balances the estimates of various taper modeling methods, but all approaches, except the ones based on PPC, are either expensive (i.e., terrestrial lidar) or have larger variability. The costs of producing PPC will decrease, which would make it even more attractive. We expect that real time PPC creation will occur in the next decade, which will allow for the estimation of products during forest operations, which will increase the value of each stand.

5. Conclusions

In this paper, we proposed an accurate procedure for measuring diameter along the stem from consumer grade cameras. Limited training and fieldwork is required for capturing oblique images of the trees and for the execution of the scaling operation. The images are rendered to a 3D point cloud using a structure form motion algorithm, hence the name photogrammetric point cloud (PPC). Diameter measurements executed on the PPC along the stem are biased, overestimating the real diameter. However, a simple, intuitive, and easy to implement correction will reduce the bias to millimeters, at most $\leq 2\%$. Diameter measurements from PPC can successfully replace ground measurements not only by being accurate while reducing the costs and time, but also by allowing a continuous examination of the stem. Therefore, taper models can be developed from PPC-based measurements that would trace closely the stem, (e.g., every 10 cm). We assessed the diameter measurements with four popular taper models, and we found no operational and statistical difference between the models developed from ground data and from PPC-corrected data. In fact, two models (Kozak [4] model 02 and Baldwin and Feduccia [2]) had a bias of less than 1 mm. Although the application of SfM is still limited in the context of vegetation with high complexity, our results suggest that PPC-based models are as accurate as conventional inventory. A reconstruction of the entire stem can be achieved by combining images acquired by unmanned aerial systems with ground-based photographs. The examination of the entire trunk can expand beyond dendrometric attributes, such
as diameter or length, and can include stem defects, such as catface, knots, or sweep. For accurate product estimation in the lower portion of the bole (e.g., the first two logs), our results recommend the replacement of taper with PPC, as it is fast, and more accurate and precise.
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**Appendix A. Estimation of Residual Bias after Application of Equation (7)**

The selected function to eliminate bias Equation (7) was not tailored to the data or to the error structure. Therefore, it is likely that bias was reduced not eliminated. After bias reduction, the error, $\varepsilon_h$, becomes:

$$\varepsilon_h = \text{error}_h - \text{BC}_h = d_{h,\text{field}} - d_{h,\text{PPC}} - d_{1.3,\text{field}} - d_{1.3,\text{PPC}} - RH \times \text{error}_{\text{Agisoft}}$$

(A1)

where the $h$ subscript represents the height at which the respective statistic is computed.

According to Agisoft documentation, the scaling error is a result of the difference between the distance estimated from the point cloud and the distance assigned by the operator after identification of two points inside PPC:

$$\text{error}_{\text{Agisoft}} = d_{\text{PPC}} - d_{\text{operator}}$$

(A2)

Figure 5 suggests that a linear function could describe the relationship between bias and relative height ($RH$). A simple linear regression between error and relative height supplied a significant equation ($p = 0.02$), with both coefficients significant:

$$\text{error}_h = -1.36 - 1.42 \times RH$$

(A3)

The two coefficients were close to the $d_{1.3}$ error, 1.20 mm, (i.e., intercept in Equation (7)) and to reported error by Agisoft, 1.22, (i.e., slope in Equation (7)). In fact, there was no significant difference between the coefficients of regression A3 and the two statistics. The choice of which one will be intercept and which one slope was driven by the magnitude of the bias reduction as well as the variation. The model with $d_{1.3}$ error as slope has a residual bias of 0.15 mm, while the alternative was 0.18 mm. However, even though the bias was smaller when $d_{1.3}$ error was slope, the variance was larger (i.e., 2.97 vs. 2.88), which suggested selection of the Equation (7) to reduce the bias.

To assess bias we computed the expectation of the residual errors $\varepsilon_h$:

$$E[\varepsilon_h] = E[\varepsilon_h - \text{BC}_h] = E[\varepsilon_h - \text{error}_{d_{1.3}} - \text{error}_{\text{Agisoft}} \times RH_h]$$

$$= E[\varepsilon_h] - E[\text{error}_{d_{1.3}}] - RH_h E[\text{error}_{\text{Agisoft}}]$$

$$= E[d_{h,\text{field}} - d_{h,\text{PPC}}] - E[d_{1.3,\text{field}} - d_{1.3,\text{PPC}}] - RH_h E[d_{h,\text{PPC}} - d_{h,\text{operator}}]$$

(A4)

The diameter estimated by the operator from Agisoft suffers from the same lack of accuracy as the one measured in the field; therefore, it can be assumed that

$$E[d_{h,\text{PPC}} - d_{h,\text{operator}}] = E[d_{h,\text{PPC}} - d_{h,\text{field}}].$$

(A5)

Table 3 reveals that $\text{error}_{d_{1.3}}$ is the smallest among all heights (except for height 9 m, which likely is a random occurrence), a direct result of closeness to the operator, and consequently to the camera, of that section of the tree. Figure 6 supports the existence of a linear relationship between expectation of the error anywhere on the stem and $d_{1.3}$ error:

$$E[d_{h,\text{field}} - d_{h,\text{PPC}}] = \frac{b}{(1 + RH_h)} E[d_{1.3,\text{field}} - d_{1.3,\text{PPC}}]$$

(A6)
where $b$ is a coefficient.

Based on Equations (A5) and (A6), Equation (A4) can be rearranged as:

\[
E[\varepsilon_i] \approx (1 + RH_h) \times [E[d_{h,\text{field}} - d_{h,\text{ppc}}] - E[d_{1.3,\text{field}} - d_{1.3,\text{ppc}}] \text{ Eq. A6} \approx \frac{b}{(1 + RH_h)} E[d_{1.3,\text{field}} - d_{1.3,\text{ppc}}] \text{ Eq. A7].}
\]

Equation (A7) depends on coefficient $b$, whose value can be approximated from the observation that

\[
E[d_{1.3,\text{field}} - d_{1.3,\text{ppc}}] = \frac{b}{(1 + RH_h)} E[d_{1.3,\text{field}} - d_{1.3,\text{ppc}}] \rightarrow b = 1 + \frac{1.3}{\text{total height}} \text{ (A8)}
\]

Therefore, the remaining bias after the application of Equation (7) is $1.3 \times [\text{error } d_{1.3}]/\text{(total height)}$. Considering that field measurements are executed for stands that require immediate attention, such as thinning or regeneration harvests, it can be assumed that the total height of the trees is larger than 13 m, which means that the expected residual bias is less than 10% of $E[\text{error } d_{1.3}]$. According to Table 3, $E[\text{error } d_{1.3}]$ is the smallest among errors at all heights (except for 12 m), therefore the residual bias is expected to be approximately 1 mm.
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