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Abstract: Canopy layer heat islands (CLHIs) in urban areas are a growing problem. In recent
decades, the key issues have been how to monitor CLHIs at a large scale, and how to optimize
the urban landscape to mitigate CLHIs. Taking the city of Wuhan as a case study, we examine
the spatiotemporal trends of the CLHI along urban-rural gradients, including the intensity and
footprint, based on satellite observations and ground weather station data. The results show that
CLHI intensity (CLHII) decays exponentially and significantly along the urban-rural gradients,
and the CLHI footprint varies substantially and especially in winter. We then quantify the driving
factors of the CLHI by establishing multiple linear regression (MLR) models with the assistance of
ZY-3 satellite data (with a spatial resolution of 2.5 m), and obtain five main findings: (1) built-up
area had a significant positive effect on daily mean CLHII in summer and a negative effect in winter;
(2) vegetation had significant inhibiting effects on daily mean CLHII in both summer and winter;
(3) absolute humidity has a significant inhibiting effect on daily mean CLHII in summer and a positive
effect in winter; (4) anthropogenic heat emissions exacerbated the daily mean CLHII by about 0.19 ◦C
(90% confidence interval −0.06–0.44 ◦C) on 17 September 2013 and by about 0.06 ◦C (−0.06–0.19 ◦C)
on 23 January 2014; and (5) if most of the urban area is transformed into roads (i.e., an extreme case),
we estimate that the daily mean CLHII would reach 1.41 ◦C (0.38–2.44 ◦C) on 17 September 2013 and
0.14 ◦C (0.08–0.2 ◦C) on 23 January 2014 in Wuhan metropolitan area. Overall, the results provide
new insights into quantifying the CLHI and its driving factors, to enhance our understanding of
urban heat islands.

Keywords: urban heat island (UHI); surface air temperature; spatiotemporal trend; NDVI; NDBI;
absolute humidity and nighttime lights

1. Introduction

Urbanization, which refers to a major anthropogenic influence on the earth’s surface, is taking
place at an unprecedented rate in China [1]. Concurrently, the world urban population increased from
1.35 billion in 1970 to 3.63 billion in 2011, and is expected to reach 5 billion by 2030 and 6.4 billion by
2050 [2,3]. As a result of the urbanization process, the global area of impervious surfaces is increasing
rapidly [4], triggering a series of negative environmental impacts [5]. Among these impacts, the urban
heat island (UHI) effect, i.e., the phenomenon of urban areas having higher air/surface temperatures
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than rural areas, can affect not only local and regional climate [6], but also air quality, water supplies,
vegetation phenology, and human health [7–10]. At present, two main strands of research have
evolved for quantifying UHIs: canopy layer heat islands (CLHIs) and surface UHIs (SUHIs). A CLHI
is determined by measuring surface air temperature (SAT, usually 2 m) above ground, and a SUHI
is determined by land surface temperature (LST) derived from remote sensing data [11]. Generally
speaking, most of the existing studies have focused on SUHI analysis [12–20], and few studies have
addressed SAT retrieval from space for CLHI analysis [21–23]. Several studies have reported that
SAT can have an impact on human health as a result of affecting human sensible temperature and
increasing disease transmission [24–26]. Thus, there is a strong impetus to understand CLHI effects.

In contrast to rural areas, several studies have analyzed data obtained from ground weather
stations and concluded that urban areas have become significantly warmer (i.e., the CLHI effect)
in recent decades [27–32]. However, these studies have been limited by the sparse distribution of
weather stations [33,34]. Satellite imagery can help to overcome the spatial discontinuity issue of
ground weather stations, and has been used to derive LST in many studies [35–39]. Unfortunately, the
application of LST to quantify the SUHI effect in large-scale areas is impacted by the limited satellite
time-series data and cloud and mist disturbance [40–42]. Ho et al. combined satellite observations
with ground weather station data to map maximum temperature distributions in urban areas [43],
but they did not focus on the studies of CLHI, such as its spatiotemporal trends and driving factors.

As the first attempt, based on meteorological data and satellite remote sensing products, the main
objectives of our study are: (1) to examine the spatiotemporal trends of the CLHI, including intensity
and footprint; (2) to compare the CLHI and SUHI with regard to intensity, footprint, and spatiotemporal
continuity, and to confirm the effectiveness of real-time monitoring of CLHI; and (3) to quantify the driving
factors of the CLHI (e.g., absolute humidity, built-up land, vegetation, and anthropogenic heat emissions).

2. Study Area

Wuhan, situated in central China (as shown in Figure 1), covers an area of 8594 km2 and has
a population of over 10 million, with the mean annual temperature ranging from 15.8 ◦C to 17.5 ◦C [44,45].
As the capital of Hubei province, it is recognized as the industrial base, scientific education base,
and transportation center of central China. Its metropolitan area is divided into three parts by the
confluence of the Yangtze River and Han River. It has a water area of about 2217 km2, which covers
a quarter of the total area. Over the last three decades, Wuhan has experienced rapid urbanization that
is similar to that experienced in Shanghai, Beijing, and Guangzhou [46]. Therefore, research into the
CLHI is of special significance for this city.
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Figure 1. Study area, showing the location of the city of Wuhan in central China and the locations of the
436 weather stations. All of the weather stations were used for mapping the SAT; the 28 weather
stations recording vapour pressure and SAT data were used to predict the absolute humidity.
The acquisition times of the multi-temporal satellite observations and ground weather station data are
17 September 2013, and 23 January 2014.
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3. Materials and Methods

3.1. Data Preparation

In this study, data for a total of 436 regional automatic weather stations were obtained from
the Meteorological Bureau of Hubei Province [47]. The type of automatic weather stations includes
ZQZ-A, HY-361, DZZ4 and CAWS600-RT. Temperature and humidity sensors from theses weather
stations are installed in the window-shades for preventing from the influence of strong winds, rain and
snow. Meteorological data from these stations have measuring accuracies in 0.1 ◦C and 0.1 hpa
for air temperature and vapour pressure, respectively. Among these weather stations, 137 weather
stations were situated in the study area (red rectangle in Figure 1), and both vapour pressure and
air temperature were recorded by a total of 28 weather stations. Landsat-8 images were obtained for
17 September 2013, and 23 January 2014 [48], with a spatial resolution of 30 m. A digital elevation
model (DEM) was obtained with a spatial resolution of approximately 100 m [49]. A “nighttime
lights” time series product for 2013 was obtained at a 30 arc second grid [50]. The latest Version-5
MODIS-Terra LST product (MOD11A1) monitored at 10:30 h (daytime) and 22:30 h (nighttime) local
solar time with an approximately 1-km spatial resolution was also obtained [51].

3.2. Predicting SAT and Absolute Humidity

In the study conducted by Ho et al. of Greater Vancouver, British Columbia, Canada, it was
found that the random forest model could produce a more reasonable map of SAT distribution than
ordinary least squares (OLS) regression and support vector machine [43]. Therefore, in our study,
the random forest model was used to supplement meteorological monitoring network by estimating
the SAT and absolute humidity of 100,000 random points in the study area. Based on supplementary
monitoring network, inverse distance weighted method was used to map SAT and absolute humidity.
A number of different data layers (14 predictive variables) were derived from the Landsat-8 and DEM
data as predictive variables in the random forest model: bands 1–7, bands 10–11, the normalized
difference vegetation index (NDVI), the normalized difference built-up index (NDBI), the normalized
difference water index (NDWI), the DEM, and the LST. All of the 436 weather stations were used
for the calibration and validation of the regression for predicting SAT, and these weather stations
were divided into two groups: training (50%) and validation (50%), respectively. Moreover, absolute
humidity (α) was determined (in g/m3) using the well-known equation of state for water vapour [52]:

α =
e

Rw·T
(1)

where e represents vapour pressure (hPa), and T represents air temperature (Kelvin), and Rw equal
to 0.4615 Jg−1 K−1. As the same with the mapping of SAT, absolute humidity was divided into two
groups including training (70%) and validation (30%), and the spatial pattern was generated by random
forest model and inverse distance weighted method.

All the layers, except for the elevation, were derived from the Landsat-8 data. The NDVI is
constructed by exploiting the great difference in the spectral reflectance in the near-infrared (which is
strongly reflected by vegetation) and red bands (which is absorbed by vegetation):

NDVI =
(NIR − R)
(NIR + R)

(2)

where NIR is reflectance in the near-infrared (OLI 5) band, and R is reflectance in the red (OLI 4) band.
The NDBI is designed [53], using the reflectance in the near-infrared and short-wave bands for

exploiting the built-up areas:
NDBI =

(SWIR − NIR)
(SWIR + NIR)

(3)

where SWIR is reflectance in the short-wave infrared (OLI 6) band, and NIR is reflectance in the
near-infrared (OLI 5) band.
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The NDWI is an index designed to quantify vegetation water status [54], by using a weak
liquid water absorption band (shortwave-infrared band) and the liquid water intensive band
(near-infrared band):

NDWI =
(NIR − SWIR)
(NIR + SWIR)

(4)

where NIR is reflectance in the near-infrared (OLI 5) band, and SWIR is reflectance in the short-wave
infrared (OLI 6) band.

LST was derived by the atmospheric correction method [55], i.e., radiative transfer equation (RTE).
A flowchart of the methodology used in this study is given in Figure 2. Next, a regression calibration
approach was used to reduce the deviation when quantifying the CLHI owing to the tendency of
random forest to “regress towards the mean”. It can make the fitted curve of the scatter diagram of
observed versus predicted values become a diagonal line. Finally, the RMSE was used to quantify the
magnitude of error. The formulas are as follows:

RMSE =

√
∑n

i=1(Xobs,i − Xmodel,i)
2

n
(5)

where Xobs,i represents the observed value, Xmodel,i represents the predicted value for the weather
station, n represents the total number of weather stations.
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3.3. Quantifying the CLHII and Footprint

In this study, to examine the CLHI with regard to the spatiotemporal trends of intensity and
footprint, we first defined the urban area and the surrounding buffer zones. A three-step method
was used to define the urban area [56]. In view of the concentrated distribution of built-up areas in
Wuhan, we extracted the urban border based on visual interpretation. The urban area covered a total
of 743 km2 in 2013. Emanating outwards from the urban border to the rural areas, nine buffer zones
were generated in ArcGIS 10.2. The area of each buffer zone was equal to the urban area (as shown in
Figure 3; the scope of Figure 3 is the “study area” outlined in red in Figure 1). Water bodies and pixels
with a relatively higher elevation (more than 50 m) in the urban area were excluded from this analysis
because these pixels may have overshadowed the effect of the urbanization on SAT [57].
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The intensity represents the magnitude of the CLHI (i.e., the CLHII). In this study, we considered
the median of the SAT in the three outermost buffer zones as the rural SAT (i.e., the background
temperature), because this was able to reduce the bias caused by the possible outliers among the three
outermost buffer zones [58]. We calculated the SAT difference (∆Tn) in each buffer zone and the rural
SAT as follows:

∆Tn = Tn − Trural (6)

where ∆Tn represents the difference between the SAT in buffern (0 ≤ n ≤ 9) and the rural SAT,
Tn represents the SAT in buffern (0 ≤ n ≤ 9), and Trural represents the SAT in the rural area
(i.e., the background SAT). Among them, ∆T0 indicates the CLHII in the urban area. A positive
value of ∆T0 indicates a CLHI effect, and the opposite indicates a “canopy layer cool island” (CLCI)
effect. Therefore, the CLHII is loosely defined as the temperature difference between the urban and
rural areas (i.e., ∆T0).

The footprint represents the areas significantly affected by the CLHI (i.e., the extent of the CLHI).
Previous studies have reported that the strength of the SUHI influence decays exponentially with
distance from the perimeter of the urban land cover [9]. However, to our knowledge, few studies have
focused on the footprint of CLHI, based on the spatial distribution of SAT in the whole region. Thus,
an exponential decay model was applied to assess the trends of ∆Tn in each buffer zone for a single day
at an interval of 1 h, in different seasons (summer and winter). The formula is expressed as follows:

∆Tn = A × e−S×n (7)

where A indicates the maximum SAT difference (close to the CLHII); n represents the numbers of urban
zones within the buffern; S represents the decay rate of the CLHII along the urban-rural gradients,
and a larger S indicates a smaller footprint of CLHI [58].

However, there is no universally accepted method for defining the SUHI footprint since the
∆T varies substantially over time and space [31,42,56,58]. Previous studies have focused on the
binary classification of measurement sites as “urban” or “rural”, thereby defining the CLHII [27,28,59],
but have not focused on the CLHI footprint. Zhou et al. assumed that the SUHI footprint was the
continuous extent emanating outward from the urban center to the rural areas with a ∆Tn statistically
larger than zero [58]. However, this method fails to calculate the CLHI footprint because SAT is
significantly affected by wind, relative to the SUHI footprint. Therefore, we quantified the CLHI
footprint as the continuous extent emanating outward from the urban center to the rural areas with
the CLHI showing an inverse trend in certain buffer zones (i.e., CLHI: ∆T0 > 0, ∆Tn < ∆Tn+1,
∆Tn < ∆Tn+2, CLCI: ∆T0< 0, ∆Tn >∆Tn+1, ∆Tn > ∆Tn+2, where n represents the CLHI footprint,
unit: number of the buffer zone). Batty introduced a graphical representation termed the “rank clock”
to examine the trajectories of cities in US [60]. The “rank clock” was used to describe the spatial and
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temporal variations of size of cities. Based on “rank clock”, we examined the dynamics of CLHI
footprint. The circumference represents the time series range from 0:00 to 23:00, and the distance away
from the center represents the CLHI footprint.

3.4. Quantifying Potential Drivers of the CLHI

The OLS model has been widely used in the analysis of the SUHI effect [17,61,62]. However,
few studies have focused on the drivers of CLHI. The OLS model was thus used to analyze the CLHI
effect. Considering the interacting effects of the driving factors of daily mean CLHII, we quantified
the relationships between daily mean CLHII and its driving factors (i.e., absolute humidity, built-up
land, vegetation, and anthropogenic heat emissions), to gain a better understanding of the CLHI
by establishing the multiple linear regression (MLR) model. In this study, the mean values of the
driving factors in every buffer zone were used to quantify the relationships with daily mean CLHII.
The driving factors of built-up land, vegetation, absolute humidity, and anthropogenic heat emissions
were considered as the explanatory variables, and the daily mean CLHII was considered as the
response variable to quantify. Specifically, nighttime lights were used as a proxy of anthropogenic heat
release (e.g., buildings, industry, and vehicles) in both the urban area and suburbs [42,56,63]. The NDBI
was able to describe built-up areas [53]. The NDVI was used to describe the vegetation abundance.

In order to quantify the potential CLHII in different conditions (e.g., a built-up area covered
with sparse vegetation) based on the MLR model, we extracted the land-cover types, including bare
land, woodland, herbage, building, road, river, and lake, to determine the NDBI, the NDVI, and the
absolute humidity of the land cover. We extracted the land cover using the maximum likelihood
method and a post-classification process (including majority analysis, clump classes, and sieve classes)
implemented in ENVI 5.1. The nighttime lights product was used to extract urban impervious surfaces
(threshold set as 20). In the urban area, the classes of road/building and woodland/herbage were
distinguished with the assistance of high-resolution remote sensing images (i.e., ZY-3 satellite images
with a spatial resolution of 2.5 m) [64,65]. Particularly, land cover map obtained from ZY-3 was used to
extract parameter values in the urban area, and based on the land cover map obtained from Landsat-8,
we extract the parameter values in the rural area. NDBI and NDVI parameters for building, road,
woodland, and herbage are calculated in the urban area to indicate the difference index of reflectance of
ground objects. Considering the interaction effect in space, humidity parameters for woodland and
herbage are calculated only in rural areas because they can be underestimated when built-up area is
covered by dense vegetation. In addition, humidity parameters for building and road are calculated only
in urban areas because they can be overestimated when built-up area is covered with sparse vegetation.
The parameter values of the NDBI, the NDVI, the absolute humidity, and the digital number (DN) of
the nighttime lights were substituted into the equation of the MLR model to quantify potential CLHII.

4. Results

4.1. Data Processing Performance

We used a regression calibration approach to reduce the deviation when quantifying the CLHI.
This approach makes the fitted curve of the scatter diagram of observed versus predicted values
become a diagonal line (an example is shown in Figure 4). The determination coefficients (R2 = 0.53)
in this study were superior to the previous study [43]. However, the other roughly 50 % of variance
could be affected by many potential factors, such as wind and clouds. The prediction errors (RMSE)
at an interval of 1 h are displayed in Figure 5. The daily mean RMSEs were 1.70 ◦C (SAT in
summer), 2.32 ◦C (SAT in winter), 1.36 g/m3 (absolute humidity in summer) and 0.71 g/m3 (absolute
humidity in winter) after correction. The maximum likelihood method (overall accuracy = 88.04%,
Kappa coefficient = 0.84) and a post-classification process were used to extract the land-use types in
the study area. The classes of road/building and woodland/farmland were distinguished based on
high-resolution remote sensing images (i.e., ZY-3 satellite data with a spatial resolution of 2.5 m) in the
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urban area, and woodland/farmland was distinguished based on Landsat-8 images in the rural area
(Figure 6).
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Figure 5. The prediction errors (RMSE) of SAT at an interval of 1 h obtained using the random
forest model. Correction in summer = “C in S”; correction in winter = “C in W”; non-correction in
summer = “NC in S”; non-correction in winter = “NC in W”. “Correction” indicates that the predicted
values estimated from the random forest model were stretched based on the regression calibration
approach. “Non-correction” represents the predicted values based on the random forest model.

4.2. CLHI and SUHI

Daily mean SAT is shown in Figure 7. LST derived from Landsat-8 and MODIS-terra is shown
in Figure 8. Although the obvious differences that high LST existed in the western part for the LST
from MODIS-terra in summer, it would not affect the quantification of SUHI, because the study area
mainly covers the eastern part, where the city SUHI is well established. Exponential decay trends of
daily mean CLHII and SUHII along the urban-rural (buffer zones 0–9) gradients are given in Figure 9.
Particularly, MODIS (Terra) and Landsat-8 OLI/TIRS were used to derive the LST, but the LST obtained
from the MOD11A1 product was not available during both daytime and nighttime in winter, because
of cloud cover. In addition, exponential decay trends of the CLHI at an interval of 2 h are also given in
Figure 10. Based on estimated and observed temperature, the change trends of daily SAT (maximum,
mean, and minimum value) are given in Figure 11. The temporal trends of the CLHII were successfully
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quantified (as shown in Figure 12a). Furthermore, the CLHI footprint was successfully revealed by the
rank clock (as shown in Figure 12b).Remote Sens. 2017, 9, 536  8 of 18 
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Figure 9. Exponential decay trends of (a) the daily mean CLHII and (b) the SUHII along the urban-rural
(buffer zones 0–9) gradients in summer and winter. The LST products, as shown in Figure 8, were
derived from MODIS-Terra (MOD11A1) and Landsat-8 imageries. The hollow black circles indicate
missing data caused by cloud or mist disturbance; 0 represents the metropolitan area, and 1–9 represents
the distance of buffer zone to the boundary of metropolitan area (1–3.9 km, 2–8.1 km, 3–12 km,
4–15.5 km, 5–19 km, 6–22 km, 7–25 km, 8–27.6 km, 9–30 km).
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Figure 10. Exponential decay trends of the CLHI along the urban-rural (buffer zones 0–9) gradients at
an interval of 2 h in summer and winter; 0 represents the metropolitan area, and 1–9 represents the
distance of buffer zone to the boundary of metropolitan area (1–3.9 km, 2–8.1 km, 3–12 km, 4–15.5 km,
5–19 km, 6–22 km, 7–25 km, 8–27.6 km, 9–30 km).
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Figure 11. The change trends of daily SAT (maximum, mean, and minimum value) obtained the
using the random forest model and regression calibration approach, and observed daily mean values
(black line) for the Wuhan metropolitan area: (a) SAT in summer; and (b) SAT in winter. The red
shading and green shading depict the mean ± one standard deviation of the SAT in summer and
winter, respectively.
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Figure 12. The spatiotemporal trends of the CLHI, including (a) the CLHII; and (b) the CLHI footprint
for 17 September 2013 (summer), and 23 January 2014 (winter), in the Wuhan metropolitan area.
The circumference represents the time series range from 0:00 to 23:00; the distance away from the center
represents the CLHI footprint.

4.3. Relationships between CLHI and Potential Drivers

We analyzed the relationships between CLHI and potential drivers based on the mean values of
the driving factors and CLHII in every buffer zone. Figure 13 shows single-level relationships between
daily mean CLHII and its driving factors quantified by the OLS model. We tried to gain a better
understanding of the CLHI by establishing the MLR model. The mean values of the metrics used for
quantifying the daily mean CLHII in the different land-cover types are given in Table 1. Estimated
correlation coefficients and intervals for every driving factor are given in Table 2. Buffer residuals
along the urban-rural (buffer zones 0–9) gradients are shown in Figure 14.

Table 1. The mean values of the normalized difference built-up index (NDBI), the normalized
difference vegetation index (NDVI), and absolute humidity for the different land-cover types in
summer and winter.

Metric
NDBI NDVI Absolute Humidity (g/m3)

Summer Winter Summer Winter Summer Winter

Building −0.04 −0.02 0.13 0.03 17.25 3.75
Road −0.05 −0.01 0.13 0.03 17.25 3.75

Woodland −0.14 −0.05 0.26 0.08 21.34 4.09
Herbage −0.16 −0.02 0.31 0.07 20.84 3.79

Table 2. MLR model: estimated correlation coefficients and interval between daily mean CLHII and its
metrics in summer and winter. Summer: p < 0.01, R2 = 0.99; winter: p = 0.01064, R2 = 0.89; alpha = 0.1
(90% confidence interval).

Metric
Constant Absolute Humidity

Summer Winter Summer Winter

Coefficients 6.19 −3.21 −0.26 0.90
Confidence Interval (90%) [−2.75, 15.13] [−5.55, −0.87] [−0.71, 0.19] [0.23, 1.57]

NDBI NDVI DN of Nighttime Lights

Summer Winter Summer Winter Summer Winter

−10.83 3.04 −8.13 −4.56 0.003 0.001
[−22.98, 1.32] [−10.06, 3.98] [−13.26, −3.00] [−9.67, 0.55] [−0.001, 0.007] [−0.001, 0.003]
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5. Discussion

5.1. Comparison between SUHII and CLHII

SAT were measured in the built-up area (i.e., the red border in Figure 3a) for 17 September 2013,
and 23 January 2014. Results showed a difference between observed daily mean values and predicted
daily mean values, and we also found large amplitude for predicted values in comparison with
observed values, which indicated the limitation of sparse weather stations on monitoring CLHI.
A comparison between SUHII and CLHII is given in Table 3. Results indicated that extreme
high temperature accompanied by strong CLHI occurred during 14:00–15:00, and low temperature
accompanied by CLHI effect at 7:00 in summer, and the CLHI and CLCI effects alternately appeared
in winter over Wuhan built-up area. In addition, the surface urban cool island (SUCI) effect was not
detected based on the satellite data, and the SUHII measured at 10:30, 10:58, and 22:30 was greater than
the maximum CLHII (1.42 ◦C at 14:00). Results indicated obvious difference between SUHII and CLHII
for quantifying the magnitude of UHI effect, since the former represents the SAT difference, but the
latter is the LST difference between urban and rural areas. Comparatively speaking, the analysis of the
CLHII helps with the understanding of global temperature change in different cities, especially where
the metropolis area has the strongest CLHII accounting for global warming.

Table 3. Comparison between SUHII and CLHII (~represents NULL).

Summer (17 September 2013) Winter (23 January 2014)

Event Time Magnitude Event Time Magnitude

Maximum CLCI effect 7:00 −0.39 ◦C Maximum CLCI effect 1:00 −0.95 ◦C
Lowest SAT 7:00 24.88 ◦C Maximum CLHI effect 5:00 1.15 ◦C

Maximum CLHI effect 14:00 1.42 ◦C Lowest SAT 6:00 −4.52 ◦C
Mean SAT 14:00 35.69 ◦C Highest mean SAT 16:00 20.84 ◦C

Highest SAT 15:00 42.27 ◦C Highest SAT 16:00 22.77 ◦C
MODIS-SUHI 10:30 3.3 ◦C ~ ~ ~

Landsat 8-SUHI 10:58 4.3 ◦C Landsat 8-SUHI 10:58 −0.19 ◦C
MODIS-SUHI 22:30 2.2 ◦C ~ ~ ~

5.2. Spatiotemporal Trends of the CLHI

We found that not only did the SUHI footprint show exponential decay and significantly, but also
the CLHI footprint, for both summer and winter, signifying the difference between the radiative
energy absorbed at the surface and the anthropogenic heating released in urban areas. It hence
caused uneven incoming energy radiated into the atmosphere accompanied by CLHI (or CLCI)
effect occurring. CLHI showed increasing trends in 17 September, 2013 and decreasing trends in
23 January 2014. In summer, the CLHI footprint was stable and varied from −1 to 9 times the urban
area (standard deviation (SD) = 2.62, where −1 indicates a CLCI). The mean CLHI footprint was
5.08 times the urban area, and the mean footprint was 7.55 times the urban area from 8:00 to 18:00,
as a result of solar radiation. In winter, the CLHI footprint varied substantially and ranged from −8
to 9 times the urban area (SD = 6.43). The mean CLHI footprint in winter was only 0.58 times the
urban area. In contrast, the CLHI effect tended to occur in summer. Overall, the time-series analysis at
an interval of 1 h allows us to continuously monitor the CLHI effect, and helps with the understanding
of the spatiotemporal trends of the CLHI.

5.3. Single-Level Relationships Quantified with the OLS Model

The results of the OLS model signified that NDBI (summer: R2 = 0.94, p < 0.01; winter: R2 = 0.31,
p = 0.093) and nighttime lights (summer: R2 = 0.94, p < 0.01; winter: R2 = 0.60, p < 0.01) consistently
exhibited a positive effect on the daily mean CLHII, and NDVI (summer: R2 = 0.96, p < 0.01; winter:
R2 = 0.62, p < 0.01), and absolute humidity (summer: R2 = 0.94, p < 0.01; winter: R2 = 0.29, p = 0.11)
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consistently showed a negative effect in both summer and winter. We found that these driving factors
were significantly correlated with the daily mean CLHII in summer (R2 > 0.90). Conversely, the results
showed a decreased correlation in winter (R2 < 0.65), which is mostly due to the substantial variation
of SAT over time and space in winter. Especially for the contribution of NDBI and absolute humidity
to CLHI, insignificant correlations existed in summer and winter, respectively. According to the
single-level relationships quantified with the OLS model, we thus concluded that anthropogenic
heat emissions (e.g., buildings, industry, and vehicles) have significant positive effects on CLHI,
and vegetation has significant negative effects in both summer and winter. Built-up area has significant
positive effects on CLHI, and absolute humidity has significant negative effects in summer. However,
both the contribution of built-up area and absolute humidity were not significant in winter based on
the analysis of OLS model.

5.4. Interacting Effects Quantified with the MLR Model

Absolute humidity had a significant inhibiting effect on daily mean CLHII in summer
(estimated coefficients = −0.26) and a positive effect in winter (estimated coefficients = 0.9). Fountain
is suggested to mitigate the CLHI in summer because of vast area of waters. Vegetation had significant
inhibiting effects on daily mean CLHII in both summer (estimated coefficients = −8.13) and winter
(estimated coefficients = −4.56). Built-up area had a significant positive effect on daily mean CLHII in
summer (estimated coefficients = −10.83) and a negative effect in winter (estimated coefficients = 3.04).
Anthropogenic heat emissions (e.g., buildings, industry, and vehicles) have positive effects in both
summer (estimated coefficients = 0.003) and winter (estimated coefficients = 0.001). The factories
producing high heat emissions are suggested to be pushed to the outskirts, and public transport
is promoted in metropolitan area for mitigating the CLHI in Wuhan, because it is regarded as
the industrial base and transportation center of central China. Particularly, based on MLR model,
the correlation with daily mean CLHII for NDBI and absolute humidity was contrary to the results of
OLS model in winter. However, the result of MLR model was significant (R2 = 0.89, p = 0.011) and OLS
models were not significant for NDBI (R2 = 0.31, p > 0.05) and absolute humidity (R2 = 0.29, p > 0.05)
in winter. Therefore, the results underscores the importance of quantifying the interacting effects of
the driving factors of the CLHI based on the MLR model rather than the OLS model.

We calculated the daily mean CLHII in different conditions to understand the contribution of
the different driving factors to CLHI. In summer, when we set absolute humidity as 17.25 g/m3,
the NDBI as −0.04, the NDVI as 0.13, and the DN of nighttime lights as 63 (i.e., most of the land
use was physically transformed into buildings in the urban area; refer to Table 1 for the parameter
values and Table 2 for the estimated correlation coefficients), the daily mean CLHII was expected to
reach 1.30 ◦C (90% confidence interval 0.38–2.22 ◦C). Comparably, when most of the land use was
transformed into roads, the daily mean CLHII was expected to reach 1.41 ◦C (0.38–2.44 ◦C). Conversely,
the daily mean CLHII was expected to reduce to 0.27 ◦C (−0.04–0.57 ◦C) for the urban area covered
by grassland. In addition, when the urban area was covered by woodlands, the daily mean CLHII
was expected to reduce to 0.21 ◦C (0.03–0.38 ◦C). In winter, the daily mean CLHII was expected to
reach 0.17 ◦C (0.04–0.3 ◦C), 0.14 ◦C (0.08–0.2 ◦C), 0.03 ◦C (−0.04–0.09 ◦C), and 0.34 ◦C (0.05–0.64 ◦C) in
the above conditions, respectively. Therefore, the contribution of roads to the CLHI is greater than
buildings, and the mitigation of the CLHI through afforestation is superior to planting grass in summer.
In winter, the contribution of roads to the CLHI is less than buildings, and the mitigation of the extreme
low-temperature weather through afforestation is superior to planting grass. Therefore, planting
trees and avoiding the construction of wide roads are suggested to mitigate the CLHI. In addition,
it was found that anthropogenic heat emissions exacerbated the daily mean CLHII by about 0.19 ◦C
(−0.06–0.44 ◦C) on 17 September 2013. However, anthropogenic heat emissions exacerbated daily
mean CLHII 0.06 ◦C (−0.06–0.19 ◦C) on 23 January 2014.
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6. Conclusions

Quantifying SUHI is significantly impacted by the limited satellite time-series data and cloud and
mist disturbance, and quantifying CLHI is significantly limited by sparse meteorological monitoring
network. The findings of this study indicate that quantifying the CLHI effects based on satellite
observations as well as ground weather station data can enable us to overcome the issues of spatial
discontinuity and the low temporal resolution, and also confirm the effectiveness of real-time
monitoring of CLHI.

The CLHI effect decays exponentially and significantly along urban-rural gradients. Regarding
hourly CLHII, the trends of the exponential decay are more significant in winter. Conversely, the daily
mean CLHII decays exponentially, but it is more significant in summer than in winter, which is mostly
attributed to the substantial variation over time and space (i.e., CLHI and CLCI effects alternating) in
winter, signifying the difference in the radiative energy absorbed at the surface and anthropogenic
heating released in urban areas compared to rural areas.

This study underscores the importance of quantifying the interacting effects of the driving factors
of the CLHI based on the MLR model rather than the OLS model. Additionally, the ZY-3 satellite data
enable us to obtain more subtle information. We concluded that vegetation had significant inhibiting
effects on daily mean CLHII in both summer and winter. Absolute humidity has a significant inhibiting
effect on daily mean CLHII in summer and a positive effect in winter. Built-up area had a significant
positive effect on daily mean CLHII in summer and a negative effect in winter. Anthropogenic
heat emissions (e.g., buildings, industry, and vehicles) have positive effects in both summer and
winter. Therefore, planting trees and fountain, and reducing the emissions from industry and vehicle
(e.g., the factories producing high heat emissions are suggested to be pushed to the outskirts, and public
transport is promoted in metropolitan area) are suggested to mitigate the CLHI in the city of Wuhan.
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Abbreviations

UHI Urban heat island
CLHI Canopy layer heat island
CLHII Canopy layer heat island intensity
SUHI Surface urban heat island
SUHII Surface urban heat island intensity
CLCI Canopy layer cool island
SUCI Surface urban cool island
SAT Surface air temperature
LST Land surface temperature
NDVI Normalized difference vegetation index
NDBI Normalized difference built-up index
NDWI Normalized difference water index
DEM Digital elevation model
DN Digital number
MLR Multiple linear regression
OLS Ordinary least squares
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