Optimization of a Deep Convective Cloud Technique in Evaluating the Long-Term Radiometric Stability of MODIS Reflective Solar Bands
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Abstract: MODIS reflective solar bands are calibrated on-orbit using a solar diffuser and near-monthly lunar observations. To monitor the performance and effectiveness of the on-orbit calibrations, pseudo-invariant targets such as deep convective clouds (DCCs), Libya-4, and Dome-C are used to track the long-term stability of MODIS Level 1B product. However, the current MODIS operational DCC technique (DCCT) simply uses the criteria set for the 0.65-µm band. We optimize several critical DCCT parameters including the 11-µm IR-band Brightness Temperature (BT11) threshold for DCC identification, DCC core size and uniformity to help locate DCCs at convection centers, data collection time interval, and probability distribution function (PDF) bin increment for each channel. The mode reflectances corresponding to the PDF peaks are utilized as the DCC reflectances. Results show that the BT11 threshold and time interval are most critical for the Short Wave Infrared (SWIR) bands. The Bidirectional Reflectance Distribution Function model is most effective in reducing the DCC anisotropy for the visible channels. The uniformity filters and PDF bin size have minimal impacts on the visible channels and a larger impact on the SWIR bands. The newly optimized DCCT will be used for future evaluation of MODIS on-orbit calibration by MODIS Characterization Support Team.
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1. Introduction

The MODerate Resolution Imaging Spectroradiometer (MODIS) is one of the key instruments for the NASA’s Earth Observing System (EOS). MODIS onboard the EOS Terra spacecraft was launched on 18 December 1999 and MODIS onboard the EOS Aqua spacecraft was launched on 4 May 2002. Terra and Aqua MODIS sensors provide daily global observations to enhance the scientific characterization of the earth’s land, ocean and atmosphere; its environmental changes; and natural hazards. MODIS has 490 detectors distributed among 36 spectral bands covering spectral regions from the visible (VIS) to the longwave infrared (LWIR). The 36 MODIS bands include 20 reflective solar bands (RSB) 1–19 and 26, and 16 thermal emissive bands (TEB) 20–25 and 27–36, with wavelengths...
ranging from 0.41 to 14.5 \( \mu \text{m} \) and nadir spatial resolutions of 250 m (2 bands), 500 m (5 bands), and 1 km (29 bands). The RSB are calibrated using onboard calibrators including a solar diffuser (SD), a solar diffuser stability monitor (SDSM), near-monthly lunar observations [1–5], and earth view data from North African desert sites [6]. The MODIS Level 1B (L1B) algorithms convert the uncalibrated, geo-located observations into calibrated data using Look-up-Tables (LUTs), which is further developed by downstream users to generate science data sets. Accurately calibrated MODIS L1B product is crucial for high-quality downstream MODIS science products. The spectral wavelength of MODIS RSB ranges from 0.41 \( \mu \text{m} \) to 2.1 \( \mu \text{m} \). The degradation of the onboard SD is tracked using the SDSM over a wavelength range from 0.41 to 0.94 \( \mu \text{m} \) using nine individually filtered detectors. MODIS SD degradation is wavelength dependent with the largest degradation occurring in the shortest wavelength region. The wavelength of each SDSM detector and its corresponding MODIS band are summarized in Table 1. Any SD degradation beyond 0.94 \( \mu \text{m} \) cannot be derived directly using the SDSM and, if not accounted for, will impact the L1B product for the short-wave infrared (SWIR) bands 5–7 and 26. The MODIS bands in gray in Table 1 are the selected reflective solar bands in this study.

Table 1. Wavelengths of the nine Solar Diffuser Stability Monitor (SDSM) detectors and their corresponding MODIS bands in nm. The MODIS bands in gray are the selected reflective solar bands in this study.

<table>
<thead>
<tr>
<th>SDSM Detector</th>
<th>Center Wavelength (nm)</th>
<th>MODIS Bands</th>
<th>SDSM Detector</th>
<th>Center Wavelength (nm)</th>
<th>MODIS Bands</th>
</tr>
</thead>
<tbody>
<tr>
<td>D1</td>
<td>411.8</td>
<td>8</td>
<td>D6</td>
<td>746.6</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td>442.1</td>
<td>9</td>
<td>D7</td>
<td>856.5</td>
<td>2</td>
</tr>
<tr>
<td>D2</td>
<td>465.7</td>
<td>3</td>
<td>D8</td>
<td>904.2</td>
<td>17</td>
</tr>
<tr>
<td>D3</td>
<td>487.0</td>
<td>10</td>
<td>D9</td>
<td>936.2</td>
<td>19</td>
</tr>
<tr>
<td></td>
<td>529.7</td>
<td>11</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>D4</td>
<td>546.9</td>
<td>12</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>D5</td>
<td>553.7</td>
<td>4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>646.3</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>665.6</td>
<td>13</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>677.0</td>
<td>14</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

To accurately track the performance of the on-orbit calibration, invariant earth targets such as the deserts [7,8], Dome-Concordia (Dome-C, located in Antarctica) [9,10], and clear-sky oceans [11,12] are used to monitor the stability of the MODIS L1B product. The use of deep convective clouds (DCCs) is another similar method and particularly useful for the SWIR bands 5–7 and 26 in assessing their long-term calibration stability [13,14]. DCCs are clouds undergoing intense convection. They are the coldest natural earth targets in the tropics and can be easily identified using a brightness temperature (BT) threshold from an infrared (IR) band [15]. The advantage of the DCC technique (DCCT) over clear-sky surface based sites is that DCCs are at the tropopause level, where the effects of atmospheric absorption are significantly reduced with the exception of stratospheric aerosols. They are bright earth targets illuminated via a greater sun elevation angle in the tropics as compared to the oblique sun angles at Dome-C and therefore have a greater signal to noise ratio (SNR). DCCs can be treated as solar diffusers, which have predictable and near Lambertian albedos [15].

Several studies to validate the on-orbit performance of MODIS calibration using DCCT have been performed before [13,16–18]. The primary use of high-gain MODIS RSB 8–16 is for ocean color applications. The disadvantage of DCCs is that DCCT cannot be employed to evaluate the performance of these high-gain MODIS RSB 8–16, as these bands saturate while viewing the high-radiance DCCs. RSB 2, 17 and 19 for both Terra and Aqua are also impacted by saturation while viewing the DCCs [16,19,20].

In this study, we optimize the operational MODIS DCCT as a function of wavelength. The optimized DCCT provides the lowest uncertainty when determining the stability of the Terra and Aqua MODIS Collection 6 (C6) L1B product for RSB 1 (0.65 \( \mu \text{m} \)), 3–7 (0.4–2.11 \( \mu \text{m} \)), 18 (0.94 \( \mu \text{m} \)),


and 26 (1.375 µm). We explore the sensitivities of several DCCT parameters that include the 11-µm IR-band BT (BT11) threshold for DCC identification, the DCC core size and uniformity to aid in identifying DCC pixels located in the center of convection. A DCC Bidirectional Reflectance Distribution Function (BRDF) is evaluated for its effectiveness in removing anisotropic variability. A histogram using the identified DCC pixels is constructed over a given time interval. The mode of the histogram or probability distribution function (PDF) determines the DCC reflectance. The sensitivity of the time interval and PDF bin increment is also evaluated. The optimized parameters will be the basis for the standard operational DCC technique for future evaluation of on-orbit calibrations and stability monitoring of MODIS L1B product performed routinely by MODIS Characterization Support Team (MCST). The uncertainties in the Terra and Aqua MODIS channel using current and optimized DCCT are also compared with the operational MODIS Libya-4 and Dome-C trend uncertainties. Lastly, the optimized operational MODIS DCCT is summarized. This paper is organized as follows. Section 2 briefly describes the methodology of DCC identification and DCC reflectance derivation. Section 3 designs the sensitivity experiments for optimization and shows the results from different experiments. Section 4 compares the standard deviations by using baseline DCCT, optimized DCCT, Libya-4, and Dome-C. Section 5 concludes this work.

In the future work, the optimized DCC technique will continue to be used to monitor the radiometric stability of the MODIS L1B product as the standard MCST operational DCC technique. Mu et al. [20] have assessed the on-orbit performance of the response versus scan-angle (RVS) for Aqua RSB 1, 4 and 5 at three frame sets, two of which are at two opposite edges of MODIS scan, and one is close to the nadir view. The testing confirms that there are noticeable trending differences between these three frame sets for Aqua RSB 1, while no significant difference is found for the other two RSB. Similarly, Bhatt et al. [21] have also assessed the performance of on-orbit RVS changes in Aqua-MODIS RSB L1B data using DCCT. In the future, the standard MCST operational DCC technique will be extended further as an alternative approach for evaluating the performance of on-orbit RVS characterization in MODIS L1B products for Terra and Aqua RSB 1, 3–7, 18, and 26.

2. Methodology

2.1. Background

The MODIS L1B product is generated by converting uncalibrated observations into calibrated observations using calibration parameters derived from the onboard calibrators, lunar and desert observations. A perfect invariant target calibration algorithm should reveal only the instrument degradation. If the calibration is accurate, the radiance over an invariant target should be stable within the specifications of the calibration uncertainty. However, no invariant target is perfect and would add noise on top of the instrument degradation. Therefore, an invariant target calibration algorithm can be evaluated by reducing the overall long-term standard error of the predicted fit. The purpose of our study is to assess the long-term stability of MODIS L1B product using an optimal DCCT. In order to downsize the large volume of daily global MODIS data (17+ years for Terra and 15+ years for Aqua), Doelling et al. [13] use the MODIS L1B data in the Tropical Western Pacific domain which has the greatest frequency of DCCs over the tropics. In this study, we utilize MODIS C6 aggregated L1B earth view data at 1 km resolution, Terra MOD021KM and Aqua MYD021KM (https://ladsweb.nascom.nasa.gov/), to assess the on-orbit calibration performance using the DCC technique. To obtain the greatest frequency of DCC samples from each granule and to reduce the data volume, MODIS L1B swath data with any pixel geo-located over the eastern Indian and western Pacific Oceans (30°S–30°N and 95°E–175°E) are used to identify the DCC samples for stability analyses. Since MODIS L1B algorithm incorporates a reflectance-based calibration, we use the reflectance data in MODIS L1B product instead of radiance data for DCC processing. Band 31 (10.78–11.28 µm) provides brightness temperature measurements required for the DCC pixel identification. The inter-comparison results of 11-µm brightness temperature (BT11) between MODIS and the Infrared Atmospheric
Sounding Interferometer (IASI) found that the fluctuations of the biases between MODIS and IASI are less than 0.5 K for all band 31 detectors [22]. The stability of MODIS BT11 derives high-quality DCC identification. The MODIS L1B data covering the time period from July 2002 to October 2016 are used to assess the long-term calibration performance of MODIS RSB.

2.2. Identification of Deep Convective Clouds

The first step of DCC identification process is to use MODIS band 31 11-µm BT11 threshold value of 210 K to identify the potential DCCs [23]. The reflectance values from MODIS L1B data are computed over all the identified potential DCC samples. The DCC samples with reflectance impacted by saturation are flagged and excluded from further analyses. To avoid anisotropic conditions, the solar (SZA) and view zenith angles (VZA) are limited within 40° where DCCs are most isotropic [15,16]. The latitude is limited between (30°S–30°N) to identify DCCs in the tropical region. The potential DCCs identified by BT11 thresholds alone can be contaminated by optically thick ice clouds outside the core area of the DCC (e.g., [24–26]). In the second step, to avoid pixels that contain DCC cloud edges and anvils, a uniformity test is performed over a 3 by 3 pixel (1km spatial resolution) block surrounding the centered DCC pixel. The center DCC pixel is rejected if the BT11 standard deviation (STD) over the 3 by 3 pixel block is greater than 1 K or the RSB 1 (~0.65 µm) reflectance STD is greater than 3% of the average reflectance over the 3 by 3 block [15,16]. Figure 1 shows the MODIS pixel-level BT11 with SZA and VZA less than 40° by using all frames with valid BT11 values (Figure 1a,d), potential DCC frames with BT11 < 210 K before (Figure 1b,e) and actual DCC frames after (Figure 1c,f) the spatial uniformity test for one Terra L1B granule 2014305.0125. Confining SZA and VZA within 40° excludes the pixels impacted by anisotropic scattering. The criterion of BT11 < 210 K identifies a small portion of MODIS pixels as potential DCC pixels. The uniformity test decreases the frequency of DCC identified pixels. The histograms of BT11 over the DCC pixels change before (Figure 1e) and after (Figure 1f) the uniformity test accordingly. The uniformity test is necessary to choose the high-quality DCC pixels.

Figure 1. Spatial patterns of 11-µm brightness temperature (BT11) for Terra Level 1B (L1B) granule 2014305.0125 using: all valid frames (a); potential deep convective cloud (DCC) frames (b) and actual DCC frames (c) with BT11 less than 210 K before and after the spatial uniformity test with solar zenith angle (SZA) and view zenith angle (VZA) less than 40°, and their corresponding histograms of BT11 (d–f), respectively.
2.3. Derivation of Reflectance Trending Using the DCC Technique

In order to obtain a long-term trend and uncertainty for each band, all the identified DCC pixel reflectances during a given time interval are compiled into a PDF. Then the reflectance value corresponding to the peak probability density, i.e., mode reflectance, or the average reflectance over all the DCC samples is obtained from the PDF. The method of using mode reflectances from PDFs for DCC calibration is preferred over using average reflectances over all the DCCs for wavelengths less than 1 µm [15]. In order to simplify the operational DCCT method, only the mode reflectances are used to analyze the temporal STDs of the selected RSB. The success of this DCCT depends on identifying enough DCC samples that allow for a smooth and near-similar PDF over each data collection time interval. A monthly time interval is set as the data collection time in the baseline experiment. We compare the PDFs of the monthly reflectance and STDs of monthly mode reflectances for different RSB, with no BRDF corrections and with the BRDF corrections, as previously reported by Doelling et al. [13].

To investigate the potential impact of the BRDF effects on the reflectance at different wavelengths over the DCCs, we perform BRDF corrections to the reflectances using Hu et al.’s model [21] and compare the Hu-BRDF corrected results with the uncorrected results. The Hu et al. model [21] was designed for use with MODIS Visible and Infrared Scanner (VIRS) band 1 (0.65 µm). In order to avoid direct forward and backward scattering, the relative azimuth angle is restricted between 10 and 170 degrees [16]. Figure 2 shows the monthly PDFs of reflectance over DCCs with and without Hu-BRDF corrections in July for Terra and Aqua band 1 from July 2002 to October 2016, i.e., containing the July PDFs for 15 years. There are a substantial number, more than 100,000 per month [16], of DCC pixels, and the PDF curves are very smooth. Though the pixel frequency is low for some months, there are still around two million DCC pixels for Terra and around one million DCC pixels for Aqua each month. The PDFs with Hu-BRDF correction have less noise than the ones with no BRDF corrections for Terra and Aqua RSB 1, 3–4, and 18.

Figure 2. Monthly probability distribution functions of reflectance over DCCs for Terra with: no Bidirectional Reflectance Distribution Function (BRDF) correction (a); and Hu-BRDF correction (b); and for Aqua with: no BRDF correction (c); and Hu-BRDF correction (d) for band 1 in each July during 2002 and October 2016.
3. Sensitivity Tests

If no instrument uncertainty is involved, the PDF of DCC reflectance is a single-peak asymmetric density function with a long tail on the low reflectance side [15]. It is challenging to characterize the DCC reflectance PDF and DCC sample identification also depends on sensor measurements. The actual distribution of the measured DCC reflectance is the convolution of DCC asymmetric distribution and normal distribution of measurement uncertainty. Since the PDF is a statistical function of the measurement data, the uncertainty of the mode reflectance depends on the sample number and histogram processing parameters. The focus of our work is to minimize the uncertainty impact on the trending. Figure 3 indicates the diagram of the designed sensitivity test experiments showing the parameters to be optimized, and the Hu-BRDF correction for reflectance in DCCT.

In the baseline experiment, DCCT uses a BT11 threshold of 205 K for DCC identification, a uniformity filter of 1 K of BT11 STD and 3% of 0.65-µm reflectance STD over a spatial extent of 3 by 3 pixels for exclusion of DCC edges, a PDF bin reflectance interval of 0.001, and monthly time intervals or time steps. For all of the sensitivity tests, except for the tested parameter, all the other parameter values are as same as those in the baseline experiment, as shown in Table 2. The optimal parameter values are chosen in their full parameter value spaces with ranges shown in Table 2 [13,15].

![Figure 3.](image)

**Figure 3.** The diagram of MODIS DCC technique (DCCT) showing the flowchart of MODIS DCCT, indicating the parameters to be optimized and the Hu-BRDF correction for reflectance in MODIS DCCT. BT11: ~11-µm brightness temperature from band 31; B1: band 1; Ref: reflectance; STD: standard deviation.

**Table 2.** Parameter values in the baseline experiment and parameter value ranges in the sensitivity test experiments using the DCC technique (DCCT). BT: ~11-µm brightness temperature; Ref: 0.65-µm reflectance.

<table>
<thead>
<tr>
<th>All Channels</th>
<th>BT11 (K)</th>
<th>Uniformity Filter Thresholds</th>
<th>PDF Bin (Ref)</th>
<th>Time Interval (Month)</th>
<th>BRDF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline DCCT</td>
<td>205</td>
<td>1</td>
<td>0.001</td>
<td>1</td>
<td>Hu</td>
</tr>
<tr>
<td>Sensitivity Tests</td>
<td>189–210</td>
<td>0.5–3</td>
<td>3 x 3, 5 x 5; 7 x 7, 9 x 9</td>
<td>0.0005–0.005</td>
<td>1, 3, 6, 12</td>
</tr>
</tbody>
</table>

3.1. PDF Bin Interval

The success of DCCT relies on the fact that the DCC reflectances when analyzed collectively as a large ensemble are stable over time, with a small residual seasonal variation. An inadequately populated PDF may have distortion, and a fine bin size may cause a noisy curve or multiple peaks. The bin size impacts on the mode reflectances also depend on the magnitudes of the mode reflectances. If a noisy PDF has multiple mode peaks, the mode reflectance is calculated as the average over the multiple mode reflectance. A larger bin size may result in a smoother PDF but cause larger discretization steps between the monthly DCC reflectances. In the baseline test, we use a bin size of 0.001. In this subsection, we check the bin size effects on the uncertainties by using different bin size values from 0.0005 through 0.005.
No invariant target is perfect and would add noise on top of the instrument stability. The DCCT with the lowest STD to the regressed values is usually closest to detect the actual instrument performance. Small bin sizes may increase the standard error of the regression. The goal is to optimize the bin size to find the lowest standard error given the sampling frequency. Figure 4 shows the impacts of bin size on STDs of long-term mode reflectances for each RSB. The STDs are normalized to the fitted mode reflectance at the starting time point July 2002 in percentage. Figure 4 indicates that Hu-BRDF corrected results have lower STDs than the ones without BRDF correction for MODIS RSB 1, 3–4, and 18. For MODIS SWIR bands 5–7 and 26, Hu-BRDF correction is not recommended since it increases the STDs of the temporal mode reflectances. This is to be expected since the Hu model was intended for wavelengths near 0.65 µm [16,21].

![Figure 4. Standard deviations (STD) of monthly DCC mode reflectances versus bin size for RSB 1, 3–7, 18, and 26 for Terra and Aqua: without (a); and with (b) Hu-BRDF correction. Both Terra and Aqua data cover time periods from July 2002 to October, 2016. Results are in black for Terra and in red for Aqua. The unit is percentage of STDs to their corresponding fitted mode reflectance values in July 2002. Bin size is in reflectance units.](image)

To optimize the bin size in DCCT for MODIS calibration evaluation, we choose the bin size with the least temporal STD for each RSB. Overall, the bin size does not affect the uncertainties in reflectance significantly. For Terra and Aqua RSB 1, 3–6, and 18, all the bin size values can be used without deriving much difference in the STDs. Aqua has more noisy and inoperable detectors in the SWIR
bands than Terra from prelaunch, which induces higher STDs in Aqua SWIR bands than in Terra SWIR bands. Overall, bin sizes of 0.035–0.005 are not recommended for Terra and Aqua band 7 (2.1 µm). However, the serious detector issue in Aqua RSB 6 does not affect the optimization of bin size because the variation and shape of STDs against bin size is similar to Terra RSB 6 (Figure 4). The optimal bin size is set as 0.002 for RSB 1, 3–5, 18 and 26 but set as 0.001 for RSB 6–7 due to the low magnitudes of their reflectances (see Section 3.4.1 for more details).

3.2. Data Collection Time Interval Effects

In this subsection, we check if the mode reflectances from PDFs over DCCs using different data collection time intervals affect the uncertainties in MODIS RSB. For different collection time intervals, the time periods of the data coverage are different. The data coverage time period is July 2002–October 2016 for monthly time interval, July 2002–September 2016 for three-monthly, July 2002–June 2016 for six-monthly, and January 2003–December 2015 for yearly time interval. The Terra and Aqua mode reflectance values are obtained from the reflectance PDFs over DCCs sampled over the certain collection time intervals of L1B data.

In Section 3.1, the bin sizes with the least trend STDs are used as a criterion to check for the optimal bin size. However, in each year, there are 12 data points for the monthly results, four data points for the three-monthly results, two data points for the six-monthly results, and one data point for the yearly results. The STDs of mode reflectances using different data collection time intervals are not comparable due to different numbers of data points. Figure 5 shows the STDs of DCC mode reflectances normalized to their corresponding first fitted values over different time intervals and STD changes relative to STD from baseline experiment in percentage for RSB 1, 3–7, 18, and 26. The results for bands 1, 3–4 and 18 are from the Hu-BRDF corrected reflectances, and from the non-BRDF corrected reflectances for the SWIR bands 5–7 and 26. There is an intrinsic seasonal cycle in the DCC reflectances due to the annually repeating movements of the DCCs mitigating with the sun and the satellite sampling angles. Since the DCC movement is nearly the same from year to year and the angles are replicated each year, the yearly results smooth out the DCC seasonal cycle and average out the short-term instrument noise. As expected, longer-time intervals decrease the STDs in Figure 5. All channels benefit from annual time intervals. The monthly time interval corresponds to the highest STD and the least STD is from using the yearly time interval for each RSB.

In the long-term stability monitoring and instrument lifetime trending assessment analyses of MODIS L1B product, the minimal time interval of three, or six, or 12 months for each RSB as shown in Table 3 is recommended to minimize the intrinsic seasonality and the uncertainty error in the DCCT results. However, in operational assessment using the DCCT, three, six or 12 months is too long to find any abnormal behavior in MODIS L1B calibration promptly. The seasonal cycle is small for RSB with wavelengths less than 1 µm and larger for RSB with longer wavelengths (Figure 5). If the user has a requirement for an uncertainty less than a certain value, Figure 5 can provide the smallest temporal interval to achieve the uncertainty required. For operational stability monitoring purposes, the monthly data collection time is recommended in the future standard MCST’s operational DCC technique.

Table 3. The minimum DCC sample collection time intervals in the long-term stability monitoring for Terra and Aqua RSB 1, 3–7, 18, and 26 over July 2002–October 2016. The unit is in month.

<table>
<thead>
<tr>
<th></th>
<th>B1</th>
<th>B3</th>
<th>B4</th>
<th>B18</th>
<th>B5</th>
<th>B6</th>
<th>B7</th>
<th>B26</th>
</tr>
</thead>
<tbody>
<tr>
<td>Terra</td>
<td>3</td>
<td>6</td>
<td>6</td>
<td>12</td>
<td>6</td>
<td>12</td>
<td>12</td>
<td>3</td>
</tr>
<tr>
<td>Aqua</td>
<td>3</td>
<td>6</td>
<td>12</td>
<td>12</td>
<td>12</td>
<td>6</td>
<td>12</td>
<td></td>
</tr>
</tbody>
</table>
3.3. Effects from Parameters in the Uniformity Test

3.3.1. Core Size Extent Impact on the Uniformity Filter

We perform the uniformity test to avoid the DCC cloud edges and anvils as discussed in Section 2. In the baseline experiment using the DCC technique, surrounding each potential identified DCC pixel, a block of 8 neighboring pixels is chosen, i.e., with a core size of 3 by 3 pixels following Doelling et al. [15,16] and Wang and Cao [27]. Uniformity tests that incorporate larger core sizes would decrease the frequency of the identified DCC pixels by excluding anvils or DCC edges. Larger core sizes would be more likely to select DCC pixels located at the convective cloud cores, which should have greater reflectance uniformity [24–26] as shown in Figure 6. In this subsection, we use core sizes of 3 by 3, 5 by 5, 7 by 7, and 9 by 9 to evaluate the impact of the core size on the performance of the DCCT.

Figure 5. (a) Standard deviations (STDs) of mode reflectances normalized to their corresponding fitted mode reflectances at the first data point versus collection time interval for Terra and Aqua RSB 1, 3–7, and 26. (b) Changes in STDs relative to those derived from the baseline experiment versus collection time interval for Terra and Aqua RSB 1, 3–7, 18, and 26. The reflectance for RSB 1, 3–4 and 18 is Hu-BRDF corrected and non-BRDF corrected for RSB 5–7 and 26. Results are in black for Terra and in red for Aqua. The units are in percentage. Time interval is in month.
Figure 6. Spatial patterns and histograms of 11-µm brightness temperature for Terra granule 2014305.0125 over DCC frames after the spatial uniformity test with a core size of: 5 by 5 (a,b); 7 by 7 (c,d); and 9 by 9 (e,f). The same figures for the same granule with a core size of 3 by 3 are shown in Figure 1c,f.

The identified DCC pixels located at the convective cloud cores using larger core sizes have higher reflectances than the DCC edges and anvils [24–26]. As predicted, the mode peaks of the reflectance PDFs shift towards right using larger core sizes as indicated in Figure 7. The average mode reflectance derived from a core size of 9 by 9 increases around 2.1% relative to that derived using a core size of 3 by 3. However, a larger core size reduces the number of DCC samples (Figure 7) and reduces the smoothness and the month-to-month similarity of the PDFs. With a core size of 9 by 9, insufficient monthly DCC samples generate noisy PDFs and unreliable mode peaks, hence high uncertainties in
mode reflectances for some bands such as Terra RSB 4 and Aqua RSB 26. Figure 8a shows the STDs of monthly mode reflectances normalized to their corresponding fitted mode reflectances in July 2002 versus core size for Terra and Aqua RSB 1, 3–7, 18, and 26. Figure 8b shows the changes in STDs relative to those derived from the baseline experiment versus core size for Terra and Aqua RSB 1, 3–7, 18, and 26. The corresponding values are calculated using Hu-BRDF corrected reflectances over DCCs for RSB 1, 3–4 and 18, and non-BRDF corrected reflectance for RSB 5–7 and 26. Compromising the sufficient DCC samples for smooth PDFs, the uniformity of the DCCs, and the magnitude of STDs against core size, we recommend an optimal core size of 5 by 5 for RSB 1, 3–4 and 18, 3 by 3 for RSB 5–7 and 26 in the uniformity test.

Figure 7. Monthly probability distribution functions of Hu-BRDF reflectances over DCC samples for: Terra (a–c); and Aqua (d–f) RSB 1 in each July during 2002 and October 2016 after the spatial uniformity test with a core size of: 5 by 5 (a,d); 7 by 7 (b,e); and 9 by 9 (c,f). The same figures for the same granule with a core size of 3 by 3 are shown in Figure 2.
3.3.2. Criteria for Spatial Standard Deviations of Brightness Temperature and 0.65-µm Reflectance in the Uniformity Test

The homogeneity test identifies more uniform top or Lambertian part of the convection. In the baseline experiment, criteria of 1 K for BT11 STD and 3% for RSB 1 (~0.65 µm) reflectance STD over the 3 by 3 pixel block is used in the uniformity test [15,16]. In this subsection, we perform several sensitivity tests by varying the BT11 STD threshold by 0.5 K, 1 K, 2 K, or 3 K, and the RSB 1 reflectance STD threshold by 1%, 3%, or 5%. Higher thresholds exclude fewer heterogeneous DCCs after the uniformity test. In Figure 9, the x-axis label such as B05R1 means 0.5 K as the criteria for BT11 STD and 1% as the criteria for RSB 1 reference STD. In this study, we only perform the uniformity test

Figure 8. (a) Standard deviations (STDs) of monthly mode reflectances normalized to their corresponding fitted mode reflectances in July 2002 versus core size for Terra and Aqua RSB 1, 3–7, 18, and 26. (b) Changes in STDs relative to those derived from the baseline experiment versus core size for Terra and Aqua RSB 1, 3–7, 18, and 26. Both Terra and Aqua data cover time period from July 2002 to October 2016. The reflectance for RSB 1, 3–4 and 18 is Hu-BRDF corrected and non-BRDF corrected for RSB 5–7 and 26. Results are in black for Terra and in red for Aqua. The units are in percentage. The core size refers to 1-km pixels.
experiments by combining any B05, B10 and B20 with R1, R3 and R5 except for B20R5, in addition with B30R1 and B30R3. These tests are enough to get the sensitivity of the DCCT to the two thresholds and to get the optimal threshold values with high uniformity. The variations in the STDs of the mode reflectances using different criteria combinations in Figure 9 indicate that RSB 26 is very sensitive to the criteria in the DCCT uniformity test. The optimal criteria are recommended as 1 K and 3%, or 1 K and 5% for BT11 STD and RSB 1 reflectance STD, respectively, for all the study Terra and Aqua RSB.

Figure 9. (a) Standard deviations (STDs) of monthly mode reflectances normalized to their corresponding fitted mode reflectances in July 2002 versus criteria for STDs of brightness temperature and RSB 1 reflectance for Terra and Aqua RSB 1, 3–7, 18, and 26. (b) Changes in STDs relative to those derived from the baseline experiment versus criteria for STDs of brightness temperature and RSB 1 reflectance for Terra and Aqua RSB 1, 3–7, 18, and 26. Both Terra and Aqua data cover time period from July 2002 to October 2016. The reflectance for RSB 1, 3–4 and 18 is Hu-BRDF corrected and non-BRDF corrected for RSB 5–7 and 26. Results are in black for Terra and in red for Aqua. The units are in percentage.

3.4. Brightness Temperature Threshold Effects

The DCC identification is dependent on the brightness temperature and the homogeneity of the visible reflectance and long-wave-infrared thermal temperature at the pixel level [16]. Previous studies [17,28–30] used BT11 thresholds between 190 K and 210 K to identify bright uniform DCC targets. Doelling et al. [13] carried out sensitivity tests to check the stability of the DCC technique
in Aqua MODIS. A lower temperature threshold targets only DCC clouds rather than thick cirrus clouds, the latter of which are usually associated with the convective anvils [13]. A 2% (0.5%) increase in the mean (mode) reflectance was observed with each 5 K decrease in the BT11 threshold because a lower BT11 threshold removes the dark-pixel radiances in the PDF. However, a 94% reduction in DCC frequency and a noisy PDF was observed when reducing the threshold from 205 K to 195 K. The 190 K threshold produced a very noisy PDF owing to the lack of sufficient DCC samples. In this subsection, we systematically check the BT11 threshold effects on the Terra and Aqua MODIS DCC evaluation results and choose the optimal BT11 threshold values for different RSB.

3.4.1. Monthly Frequency of DCC Pixels Reflectance versus BT11

The monthly DCC pixels are chosen using different BT11 thresholds from 189 K to 210 K for both Terra and Aqua MODIS. The monthly frequency of DCC samples is calculated during the study period from July 2002 to October 2016 with each BT11 threshold. Figure 10a shows the average monthly DCC number over the study time period versus BT11 threshold. Lower BT11 threshold decreases the average monthly frequency of DCCs significantly. Reducing the BT11 from 205 K to 195 K, the DCC sampling frequency was reduced by 85.3% for Terra RSB 1 and 84.4% for Aqua RSB 1 relative to the average monthly number at 205 K. The percentages of the reductions or increases in average monthly frequency of DCC samples relative to that from baseline versus different BT11 thresholds are shown in Figure 10b for Terra and Aqua RSB 1.

![Figure 10](image-url)

**Figure 10.** (a) Average monthly DCC frequency versus BT11 (K) threshold values for Terra and Aqua RSB 1 over the study time period from July 2002 to October 2016. (b) The percentage of change in average monthly DCC number relative to that from the baseline experiment versus BT11 threshold values for Terra and Aqua RSB 1 over July 2002–October 2016. Results are in black for Terra and in red for Aqua. Units: (a) count; and (b) percentage.

DCCs detected using lower BT11 thresholds are more likely to be associated with convective cores than those using greater BT11 thresholds [13,31]. DCC effective ice particle size decreases with cloud temperatures [31]. Generally, smaller particles in DCCs have higher reflectances [32,33]. The SWIR
bands have great reduction of reflectance as the BT11 increases especially for SWIR band 26. In addition, RSB 26 is a cirrus cloud band and RSB 18 is water vapor band [34], both of which are strong water vapor absorption bands [32,34]. The convective cores of DCCs detected with a lower BT11 threshold reduce the water vapor absorptions by RSB 26 and 18. As a result, the largest percentage of change in average reflectance is with RSB 26, second largest with RSB 18, followed by RSB 1, 3–4, and the least with RSB 5–7 as shown in Figure 11a. Average reflectance is over all the DCCs which might include the misidentified DCCs. The DCCs corresponding to the mode peaks are less likely to be cirrus clouds. The results with mode reflectance are more reliable than those with average reflectance over all the identified DCCs. Figure 11b shows that the largest percentage of change in average mode reflectances is still with RSB 26, the second largest is with RSB 18 and 7, the third is with RSB 5–6, and the least is with 1 and 3–4. Overall, the impacts of ice particle size on the SWIR bands and the impacts of water vapor absorption on RSB 18 and 26 derive the greatest changes to the SWIR bands and RSB 18 in mode reflectances over DCCs.

Figure 11. The percentage of change in: (a) average mean reflectance; and (b) average monthly mode reflectance relative to that from the baseline experiment versus brightness temperature threshold values for Terra and Aqua RSB 1 over July 2002–October 2016. The reflectance for RSB 1, 3–4, and 18 is Hu-BRDF corrected and non-BRDF corrected for RSB 5–7 and 26. The change is normalized to the corresponding value from baseline at BT11 threshold 205 K. Results are in black for Terra and in red for Aqua.

3.4.2. Optimal Brightness Temperature Threshold

STDs of monthly mode reflectances using different BT11 thresholds are normalized to their corresponding first fitted mode reflectance in July 2002 (Figure 12a). The changes in STDs using
different BT11 thresholds are calculated as percentage to the STDs derived from the baseline experiment with BT11 at 205 K for Terra and Aqua RSB 1, 3–7, 18, and 26 (Figure 12b). In principle, more DCC samples with a higher BT11 threshold in the DCC identification process should generate smoother PDFs and hence significantly reduce the STD of monthly mode reflectances for any RSB. However, increasing BT11 thresholds can misclassify the lower and warmer cirrus clouds as DCCs. DCCs are at the tropopause level that has minimal water vapor above it. Cirrus clouds are at the troposphere level which has more water vapor column above. The 1.38-µm RSB 26 and RSB 18 are strong water vapor absorption bands. Cores of DCCs identified by lower BT11 reduce the effects of water vapor absorption on RSB 26 and 18. In addition, the increase in ice particle size in DCCs by greater BT11 reduces the reflectance of RSB 26. As a result, STDs begin to increase with higher BT11 thresholds after BT11 reaches around 199 K for RSB 26 and 18 as shown in Figure 12.

Different MODIS RSB show different sensitivity to the BT11 threshold values in the DCC technique. RSB 6 and 7 have the largest magnitude in variations of STDs and trends (not shown) versus BT11, followed by RSB 5 and 26, and RSB 1, 3–4 and 18 have the least variations in STD variations. The underlying reasons for the different magnitudes in STD and trend variations for different RSB are explained as following.

(1) The magnitudes of monthly mode reflectances vary for different RSB. The mode reflectances are low for RSB 6–7, around 0.24 for RSB 6 and around 0.13 for RSB 7. The mode reflectances are at about the same level for RSB 5 and 26, around 0.67 for RSB 5 and around 0.6 for RSB 26. The highest mode reflectances are with RSB 1, 3–4 and 18, above 0.85. Therefore for the same absolute STD variation across all MODIS RSB, RSB 6–7 would have a larger relative STD change than the relative STD change for RSB 5 and 26, and RSB 1 and 3–4 would have the smallest relative STD change (Figure 12).

(2) Reflectance is most sensitive to the particle size in clouds at wavelengths near 1.63 µm (RSB 6), 2.11 µm (RSB 7), then at wavelengths near 1.24 µm (RSB 5) and 1.38 µm (RSB 26) [32]. The ice particle size in the DCCs changes with brightness temperature [31]. The difference in reflectance responses to particle size derives great sensitivity of RSB to BT11 thresholds for the SWIR bands.

In this subsection, the magnitudes of STDs are used as a criterion to select the optimal BT11 threshold for DCC identification. Table 4 lists the recommended BT11 threshold values for Terra and Aqua RSB. For RSB 1, 3–4 and 18 with wavelength less than 1 µm, a larger range of BT11 can be used as threshold for DCC identification. For the SWIR bands 5–7 and 26, especially for band 7, only a small range of BT11 is recommended. Column “Terra and Aqua BT11” in Table 4 lists the BT11 thresholds that work as optimal BT11 both for each Terra and Aqua RSB. It shows that any BT11 threshold between 203 K and 205 K for all Terra and Aqua RSB is recommended to identify the DCC pixels.

Table 4. The recommended ranges of brightness temperature threshold values (BT11) for Terra and Aqua MODIS RSB 1, 3–7, 18, and 26 (B1, B3–B7, B26).
Figure 12. (a) Standard deviations (STDs) of monthly mode reflectances normalized to their corresponding fitted mode reflectances in July 2002 versus brightness temperature thresholds for Terra and Aqua RSB 1, 3–7, 18, and 26. (b) Changes in STDs relative to those derived from the baseline experiment versus brightness temperature thresholds for Terra and Aqua RSB 1, 3–7, 18, and 26. Both Terra and Aqua data cover time period from July 2002 to October 2016. The reflectance for RSB 1, 3–4 and 18 is Hu-BRDF corrected and non-BRDF corrected for RSB 5–7 and 26. Results are in black for Terra and in red for Aqua. The units are in percentage.

3.5. Optimized DCCT Parameters

As derived from the sensitivity experiments, the optimal parameter values utilized in the standard operational MCST DCCT calibrations are shown in the following Table 5. For the long-term stability test of MODIS L1B product, six-monthly or yearly data collection time interval is recommended to minimize the seasonality of MODIS L1B product. These optimal parameter values in MODIS DCCT are wavelength dependent. The optimal MODIS DCCT parameter values can also be recommended for the Visible Infrared Imaging Radiometer Suite (VIIRS) instruments onboard the joint NASA/NOAA Suomi National Polar-orbiting Partnership (SNPP) and the future operational Joint Polar Satellite System (JPSS) satellites.
Table 5. Optimal parameter values as recommended for all the RSB.

<table>
<thead>
<tr>
<th>Baseline DCCT</th>
<th>BT Threshold (K)</th>
<th>Uniformity Filter Thresholds</th>
<th>PDF Bin (Ref)</th>
<th>Time Interval</th>
<th>BRDF</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>BT11 (K) Ref (%) Extent (Pixel × Pixel)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B1</td>
<td>205</td>
<td>1 3, 5 5 × 5</td>
<td>0.002</td>
<td>monthly</td>
<td>Hu</td>
</tr>
<tr>
<td>B3</td>
<td>205</td>
<td>1 3, 5 5 × 5</td>
<td>0.002</td>
<td>monthly</td>
<td>Hu</td>
</tr>
<tr>
<td>B4</td>
<td>205</td>
<td>1 3, 5 5 × 5</td>
<td>0.002</td>
<td>monthly</td>
<td>Hu</td>
</tr>
<tr>
<td>B18</td>
<td>205</td>
<td>1 3, 5 5 × 5</td>
<td>0.002</td>
<td>Monthly</td>
<td>Hu</td>
</tr>
<tr>
<td>B5</td>
<td>205</td>
<td>1 3, 5 3 × 3</td>
<td>0.002</td>
<td>Monthly</td>
<td>none</td>
</tr>
<tr>
<td>B6</td>
<td>205</td>
<td>1 3, 5 3 × 3</td>
<td>0.001</td>
<td>monthly</td>
<td>none</td>
</tr>
<tr>
<td>B7</td>
<td>205</td>
<td>1 3, 5 3 × 3</td>
<td>0.001</td>
<td>monthly</td>
<td>none</td>
</tr>
<tr>
<td>B26</td>
<td>205</td>
<td>1 3, 5 3 × 3</td>
<td>0.002</td>
<td>monthly</td>
<td>none</td>
</tr>
</tbody>
</table>

4. Comparisons between the Uncertainty Errors Using the Optimized DCC Technique, Desert and Dome-C Observations

MCST uses Libya-4 and Dome-C observations to operationally evaluate the stability of the MODIS L1B product. Here the trend uncertainties from the optimized DCC technique for each RSB is compared with that derived from Libya-4 and Dome-C data. Libya-4 data are collected every 16 days, which are significantly contaminated by the atmospheric absorption for some of the SWIR bands [10,14]. Dome-C is located in Antarctica. It provides very stable conditions of surface properties such as albedo, emissivity, plus an extremely dry and clear atmosphere. The disadvantages are a relatively short period (~4 months) of available data for RSB collected at high solar zenith angles. Due to the favorable atmospheric conditions, Dome-C is widely used as a ground calibration reference site for satellite sensors. However, Dome-C is viewed under oblique sun conditions and the signal to noise ratio (SNR) is small [10,14]. RSB 5–7 with weak reflectance are not monitored using Dome-C data. RSB 26 and 18 are not monitored using Libya-4 or Dome-C data due to the strong water vapor absorption effects. Stability is not monitored at Libya-4 for Aqua RSB 6 due to the noisy or dead detector issues. Table 6 compares the uncertainties between the baseline and optimized DCC, Libya-4, and Dome-C. Results from DCCT have the lowest uncertainties for RSB with wavelengths less than 1 μm. The DCC uncertainties are greater for the SWIR bands. However, DCCT can be applied across all MODIS RSB that do not saturate. For RSB 7, the Libya-4 and DCC uncertainties are mixed between Terra and Aqua. In addition, the optimized channel DCCT has reduced the trend uncertainty when compared with the baseline DCCT for most channels. DCCT is an important MODIS operational stability monitoring tool to ensure the highest quality MODIS data for users.

Table 6. Terra (T) and Aqua (A) standard deviations of the monthly reflectances from DCCT, Libya-4 and Dome-C in percentage for (DCCT) baseline, optimized DCC (O-DCCT), Libya-4 and Dome-C over July 2002–October 2016 for all the RSB. The optimized parameters in DCCT are listed in Table 5. The unit is percentage of STDs to their corresponding fitted reflectance values in July 2002.

<table>
<thead>
<tr>
<th></th>
<th>Terra</th>
<th>Aqua</th>
</tr>
</thead>
<tbody>
<tr>
<td>DCCT</td>
<td></td>
<td></td>
</tr>
<tr>
<td>O-DCCT</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Libya-4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dome-C</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.54</td>
<td>0.50</td>
<td>1.15</td>
</tr>
<tr>
<td>0.59</td>
<td>0.51</td>
<td>1.51</td>
</tr>
<tr>
<td>0.59</td>
<td>0.59</td>
<td>1.15</td>
</tr>
<tr>
<td>0.72</td>
<td>0.67</td>
<td></td>
</tr>
<tr>
<td>0.52</td>
<td>0.51</td>
<td>0.92</td>
</tr>
<tr>
<td>1.37</td>
<td>1.30</td>
<td>1.00</td>
</tr>
<tr>
<td>1.79</td>
<td>1.70</td>
<td>2.33</td>
</tr>
<tr>
<td>1.28</td>
<td>1.18</td>
<td></td>
</tr>
</tbody>
</table>

5. Conclusions

Both MODIS instruments have been operating beyond their designed lifetime. To evaluate the performance of the on-orbit calibration algorithms, the stability of Terra and Aqua MODIS Level 1B
product is monitored using the DCC technique for RSB 1, 3–7, 18, and 26 over the study time period from July 2002 to October 2016.

We carry out several sensitivity experiments to optimize the key parameters in the DCC technique such as the BT11 threshold for DCC identification, criteria and core size in the uniformity test to exclude the DCC edges, bin size in the histogram process to get the mode reflectance values, and the time interval of the DCC sampling. The goal is to optimize the parameters with the lowest standard error. The optimal parameter values listed in Table 5 will be incorporated in the MCST operational DCC technique for future evaluations of MODIS on-orbit calibration performance.

1. The bin size in the histogram processing has minimal impact on the stability of the DCC technique. The largest impact is on the SWIR bands 6–7, and the difference in the STDs compared to those from the baseline is less than 20%. Based on the magnitude of the STDs and the stability of the trends against bin size, the optimal bin size value is set as 0.002 for RSB 1, 3–5, 18, and 26, and 0.001 for RSB 6–7.

2. The BRDF correction model designed by Hu et al. (2004) for the VIRS at wavelength of 0.65 µm is applied to the results using the baseline method for all channels. For wavelengths less than 1 µm, the Hu model reduces the trend uncertainty. However, for the SWIR channels, the Hu model is inadequate and may increase the trend standard error.

3. Increasing the time interval from one month to a year can reduce the intrinsic seasonality and the uncertainty error in the DCCT results. The seasonal cycle is small for RSB with wavelengths less than 1 µm and larger for RSB with longer wavelengths. The seasonal cycle of DCC properties mostly affects the SWIR bands that are impacted by cloud microphysics. For long-term evaluation of the performance of MODIS calibrations, the minimal time interval of 3, or 6, or 12 months are recommended. However, for operational stability monitoring purposes, monthly time interval is recommended as the optimal data collection time in the future standard MCST operational DCC technique. If the user has a requirement for an uncertainty less than a certain value, Figure 5 can provide the smallest temporal interval to achieve the uncertainty required.

4. The uniformity test parameters of the BT11 STD, the RSB 1 reflectance STD and the spatial extent used to compute the STD play an important role in the DCCT to exclude the heterogeneous DCC samples. The criteria of BT11 STD and RSB 1 reflectance STD as 1 K and 3%, or 1 K and 5%, respectively, are recommended as optimal uniformity filter thresholds for the MODIS performance monitoring using DCCT. Using larger core sizes results in actual DCCs with higher uniformity, but shrinks the number of the DCC samples and reduces the smoothness of the PDFs. By balancing the core size with sampling frequency, a core size of 5 by 5 for RSB 1, 3–4 and 18 and 3 by 3 for RSB 5–7 and 26 is recommended in the uniformity test.

5. The DCC technique is most sensitive to the BT11 threshold in the DCC identification. Increasing the BT11 thresholds can increase the DCC sampling, leading to more predictable PDF shapes and therefore more stable mode reflectances. However, DCCs identified using lower BT11 thresholds are more likely to be associated with convective cores than those using greater BT11 thresholds. As a result, the trend uncertainties will decrease with increasing BT11 and remain constant between 205 K and 210 K. This does not hold true for band 26 and 18, for which the trend uncertainty starts increasing rapidly when BT11 is greater than 205 K. With increasing BT11 thresholds, lower and warmer cirrus clouds are misidentified as DCCs. The water vapor column above them strongly affects the reflectance of RSB 26 and 18, and hence induces larger uncertainties [32,34]. BT11 threshold is recommended between 203 and 205 K for all of the studied Terra and Aqua RSB.

Using the optimal parameter values, we compare the uncertainties derived from the baseline DCC experiment, the optimized DCC experiment, the Libya-4, and Dome-C. Because DCC observations are minimally impacted by atmospheric water vapor absorption, the standard error of regression for the DCC mode reflectance decreases significantly when compared to those from the Libya-4 and
Dome-C invariant ground sites except for the SWIR bands at the Libya-4 site (Table 6). The optimal parameter values in MODIS DCCT are wavelength dependent. VIIRS is one of the key earth-observing instruments onboard SNPP and future JPSS. DCCs as invariant earth targets can be utilized to facilitate the calibration transfer from MODIS to VIIRs and other instrument by the Global Space-based Inter-Calibration System (GSICS) operational community [35]. The DCCT have been applied to the stability assessment of VIIRS RSB (M-bands, M1–M5, M7–M11, and I-bands, I1–I3) except for band M6 [27,28,36]. The parameter optimization of DCCT can be referenced in the VIIRS stability monitoring and to improve the assessment accuracy.
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