Sea Ice Concentration Estimation during Freeze-Up from SAR Imagery Using a Convolutional Neural Network
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Abstract: In this study, a convolutional neural network (CNN) is used to estimate sea ice concentration using synthetic aperture radar (SAR) scenes acquired during freeze-up in the Gulf of St. Lawrence on the east coast of Canada. The ice concentration estimates from the CNN are compared to those from a neural network (multi-layer perceptron or MLP) that uses hand-crafted features as input and a single layer of hidden nodes. The CNN is found to be less sensitive to pixel level details than the MLP and produces ice concentration that is less noisy and in closer agreement with that from image analysis charts. This is due to the multi-layer (deep) structure of the CNN, which enables abstract image features to be learned. The CNN ice concentration is also compared with ice concentration estimated from passive microwave brightness temperature data using the ARTIST sea ice (ASI) algorithm. The bias and RMS of the difference between the ice concentration from the CNN and that from image analysis charts is reduced as compared to that from either the MLP or ASI algorithm. Additional results demonstrate the impact of varying the input patch size, varying the number of CNN layers, and including the incidence angle as an additional input.
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1. Introduction

In the operational sea ice community, visual analyses of SAR imagery by expert ice analysts are a key contribution to ice charts, which are used to assist navigation and operations in ice-covered waters [1]. However, the generation of these analyses is time consuming. Upcoming and new satellite missions, such as the Canadian RADARSAT Constellation Mission (RCM), and the European Sentinel mission, will lead to significantly increased volumes of SAR imagery [2], increasing the need for automated methods to analyze the imagery.

There are several previous studies extracting information from SAR imagery using automated methods. Many of these studies use ‘engineered’ or hand-crafted features, which are features designed and selected to carry out a specific task. Examples include, the HH autocorrelation, normalized polarization difference and cross-polarization ratio all of which have been used in ice concentration estimation [3,4], grey level co-occurrence matrix features, Gabor filters and Markov random fields, which have been used to classify imagery into ice type and ice/water [5–8], and curvelet features used to locate the ice edge [9]. One of the challenges with using a set of engineered features to automatically extract information from SAR imagery is the difficulty of developing a set of robust features that can be applied to different geographic regions and seasons and for different imaging geometries. To capture various ice conditions, features may need to be designed for different locations or times of the year. For example, a large database of HH and HV backscatter values that represent typical signatures of...
100% ice cover has been generated to retrieve ice observations for use in data assimilation. In the database, the backscatter values are estimated for each month as a function of incidence angle and windspeed on a region dependent-basis [10]. Such an extensive database may be necessary to assess the robustness of engineered features for large-scale applications, such as estimating ice concentration for assimilation in an operational prediction system [11]. Data assimilation requires high quality observations due to the nature of the assimilation cycle, in which erroneous observations will lead to an erroneous analysis, the influence of which will persist when the analysis is used to initialize the next assimilation cycle. For example, the open water regions that are estimated by Karvonen [4] as having an ice concentration of 10% or 15% would generate an incorrect analysis in a sea ice data assimilation system. A similar situation would arise upon assimilating a consolidated ice cover estimated with passive microwave data, in the event that the real ice cover has cracks and leads. Such openings in the ice are crucial for heat transfer from the ocean to the atmosphere. When the ice cover is used as a boundary condition for numerical weather prediction, an accurate estimate of the sea ice concentration is critical [12].

When an analyst estimates ice concentration from a SAR image, they combine their knowledge of ice conditions in the region with visual cues in the image. This may involve looking at the SAR image features over a range of scales. For example, at large scale, tonal changes across a region can be used to identify the region as either ice or open water, while at small scale visible ridges in the ice cover may indicate a region of high ice concentration, or small-scale ice floes may indicate a marginal ice zone. Thus, if it is desired to emulate the analyst’s task, the goal can be viewed as emulating the human visual system’s ability to assimilate information at various scales with prior knowledge. Convolutional neural networks (CNNs) are a known method to learn features from images, taking into account information at various scales. The training takes place by minimizing a difference between output of the CNN and training data, which represents prior knowledge. Remarkable similarities between CNNs and the human visual system have been demonstrated in numerous studies [13].

The present study uses a CNN trained with image analysis charts to estimate ice concentration from SAR imagery acquired over the Gulf of St. Lawrence during freeze-up in the winter of 2014. A previous study [14] has evaluated a similar architecture for the problem of ice concentration estimation in the Beaufort Sea for the 2010-2011 melt period. The present study builds on that work, addressing the following questions: (i) Can a CNN estimate sea ice concentration accurately during freeze-up, when the ice is very thin and may be difficult to distinguish from open water [15,16]? (ii) How is the performance of the CNN affected when some of the parameters (e.g., number of layers and input patch size) are modified? (iii) Can a CNN manage to interpret ice concentration for environments, such as the Gulf of St. Lawrence, where the ice characteristics are dynamic?

2. Background

Learning image features from SAR imagery to estimate ice concentration, as compared to first calculating engineered features from the image, builds on previous work in feature learning, which is a promising method to analyze complex and large volumes of data [17–21]. Deep learning is a type of feature learning method that can automatically extract complex data representations at high levels of abstraction [18,22,23]. For image recognition tasks, deep convolutional neural networks (CNN) are widely used due to their ability to model local image structures at multiple scales efficiently [24–27].

There has been limited research in using CNNs to learn features from satellite images. Related studies include using CNNs for road classification from aerial images [28] and the detection of vehicles [29] and buildings [30] from high resolution satellite images. Training of CNN models requires a large quantity of high quality training samples. For many remote sensing problems, gathering high quality ground truth is expensive and sometimes not feasible, due to the vast study area and diversity of surface conditions. This is in particular the case for ice concentration mapping. Due to harsh environmental conditions and in the interest of safety, obtaining adequate in situ samples coincident
or near-coincident in time with a SAR scene is not usually feasible. Normally such in-situ studies are limited to small geographic regions and a limited time period.

Using other sources of satellite data or output from ice-ocean models may not be very suitable choices for training data. For example, many algorithms that compute ice concentration from passive microwave data are known to be biased over thin ice and in regions with low ice concentration levels [16,31,32]. Training a CNN with this data will lead to a CNN model that generates similar biases. Ice concentration estimated by image analysts is considered the best available ice concentration information [33]. Hence, the extensive image analysis database at the Canadian Ice Service (CIS) represents a promising archive that can be used to provide data to investigate the use of a CNN to estimate ice concentration from SAR imagery.

3. Data and Study Area

The study area is located in the Gulf of Saint Lawrence, which is situated on the east coast of Canada (Figure 1). The period of study extends from 17 January 2014 to 10 February 2014. This time of year corresponds to freeze-up in the Gulf of Saint Lawrence, with both ice concentration and thickness increasing from January into February. For the duration of the study, the ice cover is composed of new ice (less than 10 cm in thickness) and grey and grey-white ice (10–30 cm in thickness), with thicker first-year ice near Prince Edward Island. Definitions for the various ice types are provided by the World Meteorological Organization (WMO) [34].

A total of 25 RADARSAT-2 dual-pol (HH and HV) ScanSAR Wide [35] images are used for the present study. The full list of the SAR images used is provided in Table 1. The nominal pixel spacing of the acquired SAR images is 50 m by 50 m, and the incidence angle ranges from 20° to 49°. The image size is roughly 10 k × 10 k covering a spatial extent of about 500 km × 500 km. The outlines of all the SAR images in the dataset are shown in Figure 1.

![Figure 1. Study area and the dataset for the Gulf of Saint Lawrence. There are 25 scenes of dual-pol SAR images acquired between 16 January 2014 and 10 February 2014 in this area. The coverage for each scene is marked in a translucent polygon with different colors. Yellow scenes are used for training, red are used for validation and blue for testing.](image-url)

Each SAR image has an accompanying image analysis chart, which is used to provide the training data to the ice concentration estimation methods. Compared to other types of ice charts (daily ice chart and regional ice chart), image analysis charts provide a more detailed interpretation of SAR images and are valid at the SAR image acquisition time [34]. Image analyses are prepared manually by a trained...
analyst who identifies regions (polygons) in which the ice conditions appear to be uniform, in terms of the total ice concentration and the relative mix of ice types. The ice types are defined according to their stage of development following World Meteorological Organization standards [34]. The ice concentration label given to a polygon is assigned in increments of 10%, hence the precision of the image analyses cannot be higher than 10%. In addition, since each polygon of the image analysis is labeled with a single ice concentration value for the entire polygon, the actual ice concentration at the grid-point locations may be different from that indicated by the polygon label, depending on the spatial distribution of ice within the polygon.

As is the case with other sources of ice concentration data, it is difficult to quantify the accuracy of the image analysis charts. In comparing image analyses with other sources of data there are several factors that should be taken into account. First of all, the preparation of image analyses is subjective, and interpretation of image data by different analysts can lead to biases [36]. There are also errors due to converting continuous image data to discrete ice thickness categories, for example small scale details such as cracks in the ice or streaks of new ice are typically lost. Finally, the ice charts may have a slight tendency to over predict the ice concentration in the interest of marine safety.

The image analysis training data obtained from CIS in this study are grid-point data from the image analysis charts. The sampling interval is about 8 km in the north-south direction and 5 km in the east-west direction. The number of image analysis grid points for each SAR image varies from a few hundred to several thousand (Table 1) which depends on the area of sea surface in that scene. Note that while most of the validation data were acquired in February, these validation images overlay a large part of the study area. Visual inspection of the images reveals that they contain a variety of ice types, representative of those seen in the training and test data.

Table 1. Details of the Gulf of Saint Lawrence dataset. Each image analysis point covers an area of approximately 5 km × 8 km.

<table>
<thead>
<tr>
<th>Set</th>
<th>Scene ID</th>
<th>Date Acquired</th>
<th>Number of Image Analysis Points</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training</td>
<td>20140131_103053</td>
<td>31 January 2014</td>
<td>8231</td>
</tr>
<tr>
<td></td>
<td>20140127_221027</td>
<td>27 January 2014</td>
<td>1319</td>
</tr>
<tr>
<td></td>
<td>20140203_104323</td>
<td>3 February 2014</td>
<td>3019</td>
</tr>
<tr>
<td></td>
<td>20140116_223042</td>
<td>16 January 2014</td>
<td>530</td>
</tr>
<tr>
<td></td>
<td>20140208_095758</td>
<td>8 February 2014</td>
<td>13,872</td>
</tr>
<tr>
<td></td>
<td>20140210_220111</td>
<td>10 February 2014</td>
<td>8358</td>
</tr>
<tr>
<td></td>
<td>20140207_214938</td>
<td>7 February 2014</td>
<td>612</td>
</tr>
<tr>
<td></td>
<td>20140125_100500</td>
<td>25 January 2014</td>
<td>5200</td>
</tr>
<tr>
<td></td>
<td>20140131_215240</td>
<td>31 January 2014</td>
<td>11,111</td>
</tr>
<tr>
<td></td>
<td>20140124_103501</td>
<td>24 January 2014</td>
<td>6900</td>
</tr>
<tr>
<td></td>
<td>20140120_105149</td>
<td>20 January 2014</td>
<td>829</td>
</tr>
<tr>
<td></td>
<td>20140118_101002</td>
<td>18 January 2014</td>
<td>7492</td>
</tr>
<tr>
<td></td>
<td>20140128_101751</td>
<td>28 January 2014</td>
<td>12,791</td>
</tr>
<tr>
<td></td>
<td>20140130_222234</td>
<td>30 January 2014</td>
<td>1407</td>
</tr>
<tr>
<td></td>
<td>20140123_222627</td>
<td>23 January 2014</td>
<td>950</td>
</tr>
<tr>
<td></td>
<td>20140127_104734</td>
<td>27 January 2014</td>
<td>3427</td>
</tr>
<tr>
<td></td>
<td>20140124_215646</td>
<td>24 January 2014</td>
<td>10,964</td>
</tr>
<tr>
<td></td>
<td>20140121_214420</td>
<td>21 January 2014</td>
<td>15,897</td>
</tr>
<tr>
<td>Validation</td>
<td>20140122_095247</td>
<td>22 January 2014</td>
<td>5014</td>
</tr>
<tr>
<td></td>
<td>20140206_221744</td>
<td>6 February 2014</td>
<td>3395</td>
</tr>
<tr>
<td></td>
<td>20140209_223030</td>
<td>9 February 2014</td>
<td>545</td>
</tr>
<tr>
<td></td>
<td>20140207_102631</td>
<td>7 February 2014</td>
<td>9228</td>
</tr>
<tr>
<td>Testing</td>
<td>20140210_103911</td>
<td>10 February 2014</td>
<td>2918</td>
</tr>
<tr>
<td></td>
<td>20140130_110029</td>
<td>30 January 2014</td>
<td>425</td>
</tr>
<tr>
<td></td>
<td>20140126_223850</td>
<td>26 January 2014</td>
<td>165</td>
</tr>
<tr>
<td></td>
<td>20140117_103914</td>
<td>17 January 2014</td>
<td>2922</td>
</tr>
</tbody>
</table>
Corresponding daily AMSR2 ice concentration maps for each SAR scene are downloaded from the website of PHAROS group at the University of Bremen. These AMSR2 ice concentration maps are reprojected to their corresponding SAR image pixel grids with cubic interpolation, and are referred to as ASI ice concentration in the remainder of this paper, where ASI refers to the ARTIST sea ice concentration algorithm [31]. The ice cover during the study period is generally thin, with significant regions of thickness less than 30 cm. Based on previous studies [16] it is expected that the ice concentration calculated from passive microwave data will be underestimated in these regions of thin ice. However, the ASI ice concentration is based on the 89GHz channels of the AMSR2 sensor, and is known to have less of an underestimation than other products [16]. No modifications were made to the ASI algorithm, such as a recalibration of the algorithm tie-points, in order to compare our ice concentration against that from an available product. Note that the ASI algorithm contains a weather filter that on average removes all ice up to 15% concentration, and that the ASI data are daily averages whereas the CNN results and image analyses are snapshots valid at the image acquisition time.

4. Methodology

4.1. Preprocessing of SAR Images

All the SAR images are sub-sampled by $8 \times 8$ block averaging to reduce data volume while also reducing image speckle noise. Learning at this reduced scale requires a smaller spatial context window and therefore smaller neural networks. This is desired because of the limited number of training samples available (0.152 million image analysis sample points) for our study compared to model size ($\approx 3.9$ million parameters). The sub-sampled images have 400 m pixel spacing with pixel values between 0 and 255. Input normalization is a common practice to improve the performance of CNNs [26,37]. In this study, the pixel values of the dual-polarized SAR images are normalized by first calculating the mean and standard deviation of pixel values over the entire dataset for each channel, then subtracting from each pixel value this mean, and dividing by the standard deviation.

If training sample patches are selected near land, when the patches are processed by the CNN, the land pixels may lead to signatures in the adjacent water regions that could be interpreted as ice. This may lead to overestimation (contamination) of ice concentration estimates near land. The size of land contaminated regions depends on the size of training sample patches. In our case, an image patch size 45 by 45 pixels is used, which corresponds to 18 km $\times$ 18 km ground distance. Therefore, land contamination can potentially affect regions within 18 km distance to the coast. Direct masking out land pixels to 0 is not used because the masked pixels may be confused with dark new ice or calm open water. Instead, a land mask is applied to the SAR images and land pixels are replaced by their corresponding mirrored ice or water pixels to reduce land contamination. By doing this, the estimated ice concentration only depends on local ice or water pixels. The actual ice concentration may be changed by the land mirroring process, depending on the shape of the coastline. However, in our testing, the mirroring was found to significantly reduce the effect of land on the estimated ice concentration. Therefore, no further investigation of alternative methods to mask land pixels is performed at this time.

The incidence angle for each SAR image pixel is calculated from the image meta data using linear interpolation and stored as incidence angle images. These incidence angle images are also normalized to have similar value ranges as the normalized SAR images. For the experiments that use incidence angle, each image patch is a three dimensional matrix of size $3 \times 45 \times 45$, while for the experiments that do not use incidence angle, each image patch is a two dimensional matrix of size $2 \times 45 \times 45$.

Each extracted patch and the ice concentration located at the patch center from the image analysis is one sample used to train the CNN. Polygon boundaries were not considered in selecting samples from the image analyses due to the limited number of samples available. Patches chosen that contain a polygon boundary are assigned the label corresponding to the polygon of the central pixel of the
patch, but could be better described with a label that specifies the ice concentration as the mixture of the two polygons. These issues should be considered in a future study.

4.2. Overview and Structure of the CNN

CNN is a trainable architecture composed of multiple stages [38–40]. Each stage is composed of three consecutive operations (layers): convolutional filtering, non-linear transformation and sub-sampling (pooling). A CNN normally contains multiple stages that learn the image features, followed by a stack of fully connected (FC) layers [40]. The structure of the CNN used in this study is illustrated in Table 2. The CNN contains three convolutional layers followed by two fully connected layers. An excellent overview of CNNs can be found in [13].

Table 2. Structure and configuration of the CNN model used in the present study. Each row for a given layer corresponds to: the layer dimension (top row), the layer configuration (middle row) and the dimension the output (bottom row). For example for the layer Conv1 there are 64 filters of dimension $3 \times 5 \times 5$ that are applied to an input patch of size $3 \times 45 \times 45$ with a stride of 1 and using a pad 2, to produce an output of dimension $64 \times 45 \times 45$.

<table>
<thead>
<tr>
<th>Layer</th>
<th>Data</th>
<th>Conv1</th>
<th>Pool1</th>
<th>Conv2</th>
<th>Pool2</th>
<th>Conv3</th>
<th>FC4</th>
<th>Dropout</th>
<th>FC5</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$3 \times 45 \times 45$</td>
<td>$64 \times 3 \times 5 \times 5$</td>
<td>stride 1, pad 2, ReLU</td>
<td>$128 \times 64 \times 5 \times 5$</td>
<td>stride 1, pad 1, Max</td>
<td>$128 \times 128 \times 5 \times 5$</td>
<td>$1024 \times 128 \times 5 \times 5$</td>
<td>ReLU</td>
<td>$1024 \times 1 \times 1$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$64 \times 45 \times 45$</td>
<td></td>
<td>$128 \times 23 \times 23$</td>
<td></td>
<td>$128 \times 12 \times 12$</td>
<td></td>
<td>$1024 \times 1$</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

In the convolutional layers, the layer input matrix $x$ (width $S_x$ pixels, height $S_y$ pixels and number of channels $S_z$), which is a patch extracted from the SAR image, is convolved with $K$ convolution filters of size $(C_x, C_y, S_z)$, denoted by $C^k$, $k = 1, \ldots, K$. Each filter is applied to the image patch with a step size (stride) $P$ (convolution is carried out for locations that are $P$ pixels apart). A total of $K$ feature
maps, denoted as \( h^k \) of dimension \( M_x \) and \( M_y \) will be generated as the output of this convolutional layer as described in Equation (1),

\[
\begin{align*}
    h^k &= (C^k \ast x) + b, \text{ in which, } k = 1, \ldots, K \\
    M_x &= \frac{S_x - C_x}{p} + 1 \\
    M_y &= \frac{S_y - C_y}{p} + 1,
\end{align*}
\]

where the operation of convolution is denoted by \( \ast \) and the size of the feature maps \((M_x \times M_y)\) is given for the case with zero padding. For a discussion of padding see [41]. Each convolutional layer is mainly characterized by the size and number of filters. The values of the filter weights and the bias term, \( b \), are learned from the training data [42].

A convolutional layer is followed by a nonlinear transformation layer, which applies a nonlinear function to each element in the feature maps. This nonlinear function is also referred as the activation function, and is a well known feature used in neural networks to ensure the output is not simply a linear transformation of the input [43]. The rectified linear unit, ReLU is used as the activation function in the present study. ReLU activation has been demonstrated to lead to faster learning and better features than traditionally used sigmoid activation function, because ReLU activation does not saturate, as compared to sigmoid activation [26,44].

The nonlinear transformation layer is followed by the sub-sampling layer, also known as the pooling layer. Max pooling is used in the present study due to its simplicity and effectiveness [25,26,40,45]. It outputs the maximum value over each pooling window. For example, when pooling window size and step size are both set to 2, a max-pooling layer outputs the maximum value of every two by two non-overlapping window of its input.

The convolutional layers are followed by fully connected layers that serve as classification modules using the features extracted by the previous multiple stages. These layers have structure that is similar to that of a basic neural network [43]. Every neuron in a fully connected layer is connected to all the neurons of its input layer. The first fully connected layer takes a stack of feature maps, \( h^k \) as input. The feature maps are flattened to a vector and transformed to the output space by a weight matrix \( W \) and bias \( b \). This is followed by the application of an activation function, \( f \), to generate the output,

\[
h = f((W \ast x) + b).
\]

4.3. Training and Testing

Our network is trained to output the ice concentration from SAR image patches. Instead of using softmax loss [26], which is commonly used in classification CNNs, the \( L_2 \) loss is used (3) for this regression problem to penalize the discrepancy between the CNN output and the ice concentration provided by the image analysis charts. The loss function is,

\[
\mathbb{L}(F(x; \theta), z) = \frac{1}{M} \sum_{m=1}^{M} (F(x; \theta)_m - z_m)^2,
\]

where \( F(x; \theta) \) is the network output given input \( x \) and parameterization \( \theta \), \( z_m \) is the ice concentration for the \( m \)th sample from image analyses, and \( M \) is the number of samples used in each training sample batch. For batch sizes larger than 1, the overall loss of this mini-batch is the average loss of all samples in that mini-batch.

Backpropagation and mini-batch stochastic gradient descent (SGD) [46] are used as the training algorithm. This method uses the derivatives of loss function (3) with respect to the network parameters

\[
\frac{\partial \mathbb{L}}{\partial \theta} = \frac{2}{M} \sum_{m=1}^{M} (F(x; \theta)_m - z_m) \frac{\partial F(x; \theta)_m}{\partial \theta}, m = 1, ..., M.
\]
The derivatives are backpropagated through each pixel in the predictions. The network parameters are updated according to the derivative of the loss to the parameters over each mini-batch, which is described by (5).

\[ V_{t+1} = \alpha \cdot V_t - r \cdot \epsilon \cdot \theta_t - \epsilon \frac{\partial L}{\partial \theta_t} |_{\theta_t} \]  
\[ \theta_{t+1} = \theta_t + V_{t+1}. \]  

The weights \( \theta \) are updated by \( V_{t+i} \) at iteration \( t+1 \) with learning rate \( \epsilon = 10^{-3} \) and weight decay of \( r = 2 \times 10^{-5} \) with momentum, \( \alpha \), of 0.9. The setting of the training parameters for SGD is similar to the published setting by Krizhevsky et al. [26]. Adjustments are made by tuning the training parameters sequentially. \( \epsilon \) is first tuned due to its significant effect on the training results. Then \( r \) and \( \alpha \) are tuned. Similar to Krizhevsky et al. [26], the parameters of the CNN are initialized by uniform random sampling between \(-0.05\) and \(0.05\). Stochastic gradient descent is used to iteratively update the model weights using the gradient of loss with respect to the model parameters calculated using a subset of the training samples (mini-batch). The gradients of the loss with respect to the network parameters (\( \partial L / \partial \theta \)) are calculated and averaged over the mini-batch. An epoch training scheme [46] is adopted. For each epoch, all the training samples are iterated once by the training algorithm. The learning rate is reduced by a factor of 10 for every 20 thousand mini-batches (about 17 epochs). To accelerate the training process, the training is set to stop when the score of the loss function is changing less than 0.001 for 20 consecutive epochs, in case the training converges early (which is typical [47]).

Overfitting is a common problem with CNNs. It is common practice to use a validation dataset to validate the CNN model during training time [26]. The derived CNN model is evaluated after each training epoch by calculating the loss function on the validation dataset using the current model. The CNN model with the smallest validation error will be selected as the trained CNN. Note that validation is used for model selection and it is therefore part of the training scheme. In this case, the 25 scenes are randomly divided to 17 training images, 4 testing images and 4 validation images, as described in Table 1.

To further reduce overfitting, training sample augmentation and dropout are used. Training sample augmentation artificially enlarges the training dataset by label-preserving transformations, such as rotation and flipping [26,48]. In our experiment, training samples are augmented on-the-fly by random rotating and flipping. These transformed SAR image patches are used for forward-propagation, which corresponds to increasing the training set by a factor of several hundred times. Dropout is a different and complementary technique used to reduce overfitting. A dropout layer randomly sets the outputs of neurons (also referred as units) in a layer to zero with predefined probability [49]. Those dropped neurons are not contributing to the forward pass and therefore are not updated in the backpropagation. The use of dropout can reduce the co-adaptations between neurons because a neuron cannot rely on the presence of other neurons [26,49]. The network is therefore forced to learn more representative features. A dropout layer with drop rate 0.5, i.e., half of the neurons are randomly chosen and their outputs are set to zero, is used in the present study.

Once the CNN model is trained, ice concentration for each pixel location is estimated by applying the trained model on the target SAR images. Since the CNN can only predict a single location in one forward-propagation, the CNN model is used on input images with stride 1, i.e., the input window moves one pixel every time.

4.4. Implementation

Caffe [50], a popular C++ open-source deep learning package, is used in this study. It provides a ready-to-use implementation of the CNN. SAR image preprocessing and patching are implemented in Python. A data layer is implemented using C++ under Caffe to read the image patches and their corresponding image analyses ice concentration values. In-situ training sample augmentation is also implemented in the data layer.
5. An MLP for Ice Concentration Estimation

For the purpose of evaluation, a fully connected neural network, known as MLP (multilayer perceptron) has also been developed to estimate sea ice concentration from the set of SAR images. The structure of this MLP is similar to that of a fully connected layer, and is described in [43]. The MLP used here is a variation of that used in the ice concentration estimation algorithm developed by Karvonen [4]. Karvonen’s method [4] uses a preliminary ice concentration estimated from the autocorrelation of HH pol SAR images by a segmentation based approach [3] and four other SAR image features (HV, HV/HH, (HH-HV)/HH, and incidence angle) as input to an MLP with one hidden layer of 10 units. The MLP developed in [4] was trained using data from Finnish Ice Service (FIS) ice charts.

In our implementation, the ice concentration is estimated on a pixel-by-pixel basis using an MLP with one hidden layer of size 40. Ten GLCM features are used in addition to the four features used by Karvonen (HV, HV/HH, (HH-HV)/HH, and incidence angle). These ten GLCM features are identified as the most important ten SAR image features from a pool of 172 SAR image features used to distinguish ice and water [7] and should also benefit the ice concentration estimation task. The features input to the MLP are listed in Table 3. In Leigh et al. [7], image features are extracted from 4 by 4 block averaged SAR images. For consistency with the 8 by 8 block averaged SAR images used here, the image features are first calculated from 4 by 4 block averaged SAR images as done in [7], and are then averaged for every 2 by 2 block.

<table>
<thead>
<tr>
<th>#</th>
<th>Pol</th>
<th>Feature</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>HV</td>
<td>GLCM mean 25 by 25 step 5</td>
</tr>
<tr>
<td>2</td>
<td>HH</td>
<td>GLCM correlation 51 by 51 step 5</td>
</tr>
<tr>
<td>3</td>
<td>HH</td>
<td>GLCM mean 25 by 25 step 1</td>
</tr>
<tr>
<td>4</td>
<td>HH</td>
<td>GLCM dissimilarity 51 by 51 step 20</td>
</tr>
<tr>
<td>5</td>
<td>HH</td>
<td>GLCM second moment 101 by 101 step 5</td>
</tr>
<tr>
<td>6</td>
<td>HH</td>
<td>Intensity</td>
</tr>
<tr>
<td>7</td>
<td>HV</td>
<td>Average 25 by 25 window</td>
</tr>
<tr>
<td>8</td>
<td>HH</td>
<td>Average 5 by 5 window</td>
</tr>
<tr>
<td>9</td>
<td>HH</td>
<td>GLCM dissimilarity 51 by 51 step 5</td>
</tr>
<tr>
<td>10</td>
<td>HH</td>
<td>GLCM mean 101 by 101 step 20</td>
</tr>
<tr>
<td>11</td>
<td>HV</td>
<td>Intensity</td>
</tr>
<tr>
<td>12</td>
<td>HH, HV</td>
<td>HV/HH</td>
</tr>
<tr>
<td>13</td>
<td>HH, HV</td>
<td>(HH-HV)/HH</td>
</tr>
<tr>
<td>14</td>
<td>HH</td>
<td>Intensity autocorrelation</td>
</tr>
<tr>
<td>15</td>
<td></td>
<td>Incidence angle</td>
</tr>
</tbody>
</table>

Due to the larger number of input image features in our MLP as compared to [4], the number of hidden neurons needs to be increased. The resulting MLP has higher ratio of hidden neurons to input features (40/15) as compared to Karvonen’s implementation (10/6). Note that Karvonen [4] made a correction to the images to account for the variation of backscatter with incidence angle, while in our implementation such a correction was not applied due to the fact that such a correction depends on whether the underlying surface is ice or water [10], and also varies with ice type, none of which can be assumed known in advance. The same training scheme used by Karvonen is used to train the MLP [4].

6. Results

6.1. Evaluation

The ice concentration estimated from the SAR images using the CNN described in Section 4, as well as ice concentration from ASI and MLP40 are evaluated against image analyses in the SAR image space. In other words, each image analysis sample point is compared to the ice concentration
of its nearest pixel in the associated SAR scene, which means the image analysis samples are used at a finer spatial resolution than what the analyst intended. The mean error ($E_{sgn}$), mean absolute error ($E_{L1}$), error standard deviation ($E_{std}$) and root mean squared error ($E_{rmse}$) are calculated for evaluation purposes using (6)

\begin{align*}
E_{sgn} &= \text{mean}(IC - ImA) \quad (6a) \\
E_{L1} &= \text{mean}(|IC - ImA|) \quad (6b) \\
E_{std} &= \text{std}(IC - ImA) \quad (6c) \\
E_{rmse} &= \sqrt{\text{mean}((IC - ImA)^2)} \quad (6d) 
\end{align*}

The term IC denotes the ice concentration estimated using the CNN and ImA denotes the ice concentration from the image analysis charts.

While the ice concentration derived from the image analysis is a discrete number (0–10) scaled between 0 and 1 (0, 0.1, ..., 1.0), the ice concentration from the CNN is determined as a real number between 0 and 1. This difference may introduce errors into the evaluation statistics. To investigate this, the ice concentration estimates are also quantized by rounding to 11 levels between 0 and 1 and re-evaluated against the image analyses. The evaluation results are similar with slight improvement after quantization, and are therefore not shown.

The evaluation results for training, testing and validation datasets are given in Table 4. The $E_{rmse}$ is lower for the ice concentration estimated by the CNN than that from either MLP or ASI. The statistical significance of the $E_{rmse}$ for each of the test datasets is assessed using a z-test, with the $E_{rmse}$ assumed to follow a chi-squared distribution [51]. For Table 4, the null hypothesis is that the $E_{rmse}$ of the CNN and MLP have the same distribution. The calculated $p$-value is $<<0.001$, indicating that the difference between the two is statistically significant for significance level of 0.01. Similar tests were done for the other experiments (discussed in Sections 6.3.2 and 6.3.3) and in all cases the $p$-value is $<<0.001$, with the exception of the experiment comparing two convolutional layers with three convolutional layers, in which case the $p$-value is 0.0019. For each experiment it was the $E_{rmse}$ of the test dataset that was evaluated.

**Table 4.** Average error statistics across different methods for Gulf of Saint Lawrence dataset.

<table>
<thead>
<tr>
<th>Method</th>
<th>Set</th>
<th>$E_{sgn}$</th>
<th>$E_{L1}$</th>
<th>$E_{std}$</th>
<th>$E_{rmse}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>ASI</td>
<td>Training</td>
<td>-0.2423</td>
<td>0.2605</td>
<td>0.3207</td>
<td>0.4020</td>
</tr>
<tr>
<td></td>
<td>Validation</td>
<td>-0.3416</td>
<td>0.3768</td>
<td>0.3693</td>
<td>0.5031</td>
</tr>
<tr>
<td></td>
<td>Testing</td>
<td>-0.2717</td>
<td>0.2877</td>
<td>0.3097</td>
<td>0.4121</td>
</tr>
<tr>
<td>MLP40</td>
<td>Training</td>
<td>0.0002</td>
<td>0.1460</td>
<td>0.2050</td>
<td>0.2049</td>
</tr>
<tr>
<td></td>
<td>Validation</td>
<td>-0.0410</td>
<td>0.2381</td>
<td>0.2986</td>
<td>0.3015</td>
</tr>
<tr>
<td></td>
<td>Testing</td>
<td>-0.0819</td>
<td>0.1727</td>
<td>0.2325</td>
<td>0.2466</td>
</tr>
<tr>
<td>CNN</td>
<td>Training</td>
<td>-0.0039</td>
<td>0.0845</td>
<td>0.1506</td>
<td><strong>0.1507</strong></td>
</tr>
<tr>
<td></td>
<td>Validation</td>
<td>-0.0123</td>
<td>0.1253</td>
<td>0.2056</td>
<td>0.2059</td>
</tr>
<tr>
<td></td>
<td>Testing</td>
<td>-0.0274</td>
<td>0.1295</td>
<td>0.2197</td>
<td>0.2214</td>
</tr>
</tbody>
</table>

In Table 4 it can be seen that ASI underestimates ice concentration by around 24% when compared with image analyses (Table 4). Since the CNN is trained using image analysis charts, while ASI ice concentration is not, it is expected to have lower error than ASI when the error is calculated with respect to image analysis charts. Previous studies reported that the ASI ice concentration normally has errors less than 10% for intermediate and high ice concentrations [31]. The large underestimation of ice concentration observed in this study is mainly caused by the large regions of thin ice, and the magnitude of the error is consistent with that reported in other studies [16]. The underestimation of ice concentration is improved by the CNN compared to MLP40. Note that the error standard deviation ($E_{std}$) for testing is at the same level as training and validation for the CNN, which indicates a low
level of over-fitting for the trained CNN model. The validation errors are larger than testing errors for MLP40. This might be caused by the insufficient testing samples used, which could lead to different distributions of image surface types for validation and testing images.

Figure 2 shows the mean value of the estimated ice concentration ± one standard deviation of the ice concentration estimate errors for different ice concentration bins from the image analysis charts. Results are shown separately for training, validation and testing datasets. There is a clear trend between image analyses and ice concentration estimates generated from SAR images for all three sets in general. ASI shows underestimation for almost all ice concentration levels, with larger underestimation for higher ice concentration values. MLP40 overestimates ice concentration for water regions by about 15% for all three datasets, and underestimates ice concentration by 20% to 40% for training, testing and validation in the highest ice concentration bin. The CNN has relatively less overestimation for water regions and less underestimation for ice regions compared to MLP40. For water, CNN overestimates ice concentration on average by approximately 5% for training and 10% for testing and validation. For ice (where ice concentration is equal to 1), CNN underestimates ice concentration by less than 10% on average for all three sets. The estimation of pure water or ice generally has smaller error standard deviation than the estimate for intermediate ice concentration levels. This might be caused by the abundant water samples and ice samples in the training dataset (Figure 3), or the better quality (less errors) of ice/water samples than samples of intermediate ice concentration levels. It is reasonable to assume that the ice concentration estimates could be improved by using more training samples of intermediate ice concentration levels.

Figure 2. Errors at different ice concentration levels for ASI (1st row), MLP40 (2nd row), and CNN (3rd row) for training (1st column), validation (2nd column) and testing (3rd column) sets. The red lines represent the mean ice concentration, and half length of a bar represents the error standard deviation.
6.2. Comparison between MLP and CNN

All SAR based algorithms produce ice concentration estimates with more details and sharper ice-water boundaries than the ASI data (see Figures 4 and 5), which may be due to the higher resolution of SAR images, and the fact that regions of thin ice are reasonably well captured in the training data used for the SAR based methods. Figure 4e,f shows that MLP40 is more sensitive to backscatter changes in SAR images than the CNN. Therefore, MLP40 produces more details in the ice concentration estimates, as well as an ice cover that appears noisy (e.g., spurious ice can be seen over open water regions). This can sometimes introduce errors, noted in the lower left portion of Figure 6d. The ice concentration estimates by the CNN contain fewer visible errors in assignment of ice concentration than the result of MLP40, but more details than the image analysis charts, especially in low ice concentration regions and marginal ice zones (Figure 6). These differences may be caused by the difficulty to manually identify accurate boundaries of low ice concentration regions by ice analysts or the limited number of polygons they can use for each image analysis, or simply the fact that the ice charts contain an estimate of ice concentration in 10% intervals over a region (polygon) identified as homogeneous.
Figure 5. Ice concentration estimated by CNN compared to that from other methods. The HH and HV images are shown in panels (a) and (b) respectively. Panel (c) is the image analysis. Panels (d–f) are ice concentration from ASI, MLP40 and CNN respectively. Scene shown is 20140210_103911, which is used for testing. Scene centered at 49.90°N, 66.42°W with extent of 500 km by 230 km.

Figure 6. An example shows the details for a region with new ice and water. The ASI result is mainly water for this region. It can be seen MLP40 (d) produces noisy ice concentration estimates with new ice in the bottom left identified as water with some ice of low ice concentration. The CNN (e) is able to correctly identify new ice and water with higher accuracy. Subscene of dimension 60 km × 60 km from 20140117_103914 centered at 47.60°N, 64.13°W. The HH image, HV image and image analysis are shown in panels (a–c) respectively.

Strong banding in the HV channel of the RADARSAT-2 imagery may cause overestimation of ice concentration for water regions. Such an example is given in Figure 7, where MLP and CNN overestimate ice concentration for water regions with strong banding in the HV pol. The level of overestimation is reduced slightly when a larger patch size (55 vs. 45) is used for the CNN.

Figure 7. Example of water misidentified as ice for both MLP40 and CNN due to the banding effect in HV pol. Water in the right part of HV pol (a) is obviously brighter than water in the left. Water regions are estimated incorrectly for MLP40 (c), and CNN with patch size 45 (d). Results from the CNN are improved when a patch size of 55 is used, as shown in panel (e), although the features are also less sharp. Subscene centered at 49.72°N, 59.11°W of dimension 200 km × 200 km from 20140121_214420. Image analysis is shown in panel (b).
6.3. Evaluation of CNN Architecture and Parameters

6.3.1. Patch Size

The size of the input patches, and the support of the convolutional filters, are related to the intrinsic scale and complexity of the problem. The impact of patch size was evaluated by examining the output of the CNN for patch sizes of 25, 35, 45 and 55, corresponding to 10 km (25 × 400 m), 14 km (35 × 400 m), 18 km (45 × 400 m) and 22 km (55 × 400 m). With larger patch size, the model is a better fit to the training data and the $E_{\text{rmse}}$ of the training data decreases. The $E_{\text{rmse}}$ for test and validation data decreases when the patch size increases from 25 to 45. However, when the patch size increased from 45 to 55, the $E_{\text{rmse}}$ for the test and validation data increased slightly, which could be an indication of slight overfitting for the dataset used. Therefore, a patch size of 45 was used in this study. Note that for a different dataset, the patch size selected may be different.

The impact of patch size on the estimated ice concentration can be seen in the regions contaminated with either banding or wind roughened open water. Examples are shown in Figure 8. The smaller patch sizes (Figure 8e,f) lead to spurious ice in water regions due to wind and banding. These results suggest that the separation of water and ice requires spatial context information over a larger region. This is also seen in studies using GLCM statistics to separate ice from water, in which case the separation of the two generally improves when larger patches are considered [7]. In contrast, ice is generally well identified for all tested patch sizes. Using small patch sizes tends to slightly underestimate ice concentration, leading to ice cover that is less homogeneous, as compared to larger patch sizes. For the patch size of 25, in some cases openings (i.e., open water) can be seen in the ice cover (not shown) for polygons corresponding to 100% ice concentration in the image analysis chart.

![Figure 8](image.png)

**Figure 8.** Visual comparison of different patch sizes, (e) 25 × 25 pixels, (f) 35 × 35 pixels, (g) 45 × 45 pixels, (h) 55 × 55 pixels. Estimate of ice concentration is improved when patch size increases. Patch size 45, corresponding to ground distance of 18 km, has cleaner water estimates than the others. Subscene of dimension 270 km × 270 km from 20140124_215646 centered at 47.86°N, 60.94°W. Panels (a–d) are the HH image, HV image, image analysis chart and ASI ice concentration respectively.

6.3.2. Use of Incidence Angle Data

The results shown in previous sections used input image patches consisting of HH pol, HV pol and incidence angle. To investigate the impact of including incidence angle on the estimated ice concentration, CNNs are trained, validated and tested, with HH pol and HV pol only. The network
structure used is the same as that for the CNN without incidence angle (Table 2). The ice concentration from the CNN is evaluated against image analysis charts, results are given in Table 5. The errors are higher in all cases when incidence angle is included. This is in part likely due to the fact that including the incidence angle information leads to greater dependency of the CNN on the HH channel. This may also be due to the fact that with a third channel of input, the model is larger (there are more weights that need to be trained), and is therefore has more potential to overfit the training data.

Table 5. The average error statistics for networks trained with or without incidence angle data using CNN on the Gulf of Saint Lawrence data.

<table>
<thead>
<tr>
<th>Set</th>
<th>$E_{sgn}$</th>
<th>$E_{1L}$</th>
<th>$E_{std}$</th>
<th>$E_{mse}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>with incidence angle</td>
<td>Training</td>
<td>0.0039</td>
<td>0.0845</td>
<td>0.1506</td>
</tr>
<tr>
<td></td>
<td>Validation</td>
<td>0.0123</td>
<td>0.1253</td>
<td>0.2056</td>
</tr>
<tr>
<td></td>
<td>Testing</td>
<td>0.0274</td>
<td>0.1295</td>
<td>0.2197</td>
</tr>
<tr>
<td>without incidence angle</td>
<td>Training</td>
<td>0.0052</td>
<td>0.0817</td>
<td>0.1434</td>
</tr>
<tr>
<td></td>
<td>Validation</td>
<td>0.0035</td>
<td>0.1183</td>
<td>0.1837</td>
</tr>
<tr>
<td></td>
<td>Testing</td>
<td>0.0119</td>
<td>0.1220</td>
<td>0.2031</td>
</tr>
</tbody>
</table>

Due to the reduced dependency of the CNN on the HV pol, and more significant extraction of information from the HH pol with the use of incidence angle, the banding effect from HV is reduced, but the ice concentration estimates appear to be more sensitive to wind roughening. New ice is more likely to be correctly identified when incidence angle is used (Figure 9), in particular for cases when there are features visible in the HH image that appear to indicate a region of new ice.

![Figure 9](image-url). New ice can be seen in the HH image as the dark regions along the coast (a). This ice is correctly identified when incidence angle data are used (c), as compared to when the incidence angle data is not used (d). Subscene of dimension 120 km × 52 km from 20140206_221744 centered at 47.12°N, 64.72°W. Image analysis is shown in panel (b).

6.3.3. Network Depth

Network depth is the number of convolutional layers in the CNN, where each layer contains a filtering, non-linear activation and pooling operation. The network depth is an important parameter that determines the level of abstraction used for classification or regression. Here, CNN models with two and three convolutional layers are trained and evaluated. In both cases, there are two fully connected layers after the convolutional layers. The error statistics against image analyses
are illustrated in Table 6. Although the use of two or three convolutional layers in the networks generates similar error statistics, visually, the network with three convolutional layers produces smoother and more reasonable ice concentration estimates, as shown in Figure 10. This makes sense as deeper networks extract more abstract features so that the results are less sensitive to raw pixel values. The ice-covered regions in Figure 10a that are incorrectly identified by the network with two convolutional layers (Figure 10c) are correctly identified by the network with three convolutional layers (Figure 10d). Regions that can be visually identified as open water in Figure 11a look cleaner when three layers are used, as shown in Figure 11d. While similar results (meaning sharper features with increasing layers) are obtained when more convolutional layers are used, as adding more layers leads to increased computational complexity, the three-convolutional-layer structure is deemed adequate.

Table 6. Average error statistics for networks with two convolutional layers and three convolutional layers on the Gulf of Saint Lawrence dataset.

<table>
<thead>
<tr>
<th>Set</th>
<th>$E_{sgn}$</th>
<th>$E_{L1}$</th>
<th>$E_{std}$</th>
<th>$E_{rmse}$</th>
<th>$E_{sgn}$</th>
<th>$E_{L1}$</th>
<th>$E_{std}$</th>
<th>$E_{rmse}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training</td>
<td>−0.0055</td>
<td>0.0874</td>
<td>0.1266</td>
<td>0.1269</td>
<td>−0.0039</td>
<td>0.0845</td>
<td>0.1506</td>
<td>0.1507</td>
</tr>
<tr>
<td>Validation</td>
<td>−0.0028</td>
<td>0.1229</td>
<td>0.1933</td>
<td>0.1934</td>
<td>−0.0123</td>
<td>0.1253</td>
<td>0.2056</td>
<td>0.2059</td>
</tr>
<tr>
<td>Testing</td>
<td>0.0054</td>
<td>0.1556</td>
<td>0.2300</td>
<td>0.2302</td>
<td>−0.0274</td>
<td>0.1295</td>
<td>0.2197</td>
<td>0.2214</td>
</tr>
</tbody>
</table>

Figure 10. The network with three convolutional layers (d), improves the estimation for new ice compared to network with two convolutional layers (c). Panel (a) is the HH image, and (b) is the image analysis chart. Subscene of dimension 8 km × 8 km centered at 47.06°N and 64.46°W from 20140117_103914.

Figure 11. Comparison of results produced by networks with two-convolutional-layer (c) and three-convolutional-layer structures (d) for a sample location centered at 49.57°N, 66.59°W with size 200 km × 200 km in scene 20140127_104734 in Gulf of Saint Lawrence. Estimate by the two-convolutional-layer network is noisier. The three-convolutional-layer network produces smoother and more reasonable results. Panel (a) is the HH image and (b) is the image analysis chart for the subregion.
The CNN has been found to generate ice concentration estimates with improved details and accuracy as compared to ASI passive microwave ice concentration products when IA charts are used as the verification data. Our CNN ice concentration is also improved as compared to that from a method that uses an MLP to regress ice concentration from a set of engineered SAR image features. Because of the shallow network structure, MLP40 is more sensitive to the SAR image backscatter values than the CNN, which causes noisy ice concentration estimates. The small model used by MLP40 does not have the large learning capacity as the CNN. Some complex cases, such as dark new ice, are not recognized correctly. This causes systematic errors in the results, which cannot be corrected by segmentation based post-processing. Therefore, the deeper and larger CNNs used here can generate more accurate ice concentration estimates than MLP40. Note that while a multilayer version of MLP40 could be developed, maintaining full connectivity between the weights in these
layers would require many weights to be learned, making such networks prone to overfitting [13]. Compared to standard fully connected neural networks with similar number of units, CNNs are able to model local spatial information more efficiently with fewer trainable parameters, which also makes them easier to train [26,55]. The success of CNNs as multi-layer networks is due to weight sharing and the local connectivity between adjacent layers [38], and methods developed to reduce overfitting [26], such as training sample augmentation and dropout, which have been implemented in the present study.

We note that there are alternative approaches to using a CNN for this problem that may be more efficient than that presented here. For example, methods that predict dense labelling as compared to a label [30,56] at a single pixel location (as has been done in the present study). Preliminary work using such an architecture for the GSL data has been presented in [53], and will be investigated further in a future study.
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