Algorithm Development for Land Surface Temperature Retrieval: Application to Chinese Gaofen-5 Data
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Abstract: Land surface temperature (LST) is a key variable in the study of the energy exchange between the land surface and the atmosphere. Among the different methods proposed to estimate LST, the quadratic split-window (SW) method has achieved considerable popularity. This method works well when the emissivities are high in both channels. Unfortunately, it performs poorly for low land surface emissivities (LSEs). To solve this problem, assuming that the LSE is known, the constant in the quadratic SW method was calculated by maintaining the other coefficients the same as those obtained for the black body condition. This procedure permits transfer of the emissivity effect to the constant. The result demonstrated that the constant was influenced by both atmospheric water vapour content (W) and atmospheric temperature (T0) in the bottom layer. To parameterize the constant, an exponential approximation between W and T0 was used. A LST retrieval algorithm was proposed. The error for the proposed algorithm was RMSE = 0.70 K. Sensitivity analysis results showed that under the consideration of NEAT = 0.2 K, 20% uncertainty in W and 1% uncertainties in the channel mean emissivity and the channel emissivity difference, the RMSE was 1.29 K. Compared with ASTER L08 product, the proposed algorithm underestimated LST by about 0.8 K for both study areas when ASTER L1B data was used as a proxy of Gaofen-5 (GF-5) satellite data. The GF-5 satellite is scheduled to be launched in 2017.
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1. Introduction

As a key parameter of the surface energy budget, land surface temperature (LST) is directly related to surface energy fluxes and to the latent heat flux (evapotranspiration) and water stress in particular [1,2]. The LST is crucial for estimating the net radiation driven by the surface longwave emission [3] and for computing soil moisture [4,5]. Moreover, LST is an essential climate variable for understanding meteorological and hydrological processes in a changing climate [6–8]. Thus, understanding and monitoring the dynamics of the LST is critical for modelling and predicting climate and environmental changes and for other applications such as agriculture, urban heat island and vegetation monitoring [9–12].

The Chinese Gaofen-5 (GF-5) satellite is expected to be launched in 2017. One of its missions is to collect land information at high spatial resolution from visible to thermal infrared (TIR) spectral
range for performing disaster monitoring. The multiple spectral-imager (MSI) is a payload onboard this satellite and has a 40-m spatial resolution for TIR channels. Development of a suitable algorithm for retrieving LST from the GF-5 data is urgently needed.

Remote sensing is a more effective method to map LST at large temporal and spatial scales than traditional measurement. However, accurate determination of the LST from satellite data is a difficult task because it is necessary to correct the remote sensing measurements for atmospheric absorption and emission and for the effect of surface emissivity, the latter generally differing from unity and being channel dependent [13]. Efforts have been devoted to estimating LST from satellite measurements [14–19]. A complete review of different LST retrieval methods can be found in the literature [20].

The selection of the LST algorithm for GF-5 data is based on a literature review and the characteristics of the GF-5 satellite data. The single-window method requires high-quality atmospheric profile and is sensitive to uncertainties in the atmospheric corrections. Considering the simultaneous retrieval of the LST and the land surface emissivity (LSE), the temperature and emissivity separation (TES) method may be a candidate. However, significant errors in the LST and LSE for the surfaces with low spectral contrast emissivity (e.g., water, snow, vegetation) can be caused by the TES [21,22]. Since the GF-5 satellite observes the land almost at nadir, the dual-angle algorithm was discarded. Among the various methods proposed for LST determination, the quadratic split-window (SW) algorithm has received considerable attention because of its simplicity. It can be written as [13,15]:

$$T_s = T_i + A(T_i - T_j)^2 + B(T_i - T_j) + C$$

(1)

where $T_s$ is the land surface temperature (LST), $T_i$ and $T_j$ are the at-sensor brightness temperatures for two TIR channels, $A$ and $B$ are coefficients and $C$ is a constant. To correct the emissivity effect, different parameterizations of $A$, $B$ and $C$ can be found in the literature: (i) Constant $C$ was formulated as a function of the mean ($\epsilon = (\epsilon_i + \epsilon_j)/2$) and difference ($\Delta \epsilon = \epsilon_i - \epsilon_j$) of the two channel LSEs, keeping the other coefficients independent of LSE as in sea surface temperature (SST) retrieval [23]. (ii) To make Equation (1) applicable to more general atmospheric conditions, Sobrino and Raissouni proposed modifying constant $C$ as the linear combination of $\epsilon$, $\Delta \epsilon$ and atmospheric water vapour content (W) [24]. (iii) Assuming $\Delta \epsilon = 0$, François and Ottlé presented different coefficients for different $\epsilon$ values [25]. (iv) Sun and Pinker addressed the SW coefficients according to different surface types to account for LSE effect [26]. It should be noted that the land surface is complex and that the LSE may be quite different from unity and depends on the channel [27]. Considering the effect of the emissivity, the quadratic SW algorithm may not work well. As François and Ottlé noted in their work, when $\epsilon$ is greater than 0.95, good accuracy can be obtained using the quadratic method with the emissivity-dependent coefficients. That means, when $\epsilon$ is low, the quadratic relationship no longer performs well or is changed. Therefore, the quadratic method should be re-examined and improved, especially for low emissivity.

This study aims to improve the quadratic SW method and develop a LST algorithm for GF-5 data. The variation in the channel emissivity will be also considered, which was not checked in the study by François and Ottlé. The paper is organized as follows: Section 2 describes the data used in this study. The algorithm development is documented in Section 3. Section 4 presents the results using the simulated data and the sensitivity of the developed algorithm to the uncertainties of the input parameters is also analysed in this Section. The operational application of the algorithm to the satellite data is given in Section 5. Section 6 discusses the developed algorithm. Finally, Section 7 describes the conclusions.
2. Data

2.1. Chinese GF-5 Data

GF-5 is the fifth satellite of a series of China High-resolution Earth Observation System (CHEOS) satellites of the China National Space Administration (CNSA) and is scheduled to be launched in 2017. One sensor onboard the GF-5 satellite is the MSI, which includes 13 channels covering the spectral range from visible to TIR. Two TIR channels suitable for the SW method are designed to be centred at 10.8 µm and 11.95 µm (CH10.8 and CH11.95, respectively) with a resolution of 40 m. The spectral response functions of these two channels are displayed in Figure 1. The MSI has a narrow swath (60 km) and observes the land almost at nadir.

![Spectral response functions of the GF-5 and ASTER split-window channels.](image)

Figure 1. Spectral response functions of the GF-5 and ASTER split-window channels.

2.2. ASTER Data

The Advanced Spaceborne Thermal Emission and Reflection Radiometer (ASTER) is a sensor on NASA Earth Observing System (EOS) Terra satellite. ASTER is capable of creating detailed land information, with four 15-m visible near-infrared (NIR) bands, including stereo, six 30-m shortwave infrared (SWIR) bands and five 90-m TIR bands. The central wavelengths of two TIR bands, which are suitable for SW method, are 10.657 µm and 11.318 µm. The spectral response functions for these two SW channels are shown in Figure 1. The noise equivalent differential temperature (NEAT) at 300 K is ≤ 0.3 K. ASTER L1B is the registered radiance data. AST 05 and AST 08 are the standard emissivity and temperature products, generated using the TES algorithm. The numerical simulation and some field experiments has evaluated the accuracy of AST 05 and AST 08 to be within ±0.015 and ±1.5 K [18]. The ASTER L1B data was used as a proxy for evaluating the performance of the developed LST retrieval algorithm. AST 05 was used as the emissivity input and AST 08 was for the inter-comparison purpose to assess the retrieved LST using the developed algorithm.

2.3. MOD 05 Data

The Moderate-resolution Imaging Spectroradiometer (MODIS) is another instrument on Terra satellite. MOD 05 Level 2 is a precipitable water product generated by the NIR algorithm during the day at 1-km spatial resolution and by infrared algorithm both day and night at 5-km resolution. The infrared column water vapor parameter was derived by integrating the moisture profile through the atmospheric column or by SW method. The data quality of MOD 05 is guaranteed by performing comparisons of specific validation sites across as many different climatic and geographic regions as possible. The MOD 05 Level 2 was used as the source of water vapour input for the LST retrieval algorithm.
2.4. Atmospheric Profile Data

The Thermodynamic Initial Guess Retrieval (TIGR) database has been widely used for development of LST retrieval algorithms [28]. In this work, we chose the TIGR database TIGR2002_v1.1 as the atmospheric data to execute the radiative transfer simulation procedure (see Section 2.5). However, it was found that TIGR2002_v1.1 is centred at low W values of less than 1.0 g/cm². To obtain robust statistics, it is necessary to select different atmospheric profiles to make W uniformly distributed from dry to moist. Figure 2 shows the selected 126 atmospheric profiles in which the atmospheric temperature (T₀) in the lowest layer varies from 232.25 K to 311.95 K and W varies from 0.09 g/cm² to 6.15 g/cm², which represent worldwide atmospheric conditions with a moderate sample number and ensure that there is a nearly uniform distribution for W. Ninety-eight profiles (referred to as TIGR_98) were used for development of the LST retrieval algorithm and twenty-eight (referred to as TIGR_28) were used for validation.

![Figure 2](image-url)

**Figure 2.** Plot of the total water vapour content (W) versus bottom layer atmospheric temperature (T₀) for the selected atmospheres. TIGR_98 were used for algorithm development, and TIGR_28 were used for algorithm validation.

2.5. Generation of the Simulation Database

The radiative transfer equation (RTE), which is the basis for determining LST, gives the radiance measured from the sensor in channel i for the cloud-free atmosphere:

\[ B_i(T_i) = \varepsilon_i B_i(T_o) T_o + R_{atm,i}↑ + (1 - \varepsilon_i) R_{atm,i}↓ \]

(2)

where \( B_i \) is the Planck function, \( \varepsilon_i \) is the channel emissivity, \( \tau_i \) is the total atmospheric transmittance along the target-to-sensor path, \( R_{atm,i}↑ \) is the thermal-path atmospheric upwelling radiance and \( R_{atm,i}↓ \) is the atmospheric downwelling radiance from the entire hemisphere divided by \( \pi \).

To obtain an appropriate simulation database for developing the LST retrieval algorithm for GF-5 TIR data, the atmospheric radiative transfer model MODTRAN 4 [29] was used to simulate the spectral atmospheric parameters of spectral transmittance \( \tau_{\lambda,i} \), spectral atmospheric downwelling radiance \( R_{atm,\lambda}↓ \), and spectral atmospheric upwelling radiance \( R_{atm,\lambda}↑ \). The channel-effective atmospheric parameters \( \tau_{ij} \), \( R_{atm,\lambda,j}↑ \) and \( R_{atm,\lambda,j}↓ \) in the RTE can be obtained by convoluting the spectral variables output by MODTRAN with the spectral response functions of CH₁₀.₈ and CH₁₁.₉₅. The channel brightness temperatures at the top of the atmosphere (TOA) can then be determined according to the RTE by inverting the Planck function. For a realistic simulation, the LSTs reasonably vary with the T₀ of each profile: from T₀ − 5 K to T₀ + 15 K in step of 5 K for T₀ > 280 K and from T₀ − 5 K to T₀ + 5 K in step of 5 K for T₀ ≤ 280 K. Moreover, the channel emissivities \( \varepsilon_{10.8} \) and \( \varepsilon_{11.95} \) were calculated based on 65 spectrum samples of soil, vegetation, water, ice, and snow from the Johns Hopkins University (JHU) and the Jet Propulsion Laboratory (JPL). According to the ranges of \( \varepsilon \) and \( \Delta \varepsilon \) shown in Figure 3, \( \varepsilon \) is assumed to vary from 0.90 to 1 with a 0.02 interval and \( \Delta \varepsilon \) varies from −0.02
to 0.03 with a 0.005 interval. Because the MSI onboard the GF-5 satellite observes the land almost at nadir, it is reasonable to ignore the viewing zenith angle variation. A flow chart of simulation data generation is shown in Figure 4.

**Figure 3.** Scatter plot of the channel mean emissivity \((\varepsilon_{10.8} + \varepsilon_{11.95})/2\) and channel emissivity difference \((\varepsilon_{10.8} - \varepsilon_{11.95})\).

**Figure 4.** The procedure for generating the simulation data.

3. Algorithm Development

Using Equation (1), the dependence of \(T_s - T_i\) on \(T_i - T_j\) was examined for each combination of \(\varepsilon\) and \(\Delta \varepsilon\). For this purpose, the TOA \(T_{10.8}\) and \(T_{11.95}\) for two GF-5/TIR channels were simulated. Figure 5 demonstrates that the variation in the emissivity deteriorates the quadratic relationship between \(T_s - T_i\) and \(T_i - T_j\), taking the combinations of (a) \(\varepsilon = 0.90\) and \(\Delta \varepsilon = -0.02\), (b) \(\varepsilon = 0.90\) and \(\Delta \varepsilon = 0\), (c) \(\varepsilon = 0.98\) and \(\Delta \varepsilon = -0.02\) and (d) \(\varepsilon = 0.98\) and \(\Delta \varepsilon = 0\) as examples. Figure 5 confirms that Equation (1) works well for case (d). For smaller \(\varepsilon\), the quadratic relationship is deteriorated for \(\Delta \varepsilon\) of
0 and −0.02. Furthermore, $\Delta \varepsilon$ of −0.02 tends to intensify this deterioration. Therefore, Equation (1) would lead to large error for low emissivity, especially for the case of (a).

Figure 5. Variations of $(T_s - T_{10.8})$ versus $(T_{10.8} - T_{11.95})$ for the emissivity combinations of (a) $\varepsilon = 0.90$ and $\Delta \varepsilon = 0$, (b) $\varepsilon = 0.90$ and $\Delta \varepsilon = 0$, (c) $\varepsilon = 0.98$ and $\Delta \varepsilon = 0$, and (d) $\varepsilon = 0.98$ and $\Delta \varepsilon = 0$. Here, $\varepsilon$ is the mean emissivity of the two channels and $\Delta \varepsilon$ denotes the emissivity difference.

Assuming $\varepsilon_{10.8} = \varepsilon_{11.95} = 1$, Equation (1) yields $A = 0.2809$, $B = 1.447$ and $C = 0.17$, with RMSE = 0.68 K. Figure 6 is the plot of residual for the black body case, implying the applicability of Equation (1) for SST retrieval. For LST estimation, Coll [15] has shown that the SW coefficients for SST can be used for LST retrieval if the emissivity effect is estimated. Therefore, we used the same $A$ and $B$ to develop the LST algorithm but modified $C$ to correct the emissivity effect.

Figure 6. The residual yielded by Equation (1) for a black body. Here, $W$ is the water vapour content.
Considering the worst performance of Equation (1) shown in Figure 5a, constant $C$ in Equation (1) was investigated by maintaining coefficients $A$ and $B$ as 0.2809 and 1.447, respectively. It can be seen from Figure 7 that constant $C$ displays a regular variation trend. For atmospheric profiles of $W < 1 \text{ g/cm}^2$, $C$ ranges from approximately 5 K to 9 K and increases with $W$. To parameterize $C$, the linear dependence on $W$ can be used. For atmospheres of $W > 1 \text{ g/cm}^2$, a larger range (approximately 0–9 K) was obtained, and the linear dependence on $W$ appears to be unsatisfactory to parameterize $C$. To explain the regularity of $C$ for $W > 1 \text{ g/cm}^2$, Figure 8 was produced. For a given surface-air temperature difference $T_s - T_0$, constant $C$ displays a linear dependence on $W$. The slope and intercept of each linear relationship are listed in Table 1. As seen from Table 1, although both the slope and intercept vary with $T_s - T_0$, when the intercept is fixed using the mean of 8.73, the slope can be approximated by the linear function of $T_s - T_0$, with a RMSE of 0.054 (Figure 9). Based on these analyses, constant $C$ can be written as:

$$C = C_m W + C_m, \text{ if } W < 1 \text{ g/cm}^2$$  \hspace{1cm} (3)

$$C = C_1 W + C_2 = [C_{11} (T_s - T_0) + C_{12}] W + C_2, \text{ if } W > 1 \text{ g/cm}^2$$  \hspace{1cm} (4)

where $C_m = 2.63$, $C_m = 5.56$, $C_{11} = 0.0485$, $C_{12} = -1.10$ and $C_2 = 8.73$.

![Figure 7](image1.png)  
**Figure 7.** Constant $C$ in Equation (1) versus the water vapour content ($W$), considering a channel mean emissivity of 0.90 and an emissivity difference of −0.02. Coefficients $A$ and $B$ in Equation (1) were set to 0.2809 and 1.447, respectively, obtained for a black body.

![Figure 8](image2.png)  
**Figure 8.** For water vapour content ($W$) greater than 1 g/cm$^2$, constant $C$ in Equation (1) as a function of $W$ for a given surface-air temperature difference $T_s - T_0$. 

```
Equation (7) can be expressed as:

\[ C = C_{11} T_s W + C_a W^2 + C_b W + C_c \]  

where \( C_a = -0.1357, C_b = -0.958 + 15.441 \) and \( C_c = 9.95 \).
The residual of constant $C$ calculated by Equation (3) for $W < 1 \, \text{g/cm}^2$ and by Equation (8) for $W > 1 \, \text{g/cm}^2$ is shown in Figure 11, with RMSE = 0.86 K.

Substituting constant $C$ into Equation (1) using Equations (3) and (8), $T_s$ can be estimated using Equations (9) and (10) for a given LSE:

$$ T_s = T_{10.8} + A(T_{10.8} - T_{11.95})^2 + B(T_{10.8} - T_{11.95}) + C_m W + C_n, \text{ if } W < 1 \, \text{g/cm}^2 $$

$$ T_s = \frac{T_{10.8} + A(T_{10.8} - T_{11.95})^2 + B(T_{10.8} - T_{11.95}) + C_m W^2 + C_b W + C_c}{1 - C_1 W}, \text{ if } W > 1 \, \text{g/cm}^2 $$

To obtain stable retrieval accuracy for atmospheres with a $W$ of about 1 g/cm$^2$, $W$ was divided into two groups with an overlap of 0.4 g/cm$^2$, 0–1.2 and 0.8–6.5 g/cm$^2$, when the least-square fitting method was used to obtain the coefficients in Equations (9) and (10). Table 2 lists coefficients $C_m$ and $C_n$ in Equation (9) and $C_{11}, C_a, C_b,$ and $C_c$ in Equation (10) for the emissivity combinations presented in Figure 5, with $A = 0.2809$ and $B = 1.447$. To compare the results, the coefficients and constant in Equation (1) for the same emissivity combinations are shown in Table 3.
In Equations (9) and (10), the coefficients are dependent on the emissivity. Consistent with previous works [23,24,30,31], \((1 - \varepsilon)\) and \(\Delta \varepsilon\) were used to express coefficients \(C_m, C_n, C_{11}, C_a, C_b\) and \(C_c\) because these six coefficients were generated based on the analysis of the emissivity effect on LST retrieval. Then, Equations (11) and (12) can be obtained:

\[
T_s = T_{10.8} + A(T_{10.8} - T_{11.95})^2 + B(T_{10.8} - T_{11.95}) + (C_{m1}(1 - \varepsilon) + C_{m2}\Delta \varepsilon)W + C_{n1}(1 - \varepsilon) + C_{n2}\Delta \varepsilon + C_o, \text{ if } W < 1 \text{ g/cm}^2
\] (11)

\[
T_s = \frac{T_{10.8} + A(T_{10.8} - T_{11.95})^2 + B(T_{10.8} - T_{11.95}) + (C_{a1}(1 - \varepsilon) + C_{a2}\Delta \varepsilon)W^2 + (C_{b1}(1 - \varepsilon) + C_{b2}\Delta \varepsilon)W + C_{c1}(1 - \varepsilon) + C_{c2}\Delta \varepsilon + C_d}{1 - [C_{111}(1 - \varepsilon) + C_{112}\Delta \varepsilon]W}, \text{ if } W > 1 \text{ g/cm}^2
\] (12)

Using the regression for the \(W\) groups of 0–1.2 and 0.8–6.5 g/cm\(^2\), the coefficients in Equations (11) and (12) were obtained and are shown in Table 4.

**Table 4.** Coefficients in Equations (11) and (12).

<table>
<thead>
<tr>
<th>Equations (11)</th>
<th>Equations (12)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(A)</td>
<td>0.2809</td>
</tr>
<tr>
<td>(B)</td>
<td>1.447</td>
</tr>
<tr>
<td>(C_{11})</td>
<td>0.2331</td>
</tr>
<tr>
<td>(C_{12})</td>
<td>-0.6917</td>
</tr>
<tr>
<td>(C_{a1})</td>
<td>0.414</td>
</tr>
<tr>
<td>(C_{a2})</td>
<td>0.55</td>
</tr>
<tr>
<td>(C_{b1})</td>
<td>16.36</td>
</tr>
<tr>
<td>(C_{b2})</td>
<td>-33</td>
</tr>
<tr>
<td>(C_{c1})</td>
<td>37.9</td>
</tr>
<tr>
<td>(C_{c2})</td>
<td>-92</td>
</tr>
<tr>
<td>(C_d)</td>
<td>0.18</td>
</tr>
<tr>
<td>(C)</td>
<td>0.09</td>
</tr>
</tbody>
</table>

**4. Results and Sensitivity Analysis**

**4.1. Results**

Using the coefficients in Table 4, the RMSE of 0.70 K is obtained. The residual of LST retrieval using Equations (11) and (12) is shown in Figure 12a. To evaluate the performance of Equations (11) and (12),
the algorithm with W developed by Sobrino and Raissouni (called Sobrino’s algorithm) based on the quadratic SW method was used for comparison. Sobrino’s algorithm is given in Equation (13) [24]:

\[
T_s = T_{10.8} + A(T_{10.8} - T_{11.95})^2 + B(T_{10.8} - T_{11.95}) + (C_{a1} + C_{a2}W)(1 - \varepsilon) + (C_{\beta1} + C_{\beta2}W)\Delta \varepsilon + C_\gamma
\]  

(13)

Using our simulation data, the coefficients are \(A = 0.2809\), \(B = 1.447\), \(C_{a1} = 53.8\), \(C_{a2} = -3.15\), \(C_{\beta1} = -129\), \(C_{\beta2} = 16.7\) and \(C_\gamma = 0.10\). The residual yielded by Sobrino’s algorithm is shown in Figure 12b, with a RMSE of 0.88 K. Comparing Figure 12a,b, we can see that most of the errors yielded by Equations (11) and (12) are less than those by Equation (13). According to the statistical results, 87.7% of the errors between the true and estimated LST using Equations (11) and (12) are within ±1 K and 80.2% of the errors using Equation (13) are within ±1 K.

![Figure 12. The error distributions for (a) the algorithm in this study and (b) Sobrino’s algorithm.](image)

Regarding the results for the given emissivities, such as the emissivity combinations presented in Figure 5, the residuals calculated using Equations (1), (9) and (10) are displayed in Figure 13. When \(\varepsilon = 0.90\), Equations (9) and (10) yielded smaller residual ranges and better RMSEs for both \(\Delta \varepsilon\) of −0.02 and 0. For \(\varepsilon = 0.98\), the improvement of Equations (9) and (10) in the residual ranges and RMSEs is not as obvious as for \(\varepsilon = 0.90\). This feature can also be seen in Figure 14, which shows the RMSE variations obtained by Equations (1), (9), (10) and (13), with \(\varepsilon = 0.90\), 0.94 and 0.98 and \(\Delta \varepsilon = -0.02\), 0 and 0.03. Figure 14 clearly demonstrates the following: (i) For low \(\varepsilon\), i.e., less than 0.94, the RMSEs obtained using both Equations (1) and (13) decrease as \(\Delta \varepsilon\) increases. Equations (9) and (10) yield best result for \(\Delta \varepsilon = 0\). (ii) For \(\varepsilon = 0.94\), Equations (9) and (10) give obviously lower RMSE for all \(\Delta \varepsilon\) cases, compared with Equation (1). While in comparison with Equation (13), Equations (9) and (10) gives similar RMSE for \(\Delta \varepsilon = 0.03\). All these three methods produced best results at \(\Delta \varepsilon = 0\). (iii) For \(\varepsilon\) greater than 0.94, all these three methods yield worst RMSE at \(\Delta \varepsilon = 0.03\). Equations (9) and (10) obtain better accuracy than Equations (1) and (13) when \(\Delta \varepsilon = -0.02\) and \(\Delta \varepsilon = 0.03\). The best accuracies obtained using these three methods are similar, with about 0.6 K at \(\varepsilon = 0.98\) and \(\Delta \varepsilon = 0\). These results indicate that the quadratic equation between \(T_s - T_i\) and \(T_i - T_j\) works well for high emissivities close to one in both channels but performs poorly for low emissivities. For low emissivities, the developed algorithm has an obvious advantage. The greatest improvement of Equations (9) and (10) occurs at \(\varepsilon = 0.90\) and \(\Delta \varepsilon = -0.02\), with a RMSE of 0.85 K, compared with the value of 1.71 K obtained by Equation (1) and the one of 1.41 by Equation (13).
Figure 13. Comparison of the residuals related to Equation (1) (a,c,e,g) and Equations (9) and (10) (b,d,f,h) for different combinations of channel mean emissivity ($\varepsilon$) and channel emissivity difference ($\Delta \varepsilon$).
4.2. Validation Using the Simulation Data

Validation is necessary to understand how well the LST retrieved using the algorithm matches the actual one. The best method for algorithm validation is to compare the LST estimated from the satellite data with ground measurement. Because GF-5 satellite data is not available at the time of writing, testing the developed algorithm (Equations (11) and (12)) was done using simulation with another set of atmospheric profile data, TIGR_28. Figure 15 presents the error distribution between the actual and estimated LSTs, with RMSE = 0.67 K and bias = 0.09 K.

4.3. Sensitivity Analysis

There are three main error sources for the determination of LST using Equations (11) and (12). The first is the instrument’s performance, which yields error in the brightness temperatures. The second is the uncertainty in the LSE and the third originates from the determination error of atmospheric W.

4.3.1. Instrument Noise

The accuracy of the estimated LST essentially depends on the radiometric performance of the instrument. The NEΔT of the infrared channels of the MSI onboard the GF-5 satellite is designed to be 0.2 K. To evaluate the sensitivity of Equations (11) and (12) to NEΔT, a simulation of the effect of instrument noise was performed using a set of randomly generated signal level perturbations with errors of 0.1 K, 0.2 K, and 0.3 K for both channels. The RMSEs between the true LSTs and those estimated using Equations (11) and (12) with ΔT as input are presented in Figure 14.
errors of 0.1 K, 0.2 K and 0.3 K for both channels. The RMSEs between the true LSTs and those retrieved from the noise-added brightness temperatures are 0.83 K, 1.14 K and 1.51 K for NE∆T = 0.1 K, 0.2 K and 0.3 K, respectively, in both channels. In contrast to the RMSE of 0.70 K for noise-free cases, the retrieval accuracies are changed by 0.13 K, 0.44 K, and 0.81 K for NE∆T = 0.1 K, 0.2 K and 0.3 K, respectively. The results indicate that a NE∆T of more than 0.2 K in the infrared channels of the MSI onboard the GF-5 satellite can yield the relative large error for LST retrieval.

4.3.2. Land Surface Emissivity

According to Equations (11) and (12), one can see that the LST retrieval accuracy related to LSE mainly depends on the uncertainties in (1 − ε) and Δε. If the reference errors of 1% in (1 − ε) and Δε are considered, the RMSE due to the uncertainties in (1 − ε) and Δε is 0.83 K, a change of 0.13 K from the error related to no uncertainties in (1 − ε) and Δε.

4.3.3. Atmospheric Water Vapour Content

The W is not easily estimated from satellite measurements. It is necessary to evaluate the effect of the uncertainty in W on LST retrieval. In this work, the differences between the actual LSTs and those determined with 10%, 15% and 20% uncertainties in W were calculated. The RMSEs are 0.73 K, 0.76 K and 0.81 K for 10%, 15% and 20% uncertainties in W, respectively. These results indicate that the algorithm (Equations (11) and (12)) is not sensitive to the determination error of W.

4.3.4. Total Error

Given the instrument noise and the uncertainties in LSE and atmospheric W, the total errors (RMSEs) of LST retrieval using Equations (11) and (12) are listed in Table 5 for different NE∆Ts and uncertainties in W, assuming 1% uncertainties in (1 − ε) and Δε. The RMSE with NE∆T = 0.2 K, 1% uncertainties in (1 − ε) and Δε and 20% uncertainty in W is 1.29 K. In contrast to the error of 0.70 K related to the algorithm itself, the LST retrieval accuracy is changed by 0.59 K, 64.7% from the instrument noise, 19.1% from the uncertainty in LSE and 16.2% from the uncertainty in W. The results indicate that instrument noise plays a major role in the LST retrieval error, assuming 1% uncertainties in (1 − ε) and Δε.

Table 5. The total RMSEs (K) related to different NE∆Ts and uncertainties in W, assuming 1% uncertainties in (1 − ε) and Δε.

<table>
<thead>
<tr>
<th>NE∆T (K)</th>
<th>Uncertainty in W</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>10%</td>
</tr>
<tr>
<td>0.1</td>
<td>0.97</td>
</tr>
<tr>
<td>0.2</td>
<td>1.25</td>
</tr>
<tr>
<td>0.3</td>
<td>1.60</td>
</tr>
</tbody>
</table>

5. Application to ASTER Data

5.1. Study Area

To evaluate the performance of the developed algorithm applied to the satellite data, we have chosen ASTER data based on its high resolution finer than 100 m for TIR bands. Two study areas (A and B), in which the geographic and climate conditions are different, were considered, as shown in Figure 16. Study area A is located in North China, covering the range from about 39°30’N to 40°05’N latitude and 116°5’E to 116°30’E longitude. This area has a typical monsoon climate characterized by hot and rainy summer, cold and dry winter. The land surface types are mainly farmland, urban and forest. Study area B, with about 49°50’N to 50°30’N latitude and 120°20’E to 121°10’E longitude, is located in Inner Mongolia, China. It has a temperate continental climate, i.e., low annual rainfall.
amount and large annual temperature range. The land covers mainly include forest, farmland, town and bare land.

5.2. Data Processing

The satellite imagery used for study area A was recorded on 10 October, 2016 and for study area B recorded on 20 June, 2015. Considering that the developed algorithm is not sensitive to the determination error of W, MOD 05 precipitable water product was resampled to 90-m resolution using the nearest-neighbor interpolation method. After the data quality checking for all data, the geographic coordinate matching and temporal matching between ASTER and MOD 05, the images with 613 \times 485 pixels for study area A and 619 \times 625 pixels for study area B were used.

Considering the difference of the spectral response functions between the GF-5 and ASTER data, the coefficients in Equations (11) and (12), given in Table 6, were recalculated using the spectral response function of ASTER TIR data, with the RMSE of 0.69 K.

Table 6. Coefficients in Equation (9) for ASTER SW channels.

<table>
<thead>
<tr>
<th>Equation (11)</th>
<th>Equation (12)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A$</td>
<td>0.6346</td>
</tr>
<tr>
<td>$B$</td>
<td>4.302</td>
</tr>
<tr>
<td>$C_{111}$</td>
<td>0.2816</td>
</tr>
<tr>
<td>$C_{21}$</td>
<td>−1.222</td>
</tr>
<tr>
<td>$C_{m1}$</td>
<td>23.52</td>
</tr>
<tr>
<td>$C_{m2}$</td>
<td>−51.6</td>
</tr>
<tr>
<td>$C_{d2}$</td>
<td>20.6</td>
</tr>
<tr>
<td>$C_{o}$</td>
<td>−235</td>
</tr>
<tr>
<td>$C_{o}$</td>
<td>0.18</td>
</tr>
</tbody>
</table>
5.3. Results

Using the coefficients in Table 6, the LST was estimated from ASTER L1B data. The histograms of the difference between AST 08 and the estimation using Equations (11) and (12) were displayed in Figure 17. Compared with AST 08, the proposed method underestimated the LST, with a RMSE of 0.86 K and a bias of 0.81 K for study area A and a RMSE of 0.83 K and a bias of 0.72 K for study area B. Therefore, the difference between AST 08 and the retrieved LST using Equations (11) and (12) is small, indicating that Equations (11) and (12) can be used for retrieving LST from GF-5 TIR data with the satisfactory accuracy.

![Histograms for study area A and B](image)

**Figure 17.** Histograms [(a) for study area A and (b) for study area B] of the difference between AST 08 and the estimated LST from ASTER L1B data using Equations (11) and (12).

6. Discussion

The quadratic expression in terms of $T_s - T_i$ and $T_i - T_j$ for LST retrieval received considerable attention due to its simplicity and the advantage of using the TOA brightness temperatures in two channels only. The quadratic method was proposed because the variation of the linear SW coefficient with the atmospheric situation can be approximately corrected by $T_i - T_j$ [15]. If W is disregarded, the quadratic SW method is a good choice for correcting the atmospheric effect for high emissivity but not for low emissivity.

For a given emissivity, the developed algorithm of Equations (9) and (10) that parameterized constant $C$ in the quadratic SW method improves the LST retrieval accuracy, especially for low emissivity. Based on Equations (9) and (10), an algorithm with coefficients incorporating the emissivity, i.e., Equations (11) and (12) was developed. Parameterizing constant $C$ led to the introduction of the atmospheric W into the LST retrieval algorithm. Despite the difficulty in determining $W$ accurately, the sensitivity analysis of the uncertainty in $W$ shows that if the error in $W$ is 20%, the error in the LST estimation is still satisfactory, with a RMSE of 0.81 K. Notably, the main error of LST retrieval comes from instrument noise. Compared with Sobrino’s algorithm that uses $W$ and was also developed based on the quadratic SW method, the algorithm presented in this study gives improved accuracy. A disadvantage of the presented algorithm is the different expressions for different $W$ groups (0–1.2 g/cm² and 0.8–6.5 g/cm²), which increases the complexity of the algorithm.

Using ASTER L1B data as a proxy to test the presented algorithm, the proposed algorithm underestimated LST by about 0.8 K, compared with AST 08 product. This difference may be related to the different atmospheric correct methods. AST 08 was generated using the TES algorithm, in which the accurate atmospheric correct is needed for each band. The proposed algorithm was based on the SW method, which uses different absorptions of two channels to eliminate the atmospheric effects. One may note that there is a difference between the spectral response functions of the SW
channels for GF-5 and ASTER instruments, as shown in Figure 1. The coefficients in Equations (11) and (12) given in Tables 4 and 6 are therefore different for these two instruments, but the LST errors resulted from the algorithm itself are nearly the same (RMSE = 0.70 K for GF-5, RMSE = 0.69 K for ASTER) as shown in Sections 4.1 and 5.2 if the appropriate coefficients are used in Equations (11) and (12). It should be also noticed that except for the brightness temperatures measured by the two SW channels, other input parameters (emissivities and W) have to be provided in Equations (11) and (12) to retrieve LST. For generating operationally LST product with GF-5 data, the emissivities and W in Equations (11) and (12) will be estimated from GF-5 data using the NDVI-based threshold method [32] and the covariance-variance method [33], respectively.

Notably, compared with other atmospheres with similar W, the atmospheric profiles with $W = 4.02 \text{ g/cm}^2$, $W = 4.43 \text{ g/cm}^2$ and $W = 5.61 \text{ g/cm}^2$ lead to relatively large errors (approximately 3 K) in both Equations (1), (9) and (10), as shown in Figure 13g,h. This may be related to the vertical distribution of water vapour in the atmosphere or the contribution of the other atmospheric constituents to LST retrieval. The details of this assumption can be analysed in future work.

7. Conclusions

The quadratic relationship expressed by $T_s - T_i = A (T_i - T_j)^2 + B (T_i - T_j) + C$ works for high emissivities in both channels. When the emissivity becomes small, does such an equation perform well with satisfactory accuracy? This study first checked the performance of the quadratic SW method for different emissivities. Unfortunately, when the emissivity was low, the quadratic relationship between $T_s - T_i$ and $T_i - T_j$ deteriorated and thus led to a RMSE of up to 1.71 K. To solve this problem, the constant $C$ was investigated for the emissivity combination of $\varepsilon = 0.90$ and $\Delta \varepsilon = -0.02$, which gave the worst result in the quadratic SW equation. In this procedure, the coefficients $A$ and $B$ were set to 0.2809 and 1.447, obtained for a black body. Based on the observation that $C$ was associated with $W$ for $W < 1 \text{ g/cm}^2$ and with both $T_0$ and $W$ for $W > 1 \text{ g/cm}^2$, an equation that parameterized this constant was created. Following this approach, an operational algorithm, i.e., Equations (11) and (12) were proposed. This algorithm worked correctly on the simulations and yielded a RMSE of 0.70 K. The inter-comparison with AST 08 product showed that the proposed algorithm underestimated LST by about 0.8 K for both study areas when applied to ASTER L1B data.

Sensitivity analyses were performed for the instrument noise and the uncertainties in atmospheric $W$ and LSE. Given $\text{NE} \Delta T = 0.2 \text{ K}$, a 20% uncertainty in $W$ and 1% uncertainties in $(1 - \varepsilon)$ and $\Delta \varepsilon$, the calculated result had a RMSE of 1.29 K. In contrast to the RMSE of 0.70 K related to the algorithm itself, the LST retrieval accuracy was changed by 0.59 K, 64.7% from the instrument noise, 19.1% from the uncertainty in LSE and 16.2% from the uncertainty in $W$.

The originality of this work lies in (i) the proposal of a different algorithm for LST retrieval and (ii) addressing the lack of an algorithm for the coming generation of GF-5 data.
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