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Abstract: Forest plays an important role in global carbon, hydrological and atmospheric cycles
and provides a wide range of valuable ecosystem services. Timely and accurate forest-type
mapping is an essential topic for forest resource inventory supporting forest management,
conservation biology and ecological restoration. Despite efforts and progress having been
made in forest cover mapping using multi-source remotely sensed data, fine spatial, temporal
and spectral resolution modeling for forest type distinction is still limited. In this paper,
we proposed a novel spatial-temporal-spectral fusion framework through spatial-spectral fusion
and spatial-temporal fusion. Addressing the shortcomings of the commonly-used spatial-spectral
fusion model, we proposed a novel spatial-spectral fusion model called the Segmented Difference
Value method (SEGDV) to generate fine spatial-spectra-resolution images by blending the China
environment 1A series satellite (HJ-1A) multispectral image (Charge Coupled Device (CCD)) and
Hyperspectral Imager (HSI). A Hierarchical Spatiotemporal Adaptive Fusion Model (HSTAFM)
was used to conduct spatial-temporal fusion to generate the fine spatial-temporal-resolution image
by blending the HJ-1A CCD and Moderate Resolution Imaging Spectroradiometer (MODIS) data.
The spatial-spectral-temporal information was utilized simultaneously to distinguish various forest
types. Experimental results of the classification comparison conducted in the Gan River source nature
reserves showed that the proposed method could enhance spatial, temporal and spectral information
effectively, and the fused dataset yielded the highest classification accuracy of 83.6% compared with
the classification results derived from single Landsat-8 (69.95%), single spatial-spectral fusion (70.95%)
and single spatial-temporal fusion (78.94%) images, thereby indicating that the proposed method
could be valid and applicable in forest type classification.

Keywords: data fusion; forest types; classification

1. Introduction

Forests are among the most biologically-diverse and largest terrestrial ecosystems on Earth [1].
They play an important role in global carbon and hydrological cycles and provide a wide range
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of valuable ecosystem goods and services, such as food, timber and climate moderation [2,3].
High-accuracy forest mappings including the types, spatial distribution, canopy structure, tree species
composition and temporal changes are of great importance to forest management, conservation
biology and ecological restoration. Forests can be classified in different ways and to different degrees
of specificity. Forest types are defined as a group of forest ecosystems with a generally similar
composition that can be differentiated from other groups by their species composition, productivity or
crown closure [4]. The distinction is whether the forests are composed predominantly of broad-leaved
trees, coniferous trees or mixed. Identification of forest types at fine resolution is critical to provide
useful information for forest managers, as well as ecological modelers [5].

Forest inventories are regarded as the most frequent way to obtain forest properties’ information
with the highest accuracy. However, the traditional field survey approach is time consuming and labor
intensive. Participatory sensing/citizen science has become a new cost-effective way to collect in situ
forest data [6,7], but participatory sensing approaches cannot solve all the problems, especially in
isolated areas where few people reach. The use of remote sensing data is still the best way to obtain
accurate and timely forest information over large spatial scales and long-term temporal coverages.
Currently, remote sensing of forests has developed into a new discipline. On the one hand, it improves
our understanding of how and why remotely-sensed data and methods are important in forestry and
forest science. On the other hand, it in turn strengthens our awareness that a better understanding of
forest ecosystems may be essential for harmonized coexistence between humans and nature [8].

A number of previous studies has presented different methods to differentiate forest types using
various remote sensing data. Ren et al. [9] used a hierarchical classification method to distinguish
different forest types in complex mountainous areas by incorporating high spatial resolution remote
sensing images and multi-source auxiliary data. Torresan et al. [10] exploited metrics extracted from
an airborne LIDAR (Light Detection and Ranging) raw point cloud to predict different forest structure
types by means of classification trees. Gorgens et al. [11] utilized Airborne Laser Scanning (ALS) to
discriminate different Brazilian forest types based on canopy height profiles, which revealed that it
was possible to differentiate forest types using canopy height profiles derived from ALS data. Chen et
al. [12] proposed a spatial feature extraction method that used the Vegetation Local Difference Index
(VLDI) derived from the Normalized Difference Vegetation Index (NDVI) to increase the accuracy
of forest type classification. The results showed that combining the spatial information extracted
from medium-resolution images and spectral information improved both classification accuracy and
visual quality. Castilla et al. [13] harmonized four independent land cover datasets and different
satellite images (SPOT, Landsat and MODIS) to produce a common and simple forest map consisting
of three classes of forest (needle-leaf, broad-leaved and mixed) and non-forest. Connette et al. [14] used
multi-spectral Landsat OLI imagery for delineating main forest types in Myanmar’s Tanintharyi Region
and estimated the extent of degraded forest for each unique forest type. These studies have covered
most of the commonly-used remote sensing data sources including active LIDAR, SAR, multispectral,
hyperspectral, thermal systems, etc. In addition, they also have covered most of the widely-used
classification methods, such as K-means, ISODATA, maximum likelihood, the spectral angle mapper,
Bayesian, Support Vector Machine (SVM), neural network, random forest, etc. Despite many advances
having been achieved in these researches to perform accurate forest type classification, most of the
existing fine-resolution forest-type classification methods are determined by the availability of very
high-resolution images and the incorporation of complex physical models associated with specific
forest types. However, these datasets and methods seem to present difficulty for widespread use.

Although there has been a growing number of satellites launched over the past few decades,
the trade-off among spectral resolutions, spatial coverages and repeat frequencies still cannot be
properly solved. So far, no single satellite sensor can generate images of fine spatial, temporal
and spectral resolutions [15]. However, the spatial, temporal and spectral resolutions represent
the ability of presenting details of the Earth’s surface, repeated observation and spectral detection,
respectively, which are all vital indicators to identify different forest types. Fortunately, multi-source
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data fusion breaks through the constraints of a single sensor and effectively integrates the advantages
of multiplatform complementary observations, thus providing opportunities to achieve more accurate
and comprehensive forest classification and monitoring [16]. Many data fusion methods have been
proposed over the past few decades. Shen [17] proposed the integrated fusion method to obtain the
complementary information from multiple temporal-spatial-spectral images; however, the temporal,
spatial and spectral characteristics of objects were not completely considered. Zhang et al. [18] proposed
a method called Ratio Image-Based Spectral Resampling (RIBSR), which is used to accomplish data
resampling in the spectral domain to conduct spatial-spectral fusion [19], but it has two disadvantages.
The first one is that it neglects the influence of sensor noises, and the other one is that it fails to utilize
the correlation between hyperspectral bands. Vivone et al. [20] provided critical descriptions and
extensive comparisons of some of the main state-of-the-art pansharpening methods. Chen et al. [15]
compared the advantages and disadvantages of several spatial-temporal fusion models and then
proposed [21] a Hierarchical Spatiotemporal Adaptive Fusion Model (HSTAFM) to generate a fine
spatial-temporal resolution image, which produces consistently lower biases and performs better than
previous models.

Addressing this challenge, in this paper, we developed a novel spatial-spectral fusion model
called the Segmented Difference Value method (SEGDV) to generate fine the spatial-spectral resolution
image and adopted HSTAFM to conduct spatial and temporal fusion. As both spatial-spectral fusion
and spatial-temporal fusion have an identical property of high spatial resolution, we may get the
pixel-based information with fine spatial, temporal and spectral resolutions. Here, we present a
novel spatial-temporal-spectral fusion framework through spatial-temporal fusion and spatial-spectral
fusion and then use the fused information for accurate forest type classification.

2. Materials and Methods

Figure 1 presents a flowchart outlining the methods used in this mapping project, including the
data collection and pre-processing, spatial-spectral fusion, spatial-temporal fusion, classification
scheme and sampling design, training and validation samples’ collection and classification
accuracy assessment.

2.1. Study Area

The study area is part of the Gan River nature reserve (Figure 2), which is located in the north
of Wuyi mountain, between 25◦56′30′ ′ and 26◦07′42′ ′N, 116◦15′01′ ′ and 116◦29′06′ ′E in the east
of Jiangxi province, China, covering an area of 1610.01 km2. The climate is characterized by a
subtropical humid monsoon pattern, high temperature and rain in the summer, warm and humid in
the winter. The annual mean temperature is 17.5 ◦C, and the annual mean precipitation is 2100 mm.
The forest area accounts for 95% of the whole area. It mainly includes coniferous, broad-leaved, mixed
coniferous and broad-leaved forests and bamboo with high species diversity. Coniferous forests mainly
include Pinus massoniana and China fir. Broad-leaved forests mainly include Liquidambar formosana,
Castanopsis sclerophylla, Cinnamomum camphora, etc. Mixed coniferous and broad-leaved forest is
regarded as a succession stage of subtropical pioneer community Masson pine (Pinus massoniana) forest
being converted into evergreen broad-leaved forest communities [22]. Bamboos include Phyllostachys
heterocycla, Bambusa rigida, etc. China fir, mixed and bamboo forests are the three main forest types
in the study area. Bamboos mainly are located in the south of the study area; most China fir is
located in the east and a few are located in the west of the study area; mixed forests mainly are
located in the middle-west of the study area. Pinus massoniana, broad-leaved forest, shrub and farm
are less distributed. Pinus massoniana mainly is located in the middle-west and east of the study
area; broad-leaved forest mainly is located in the southeast, middle and northeast of the study area;
fragmentary shrub is located in the southwest and northeast of the study area. The landscape of the
study area is mountainous with elevation ranging from 250–1389 m.

All the abbreviations can be found in the list of abbreviations at the end of the manuscript.
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2.2. Remote Sensing Data

In order to obtain accurate forest information with fine spatial and spectral resolutions,
the multi-spectral Charge Coupled Device (CCD) and Hyperspectral Imager (HSI) sensors carried on
the China environment (HJ) series satellite, which was launched in September 2008, were used.
The CCD contains 4 spectral bands including 0.43–0.52 µm, 0.52–0.60 µm, 0.63–0.69 µm and
0.76–0.90µm, with 30-m spatial resolution per pixel. HSI contains 115 spectral bands ranging from
0.45 µm–0.95 µm, and the band interval is less than 1 nm, with 100-m spatial resolution per pixel. CCD
and HSI data were all acquired on 20 October 2012. The data can be downloaded from the website
of China center for resources satellite data and application [23]. Spectral radiometric calibration,
accurate geometric correction and atmospheric correction were conducted first. To be specific,
spectral radiometric calibration was conducted by the ENVI-HJ1A1B-tools. Geometric correction
and resampling were conducted in the ENVI 5.1 software using the Landsat 8 L1T images on 5 October
2013 as the space reference basis, so that the CCD and HSI could be consistently matched within the
spatial domain. Fast Line-of-sight Atmospheric Analysis of Spectral Hypercubes (FLAASH) was used
to conduct atmospheric correction in the ENVI 5.1 software.

The time series profiles of the vegetation index, such as the Normalized Difference Vegetation
Index (NDVI), can describe some important phenological information to monitor the vegetation growth
status, determine whether the targeted forest is evergreen or deciduous and estimate the approximate
date when the leaves green-up and fall-off. Therefore, the temporal phenological information will
be an important factor to differentiate forest types, in addition to the spectral information. In order
to obtain a time series dataset of the study area, all the MOD09GA reflectance images with no
cloud contaminations in the year 2012 were selected, because only a few CCD images are available
because of the serious contaminations of cloud and haze. MOD09GA data were downloaded from the
NASA website [24]. All the data were projected to a Universal Transverse Mercator Projection (UTM)
Zone 50 N coordinate system using the MODIS reprojection tool (MRT) and then resampled to 30-m
spatial resolution via the cubic convolution method in ENVI 5.1 software. A total of 21 cloud-free
images was selected in 2012 (Day of Year 51, 87, 88, 94, 270, 271, 278, 284, 286, 287, 293, 294, 295, 307,
311, 318, 341, 344, 348, 360 and 366). Geometric correction and co-registration were conducted in the
ENVI 5.1 software using the Landsat images as the base reference, so that all the images could be well
matched in the spatial extent. The NDVI was calculated using the MODIS red and near-infrared bands
according to Equation (1). Median values in the two nearest days were used to replace the outliers,
which are easy to separate, because they present abrupt high or low, compared to ordinary, values.
After the median values process, the NDVIs in a time series could be used to better represent forest
growth information.

NDVI =
NIR− R
NIR + R

(1)

Landsat has become the longest-running civilian Earth-observing program and the world’s largest
collection of Earth imagery, since the first satellite was launched in 1972 [25]. It has been used to
meet a wide range of information needs due to its 30-m spatial resolution and 16-day revisiting
period. Hansen et al. [26] analyzed global 21st-Century forest covers’ change based on Landsat
data. Lehmann et al. [27] used time series Landsat data for forest cover trends’ information of the
Australian continent. Zhu et al. [28] developed a new algorithm for Continuous Change Detection and
Classification (CCDC) of land cover using all available Landsat data. Meanwhile, it is also widely used
in many other applications, such as the estimation of biophysical variables, phenology information,
and so on [25]. In this study, Landsat-8 OLI was used as the reference image to verify the effectiveness
of the proposed method. All the remote sensing data used in this study and their detailed information
can be found in Table 1, and their spectral distributions are provided in Figure 3.
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Table 1. The remote sensing data used in the study.

Spatial Resolution
(m)

Revisiting Period
(Day)

Band Numbers
(Bands) Usefulness of Data

MOD09GA 250 1 7 Capture phenological information and
conduct spatial-temporal fusion

HJ-1A CCD 30 4 4
Capture spatial information and conduct
spatial-spectral fusion and
spatial-temporal fusion

HJ-1A HSI 100 4 115 Capture spectral information and
conduct spatial-spectral fusion

Landsat 8
OLI 30 16 9 Experimental validation with data fusion
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2.3. Chinese NFI Data

In order to obtain the area, composition and distribution of forest resources, the State Forestry
Bureau of China has already organized eight forest inventories every five years since 1975 [29].
The province-based unit is called the first level forest resource investigation. In each province,
the local forestry bureau will carry out the detailed investigation based on the county unit, which is
called the second level forest resource investigation. An important component of the investigation
is to find out the categories, areas and quality of each forest type in every county, so that the
investigation result can objectively reflect the relationship between the forest situation and the factors
of local nature, economy and management. Many useful suggestions can be proposed as guides
to effectively protect and use forest resources. In the process of investigation, the survey samples
were systematically allocated based on statistics theory. Applying unified technical standards of the
continuous inventory method, investigators revisited the survey sample sites periodically, processed
the data and obtained regional/national forest information using statistical software. According to
unified accuracy requirements, the forest stock in each county achieves greater than 80% accuracy at
the 95% confidence interval. The tree species and their corresponding proportion of public forests in
each county are also 80% accurate at the 95% confidence interval. The positions’ accuracy is less than
0.5 mm if there are obvious objects on the ground that can be interpreted as the reference boundary.
If not, the positions’ accuracy is extended to less than 1 mm.
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The data we used in this study come from the second level forest investigation in Jiangxi province.
It is a digital forest map providing edge to edge coverage in Jiangxi province, and we set the part
of the Ganjiang source nature reserve area as the reference data subset. It contains many detailed
field investigation variables such as the serial number of each land parcel, village name, average
elevation, terrain slope and orientation, soil properties, tree species and their percent, average tree
height, diameter, age, stock volume information, and so on.

2.4. Spatial-Spectral Fusion Method SEGDV

In order to overcome the limitation of the CCD spectral resolution and HSI spatial resolution,
spatial-spectral fusion was considered to get fine-resolution images. Generally, the spatial-spectral
fusion method includes the fusion of panchromatic and multi-spectral, panchromatic and hyperspectral,
multi-spectral and hyperspectral images, morphological information and hyperspectral data, and so
on. The fusion of panchromatic and multi-spectral is the most mature. It could be classified into
4 categories: substitution based on Principal Component Analysis (PCA) [30] or Intensity Hue
Saturation (IHS) [31]; fusion based on the analysis of multi-resolution [32]; fusion based on model
optimization [33]; and fusion based on sparse representation [34]. The fusion methods based on PCA or
IHS always caused spectral distortion. The fusion method based on sparse representation has achieved
greater success than the component substitution method; but it is commonly very complex, and its
efficiency is very low. Fauvel et al. [35] proposed a data fusion scheme for the classification of urban
land based on the fusion of the morphological information and hyperspectral data, which succeeded
in taking advantage of the spatial and the spectral information simultaneously. The fusion method
based on model optimization built the relationship between panchromatic and multi-spectral images
and obtained higher fusion accuracy, so the model optimization method was assumed to be the best
choice in this article.

The hyperspectral image commonly has high correlation between its bands. Let us denote the
digital number of a pixel as dni,n for band i and pixel n, I = 1, . . . , I; n = 1, . . . , N. I and N are the total
number of bands and total number of pixels in an image, respectively [36]. The vector representation
for pixel n is dnn = (dn1,n, . . . , dnI,n)T. The band mean vector is written as µ = (µ1, . . . , µi, . . . , µI)T,
where µi is the mean digital number of band i. The total covariance of the image is represented by:

∑
T

=
1
N

N

∑
n=1

(dnn − u)(dnn − u)T (2)

Figure 4 shows the band correlation matrix of the hyperspectral data. The diagonal line indicates
the highest correlation, 1, which is represented in white. The darker the tone, the lower is the absolute
value of the correlation. We can see that all the hyperspectral bands are highly correlated except the
former noise bands (the dark black part) [36]. Because the main component of these bands is noise
and they have little relation with the signal, the value of the correlation between these bands and
other bands is very low and appears dark. The contiguous bands along the diagonal line appear
“in blocks” showing high correlation among them. The hyperspectral bands were separated into
4 groups according to their correlation with 4 multi-spectral bands.

Then, the fusion between multi-spectral and hyperspectral images can be transformed to the
fusion between panchromatic and multi-spectral images in each group. The commonly-used method
for multi-spectral and hyperspectral fusion is RIBSR [18,37], but it did not consider the system noise
of the sensor. SEGDV was proposed to conduct spatial and spectral fusion to generate the simulated
hyperspectral image. For a fixed pixel, the spectral curve profiles of CCD and HSI were discrepant,
but they must present a similar change trend, because the reflectance of an object must keep consistent,
no matter which sensor was used. Suppose that for the same spectrum range, the reflectance value
difference was caused by the systematic errors between the CCD and HSI sensors. We also suppose
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that the systematic error is independent of wavelength, which means the error is constant for all the
bands. For two random points a, b in spectral curve, we can express this as follows:

CCDa = A + α (3)

CCDb = B + α (4)

HSIa = A + β (5)

HSIb = B + β (6)

CCDa, CCDb, HSIa and HSIb represent the reflectance value for spectrums a and b recorded by CCD
and HSI, respectively. A, B, a and β represent the true value and the systematic error of CCD and HSI
for spectrums a and b, respectively. After some operations, we could get:

CCDa − CCDb = HSIa − HSIb (7)

However, the spectrum range of CCD is large relative to that of HSI. There are no such bands in
the actual multispectral and hyperspectral images that can cover the same spectral wavelength [17].
In this paper, all the HSI bands in the spectrum wavelength range of the CCD were averaged to
match the CCD. For example, HSI Bands 26–53 (0.519–0.602 µm) were used to match CCD Band 2
(0.52–0.603 µm); HSI Bands 61–75 (0.632–0.692 µm) were used to match CCD Band 3 (0.63–0.693 µm);
HSI Bands 88–110 (0.759–0.909 µm) were used to match CCD Band 4 (0.76–0.903 µm). Because the
noise of HSI is very heavy in the first 25 bands (0.46–0.516 µm) and there are some outliers after
atmospheric correction in these bands, these bands corresponding to CCD Band 1 (0.43-0.52 µm) were
not computed. In this way, the means of each HSI group could be matched with the corresponding
CCD band value.
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Figure 4. The correlation between hyperspectral bands (the darker the tone, the lower is the absolute
value of the correlation between bands.) and their separation into 4 groups according to their correlation
with 4 multi-spectral bands.

Most HSI bands have been matched with CCD, but some HSI band spectra still are not covered
by CCD, such as HSI Bands 54–60 and 76–87. The hyperspectral images always have a high band
correlation. The correlation between CCD bands and HSI bands was calculated. It shows that HSI
Bands 26–53 have the highest correlation coefficient with CCD Band 2; HSI Bands 54–81 have the
highest correlation coefficient with CCD Band 3; HSI Bands 82–115 have the highest correlation
coefficient with CCD Band 4. According to above mentioned knowledge, all the HSI bands were
separated into 3 groups. The CCD value and average of HSI in the corresponding group were seen as
the basis to generate simulated images with fine spatial and spectral resolution using Equation (7).
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2.5. Spatial and Temporal Fusion Model HSTAFM

Spatial-temporal fusion techniques have generated great interest within the remote
sensing community, because they can blend multi-spectral and temporal characteristics to
generate synthetic data with fine resolutions [21,37–46]. Many advances have been made
in the spatiotemporal fusion models, which can be classified into four major categories:
(i) transformation-based, (ii) reconstruction-based, (iii) unmixing-based and (iv) learning-based
models [15]. Transformation-based models include wavelet and tasseled cap transformations [38,39].
They mainly focus on the integration of spatial and spectral information for image enhancement,
instead of constructing a distinct fusion scheme between spatial and temporal information. In the
reconstruction-based models, the fusions are generated by a weighted sum of the spectrally-similar
neighboring information from fine spatial, but coarse temporal resolution, and fine temporal,
but coarse spatial resolution data [40–42]. The unmixing-based models rely on the pixel unmixing
techniques, which downscale the coarse resolution images to generate fine-resolution synthetic
images while preserving the spectral richness and fidelity [43–45]. In the learning-based models,
sparse representation and dictionary learning techniques have generated wide interest [46]. One of
the greatest strengths of the learning-based models is that they can predict both phenology and
type changes. However, they only use the statistical relationship between the fine and coarse
resolution image pair instead of taking any physical properties of remote sensing signals and
combining the physical temporal change in the fusion procedure. Although many advances have been
made, several shortcomings still remain in existing methods. In order to address the limitations of
existing spatiotemporal fusion models and detail time series phenology features of forest to improve
classification accuracy, the Hierarchical Spatiotemporal Adaptive Fusion Model (HSTAFM) was
proposed [21]. It was used in this study to blend HJ-1A CCD and MODIS images to generate time series
fusions with both fine spatial and temporal resolutions. Compared with other spatiotemporal fusion
models, the HSTAFM has the following highlights: (i) it combines sparse representation techniques into
the physical fusion procedure; (ii) it can predict arbitrary temporal changes including both seasonal
phenology change and type change using only one image pair; (iii) it introduces a prior detection
of temporal change and a two-level selection strategy of similar pixels, which ensures the accurate
capturing of temporal change information.

The implementation of HSTAFM includes two major steps: (i) super-resolution of the
coarse-resolution image based on sparse representation; (ii) prediction of the synthetic data by
combining the fine-resolution image derived from Step (i). In the first stage, super-resolution of MODIS
data was first performed to enhance their spatial resolution by CCD-MODIS image pair dictionary
learning. As the transitive-resolution image derived from the first stage is much closer to the actual
CCD image in spatial detail, it can be assumed that the pixel purity between the transitive-resolution
image and CCD image is approximate. Therefore, the conversion coefficients from the prior/posterior
to predicted time between transitive- and fine-resolution (i.e., CCD) images can be assumed to be equal.

Vf (x, y, b) = Vt(x, y, b) =
T2(x, y, b)
T1(x, y, b)

(8)

where Vf and Vt represent the conversion coefficient of the fine- and transitive-resolution images. T1

and T2 denote the transitive-resolution images at prior/posterior time (t1) and predicted time (t2).
(x, y) is the location of a given pixel, and b denotes the b-th band. After the conversion coefficients
have been calculated according to Equation (8), the initially predicted fine-resolution image at t2 can
be obtained through:

F2(x, y, b) = F1(x, y, b) ·Vf (x, y, b) (9)

where F1 denotes the actual fine-resolution image (i.e., CCD) at prior/posterior time (t1) and F2

denotes the initially predicted fine-resolution image at the predicted time (t2). The reflectance
difference is computed between the initially predicted fine-resolution image at t2 and the actual
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fine-resolution image at t1. The difference is employed to explain how much the temporal change is
instead of identifying which specific change it is. Here, all possible temporal changes are categorized
into two classes: significant change (including land cover change and phenology disturbance) and
non-significant change (seasonal phenology change). Each class will be tackled with different strategies
to select similar pixels.

After a two-level selection of similar pixels and weight calculation, the final predicted
fine-resolution image at the predicted date can be computed through Equation (10). Each prediction
of the central pixel’s reflectance will be incorporated with spatial and spectral information from its
corresponding sets of similar pixels Pij.

F(xω/2, yω/2, b) =
ω

∑
i=1

ω

∑
j=1

Wij · Pij · F1(xi, yj, b) ·Vf (xi, yj, b) (10)

Wij =
1/
(
sij · dij)

ω

∑
i=1

ω

∑
j=1

1/
(
sij · dij)

(11)

sij =
Pij ·

∣∣F1(xi, yj)− F1(xω/2, yω/2)
∣∣

ω

∑
i=1

ω

∑
j=1

Pij ·
∣∣F1(xi, yj)− F1(xω/2, yω/2)

∣∣ (12)

dij = 1 +
√
(xi − xω/2)

2 + (yj − yω/2)
2/(1 + ω) (13)

where F denotes the final predicted fine-resolution image. ω denotes the moving window size. (xi, yj)

and (xω/2, yω/2) denote the locations of candidate similar pixels and central pixels, respectively. Pij
is a binary matrix denoting the set of similar pixels, and Vf is the conversion coefficient matrix.
Wij is a combined weight determined by the spectral and distance differences [21] according to
Equations (11)–(13).

HSTAFM was tested using both the simulated and observed dataset, comparing with the other
three state-of-the-art algorithms including the Spatial and Temporal Adaptive Reflectance Fusion
model (STARFM), the Flexible Spatiotemporal Data Fusion Model (FSDAF) and the dictionary
learning-based Spatiotemporal fusion model using only One base Landsat-MODIS image pair
(SP-One) [20], and HSTAFM achieved the highest accuracy. Therefore, this model was used to
conduct spatial and temporal fusion in this paper. The HSTAFM algorithm was realized in MATLAB
2016a software. The NDVIs of CCD and MODIS taken on 29 October 2012 were used as the basis
images to generate the NDVIs of other 20 days for which MODIS images were required. Through
spatial and temporal fusion, we could get the vegetation phenology information with fine spatial and
temporal resolution.

2.6. SVM Classification

After spatial-spectral fusion and spatial-temporal fusion, both fused images have identical spatial
reference and resolution, so they can be combined together to form a new dataset. After feature
combination, a total of 118 variables including 95 spectral variables (Bands 26–110, covering
518–910 nm) and 23 temporal variables are derived, and all the variables are used for classification.
We do not perform additional feature reduction before classification since some experiments have
already demonstrated that band number reduction or feature extraction (such as PCA and wavelet) of
hyperspectral data cannot significantly improve the accuracy compared to just using multispectral
data in the classification procedure [36]. In addition, the study area is not very large, so forest type
classification can be efficiently performed using all useful variables derived from the fusion.

An SVM classifier was used to map various forest types, because SVM has been proven an effective
way to perform hyperspectral classification [47]. In this study, classification and probability estimation
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were performed using an SVM classifier with a radial basis function kernel. A brief description of SVM
is presented in the following. Assume there are l observations from two classes:

(x1, y1)(x2, y2) . . . (xl , yl)
∣∣∣xi ∈ RN , yi ∈ {−1, 1} (14)

xi denotes the samples. yi is a collection of labels that represent the category of xi. i is the i-th sample.
Let us assume that two classes are linearly separable. This means that it is possible to find at least one
hyperplane (linear surface) defined by a vector w ∈ RN and a bias b ∈ R that can separate the two
classes without errors. Finding the optimal hyperplane involves solving a constrained optimization
problem using a quadratic equation. The optimization criterion is the width of the margin between the
classes. The discrimination hyper-plane is defined as follows:

f (x) =
l

∑
i=1

yiaik(x, xi) + b (15)

where k(x, xi) is a kernel function and where the sign of f (x) denotes the membership of x. Constructing
the optimal hyperplane is equivalent to finding all nonzero ai values, which are called Lagrange
multipliers. Any data point xi corresponding to a nonzero ai is a support vector of the optimal
hyperplane. A desirable feature of SVMs is that the number of training points that are retained as
support vectors is usually quite small, thus rendering them compact classifiers. More information on
SVMs is provided in [48,49].

Forest, farm and shrub are identified as the three main land covers types in the study area.
The forest can be separated into 5 categories according to the dominant tree species: China fir,
Pinus massoniana, broad-leaved, mixed and bamboo forest. Because too many broad-leaved tree
species co-existed in their distributed area, it is impossible to delimit their boundaries such that all
the broad-leaved tree species are incorporated into one category. A total of seven object types, China
fir, Pinus massoniana, broad-leaved, mixed, bamboo forest, shrub and farm, were identified in the
classification. All the Regions Of Interest (ROIs) for training samples and validating accuracy were
processed using the ENVI 5.4 software. We used Chinese NFI data and the Statues of Forest Resources
Report (http://www.forestry.gov.cn/) to determine the ROIs of forest types at the local level. A total
of 387 ROIs were selected, and all the reference ROIs were divided into two groups: 281 for training
samples and 106 for evaluating the classification accuracy. SVM was conducted in ENVI 5.4 software.
The Radial Basis Function was set as the kernel function of SVM. The Gamma of the kernel function
was set to the system default value of 0.034, and the penalty parameter was set to 100.

3. Results

3.1. Results of Spatial and Spectral Fusion

In order to acquire images with fine spatial and hyperspectral resolution, the SEGDV model was
used to conduct spatial-spectral fusion between multispectral CCD and hyperspectral HSI images.
The algorithm was realized in IDL 8.6 software. Because the CCD and HSI sensors were carried on
the same platform and the images were both taken on 20 December 2012, they have identical spatial
reference and similar spectral information and could be matched together in the spatial and spectral
domain. Figure 5 displays the standard false color composite image (NIR-R-G) of the original CCD,
HSI and SEGDV fusion image. We could find that the SEGDV fused image could retain the detailed
spatial resolution from the CCD data while preserving the consistent spectral information of the
original HSI data. We further randomly selected one sample pixel in the homogeneous area of each
category. Figure 6 shows the multi-spectral profiles and fused hyperspectral profiles of the selected
sample. It could be found that the fused image greatly enhanced the spectral resolution compared
with the multispectral CCD image, and the spectral profiles of CCD and the corresponding profiles of

http://www.forestry.gov.cn/
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HSI have kept the same walking trend, which demonstrated the effectiveness of SEGDV in blending
spatial-spectral information.
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3.2. Results of Spatial and Temporal Fusion

In order to obtain detailed forest phenology information, which is an important variable
to describe and distinguish different forest types, the HSTAFM model was used to conduct
spatial-temporal fusion between CCD and MODIS images [21]. The HSTAFM algorithm was realized
in MATLAB 2016a software. The CCD and MODIS images taken on 20 December 2012 and another
MODIS image taken on the predicted date were used as the basis to predict the unknown CCD on the
predicted date. As shown in Figure 7, we could find that the fused image could enhance the spatial
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information significantly compared with the original MODIS image. The seven above-mentioned
sample pixels were used again to describe the time series changes of various forest types. In Figure 8,
it could be found out that most forest spectral profiles are well in accordance with the actual forest
phenology. The forest began to grow in spring, and the NDVI increased in February–April. The NDVI
reached its peak in September and began to decrease in December. Differences among the NDVI time
series profiles of different forest types are very important to differentiate different forest types.
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shrub forests and farm in 2012.

3.3. Forest Type Classification

The classification results are evaluated to determine the accuracy and reliability levels.
The confusion matrix is used to compare the number of pixels divided into a class by the number of
pixels for the class in the ground truth (Figure 9). Every column denotes the ground truth. Each line
shows the classification results. As the value increases along the diagonal, the level of accuracy
increases. The overall accuracy level is the ratio of correctly classified pixel numbers to all pixel
numbers. The commission error refers to pixels categorized into a class of interest that belong to other
classes. The omission error refers to pixels that belong to the real classification of the surface, but
that are not correctly classified by the classifier. The producer’s accuracy level is the ratio of pixels
correctly classified into a class of interest to the total number of ground truth pixels of the class of
interest. The user’s accuracy level refers to the ratio of pixels correctly classified under the class of
interest to the number of total pixels classified under the class of interest by a classifier [50].
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Figure 9. The confusion matrix of classification. The highlighted elements represent the main diagonal
of the matrix that contains the cases where the class labels depicted in the image classification
and ground dataset agree, whereas the off-diagonal elements contain those cases where there is
a disagreement in the labels.

In order to validate the effectiveness of the proposed method, comparison experiments were
conducted. Classification results derived from single Landsat 8, single spatial-spectral fusions and
spatial-temporal fusions were used to compare with that derived from the spatial-spectral-temporal
integrated fusion image. As shown in Figure 10, compared with the NFI data (Figure 10e), which
served as the true distribution of various forest types, we could find out that the Landsat-based
classification (Figure 10a) failed to separate those less distributed categories, such as broad-leaved,
shrub. In addition, the China fir coverage was overestimated, and the mixed forest was underestimated.
Although most forest types were correctly classified in the results derived from the spatial-spectral
fusion image (Figure 10b), the classification map is too fragmented. As for the classification results
derived from the spatial-temporal fusion image (Figure 10c), the majority of forest types were correctly
classified, and the fragment phenomenon was also improved significantly, but there still existed some
obvious errors, for example the broad-leaved forest was overestimated in the middle-east, while it
was underestimated in the southeast of the study area. Generally, the classification derived from the
spatial-spectral-temporal fusion achieved the most plausible result (Figure 10d). We could find that
most forest types were correctly classified except for some local areas for which a small portion of China
fir was still misclassified into broad-leaved forest and some Pinus massoniana was underestimated.

From Tables 2 and 3, we can find that most forest types have achieved ideal accuracy except
Pinus massoniana and broad-leaved forest. It should be pointed out that all the images were classified
using exactly the same samples, and the proposed method has achieved the highest accuracy and
Kappa coefficient (Table 4). Another interesting point is that the accuracy of spatial-temporal fusion
was better than spatial-spectral fusion, showing that the time series phenology information is more
effective than spectra information in the classification of different forest types.

Table 2. The confusion matrix of spatial-spectral-temporal integrated fusion.

Class Bamboo Farm Shrub Broad-Leaved Masson China Fir Mixed Total

Unclassified 0 0 0 0 0 0 0 0
Bamboo 1076 0 0 38 0 0 39 1153

Farm 0 45 0 0 13 5 0 63
Shrub 0 0 53 0 2 0 0 55

Broad-leaved 36 0 10 144 1 71 5 267
Masson 15 3 3 0 63 19 11 114
China fir 82 0 3 21 17 751 54 928

Mixed 16 0 7 21 24 51 758 877

Total 1225 48 76 224 120 897 867 3457
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Table 3. The commission error, omission error, producer accuracy and user accuracy of each forest type.

Commission (%) Omission (%) Prod.Acc (%) User.Acc (%)

Bamboo 6.68 12.16 87.84 93.32
Farm 28.57 6.25 93.75 71.43
Shrub 3.64 30.26 69.74 96.36

Broad-leaved 46.07 35.71 64.29 53.93
Masson 44.74 47.5 52.5 55.26
China fir 19.07 16.28 83.72 80.93

Mixed 13.57 12.57 87.43 86.43

Table 4. The overall accuracy and Kappa coefficient of each method.

Landsat Image Spatial-Spectral
Fusion

Spatial-Temporal
Fusion

Spatial-Spectral-Temporal
Integrated Fusion

Overall accuracy 69.95% 70.95% 78.94% 83.60%
Kappa 0.59 0.61 0.72 0.78
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4. Discussion

4.1. The Classification Result

From Table 4, we can see that the proposed spatial-spectral-temporal fusion has achieved the
highest overall accuracy of 83.60%. In Tables 2 and 3, we could also find that most categories have
achieved plausible accuracies. However, broad-leaved forest and Pinus massoniana did not achieve
satisfactory accuracies, which could be caused by two potential reasons. On the one hand, as shown in
Figure 6, we could find that the differences of spectral profiles between China fir and Pinus massoniana
and between broad-leaved forest and shrub curves are very small. Moreover, as shown in Figure 8,
the temporal changes of China fir and Pinus massoniana also have very similar paces, as was the case
for the temporal changes of mixed forest and farm. This inevitably added difficulties to distinguishing
these forest types. On the other hand, the NFI data were assumed to be the ground truth of forest types
in this study, but in fact, they may still have some biases. In Figure 10e, we could find that the areas
of Pinus massoniana, farm, shrub and broad-leaved forest are very small so that less samples would
be picked up (Table 2). Furthermore, these forest types were sparsely and fragmentarily distributed,
because the geographic environment of the Gan River nature reserve was very complex and had rich
biodiversity. As their proportions and borders were not clearly differentiated, the existing mixed pixels
would further add difficulties in separating them accurately. It is indeed a difficult task to differentiate
forest types with a 30-m spatial resolution. A promising approach to solve this problem is to seek new
Earth observation data with higher spatial, temporal and spectral resolution to mitigate the effects
of mixed pixels. For example, Ren et al. [51] conducted forest land type precise classification based
on SPOT-5 and GF-1 images and achieved an overall accuracy of 92.28% with a Kappa coefficient
of 0.8996. Unmanned Aerial Vehicles (UAV) might be another effective way to get higher resolution
images. Currently, the spatial resolution of the images acquired from UAV observations can even reach
0.05 m, which will lend great support to improving classification accuracy. On the other hand, how to
select optimum features, such as the vegetation index, the statistical index or making full use of spatial,
spectral and temporal information to separate different forest types, is still a pivotal task.

4.2. The Spatial-Spectral Fusion

In order to demonstrate the advantage of SEGDV, a control experiment was conducted. We should
be aware of the fact that no actual hyperspectral image with high spatial resolution existed in our study
area. An emerging problem is how to quantitatively validate the fusion result without no reference
data. Here, we resampled the HSI with 100-m spatial resolution to 300-m as a coarse resolution
image. We resampled the multispectral CCD with 30-m spatial resolution to 100-m as a fine resolution
image. By fusing the up-sample 300-m hyperspectral image and 100-m multispectral image via the
proposed SEGDV method, we could obtain the fused 100-m hyperspectral image. In this way, the
original un-resampled HSI could be used as the actual reference data to evaluate the fusion accuracy
quantitatively. The commonly-used RIBSR method was used for the comparison experiment.

As shown in Figure 11, we could find that the result of SEGDV provided more spatial detail than
that of RIBSR, such as the bluish farm in the red circle. Additionally, the SEGDV model also achieved
a better visual effect than RIBSR. Two typical land cover types, forest and farm, were selected from
the observed and fused data to further investigate the hyperspectral fidelity. As shown in Figure 12,
no matter the forest or farm, the reflectance profiles share similar trends between the observed and
fused hyperspectral images (Figure 12a,b). We also found that the profile of SEGDV is closer to the real
observed I data in most spectral ranges, especially for forest. The Root Mean Square Error (RMSE) was
adopted to measure the fusion biases between the observed and fused Hyperion data quantitatively.
The RMSE is calculated as follow:

RMSE =

√√√√∑n
i=1

(
X f used,i − Xobs,i

)2

n
(16)
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where n means the total number of bands, i means the i-th band, X f used,i the means the reflectance value
of the i-th band in the fused image and Xobs,i means the reflectance value of the observed hyperspectral
image. From Figure 13, we can see that in most bands, the RMSE of SEGDV is smaller than that of
RIBSR, especially after 800 nm. Above all, we can make the conclusion that SEGDV performs better
than RIBSR.
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Two reasons may contribute to this result. Firstly, SEGDV considered the influence of noise.
The commonly-used RIBSR model [18,36] supposed that if Ia and Ib are two images with the same size,
then their ratio image IR can be calculated as follows:

IR(x, y) = Ia(x, y)/Ib(x, y)
x = 0, . . . , cols− 1;
y = 0, . . . , rows− 1

(17)

x, y means the location of each pixel. Suppose that I1 and I2 are two sets of multispectral/hyperspectral
images of the same scene and having the same size. I1[m1] and I1[m2], I2[n1] and I2[n2] are two different
bands in I1 and I2, respectively. I1[m1] and I2[n1] have the same spectral range, so do I1[m2] and I2[n2].
According to the fact that the ratio of reflectivity of the same kind of land cover in two given spectral
ranges is almost changeless, their relationship can be depicted as follows:

I1[m1]

I1[m2]
=

I2[n1]

I2[n2]
(18)

However, the hyperspectral images are commonly affected by noise [52–54], and when noise exists,
their relationship will not be like this. Secondly, SEGDV considered the relationship between different
bands. SEGDV separated the whole hyperspectral range into several groups. In each group, different
bands were highly correlated with each other, which reduced the errors in spatial and spectral fusion.
Of course, this model also has its problems. In this model, we assume that a band in a multispectral
image corresponds to several bands in a hyperspectral image with a narrower wavelength range,
but this may be not the case. The relationship of the spectra range between HSI bands and CCD still
needs to be considered further.

4.3. The Spatial-Temporal Fusion

Although the spatial resolution has been enhanced greatly after HSTAFM fusion, at the same
time, some errors caused by mixed pixels were still brought in, which eventually led to the uncertainty
of the classification results. The low spatial resolution MODIS images commonly cannot capture
the spatial difference in small areas due to its large spatial resolution (500 m), such that the mosaic
phenomenon is very obvious (Figure 7a). A MODIS pixel (250 × 250 m) was unmixed into about
64 pixels corresponding to CCD pixels (30 × 30 m), and the NDVI calculated from MODIS images
became the basis to conduct spatial-temporal fusion. The mixed pixel and mosaic problems were
eventually transmitted to the fusion results as shown in Figure 7b. Some pixels belong to the same
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one category, but their value showed a big difference. Meanwhile, there are also some outliers in the
time series NDVI profiles (Figure 8), such as the NDVI values on 6 and 9 December, which may be
caused by subpixel clouds, variable illumination conditions and viewing geometries and other remnant
geometric errors. Therefore, how to improve the quality of the data source will be an important step to
produce the final classification results with high accuracy.

5. Conclusions

In this article, we proposed a spatial-spectral-temporal fusion framework through the SEGDV
spatial-spectral fusion model and the HSTAFM spatial-temporal fusion model. The fused image with
fine resolution was used to classify different forest types. The entire research method could be divided
into five parts. First is the data preprocess including the projection transformation, atmospheric
correction and geometric correction to ensure all the images could be well matched in spatial, spectral
and temporal domains. Second, multi-source data fusion was conducted including spatial-spectral
fusion and spatial-temporal fusion. Third, the fused hyperspectral and multi-temporal images were
combined together to form the synthetic fusions, which contained all the spectral and temporal
information. Fourth, training and validation samples were selected, and a SVM classifier was used
to classify different forest types. Last, the classification result was derived, and the accuracy was
estimated. Experimental results showed that compared with the classifications derived from single
Landsat-8 image (69.95%), single spatial-spectral fusions (70.95%) and single spatial-temporal fusion
(78.94%), the proposed method achieved the highest accuracy of 83.6%, thereby providing a new
approach to sub-species classification such as the differentiation of different types of forest, grassland,
crop, wetland, and so on.
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ALS Airborne Laser Scanning
CCD Charge Coupled Device
FLAASH Fast Line-of-sight Atmospheric Analysis of Spectral Hypercubes
FSDAF Flexible Spatiotemporal Data Fusion model
HSI Hyperspectral Imager
HSTAFM hierarchical Spatiotemporal Adaptive Fusion Model
IHS Intensity Hue Saturation
LIDAR Light Detection and Ranging
NDVI Normalized Difference Vegetation Index
NFI National Forest resources Inventory
PCA Principal Component Analysis
RIBSR Ratio Image-Based Spectral Resampling
ROI Regions of Interest
SEGDV Segmented Difference Value

SP-One
Dictionary learning-based Spatiotemporal fusion model using only One base
Landsat-MODIS image pair

STARFM Spatial and Temporal Adaptive Reflectance Fusion Model
SVM Support Vector Machine
VLDI Vegetation Local Difference Index
UTM Universal Transverse Mercator Projection
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