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Abstract

:

The methods used for image contrast enhancement in the wavelet domain have been previously documented. The essence of these methods lies in the manipulation of the image during the reconstruction process, by changing the relationship between the components that require transformation. This paper proposes a new variant based on using undecimated wavelet transform and adapting the Gaussian function for scaling the coefficients of detail wavelet components, so that the role of low coefficients in the reconstructed image is greater. The enhanced image is then created by combining the new components. Applying the Haar wavelet minimises the effects of the relationship disturbance between components, and creates a small buffer around the edge. The proposed method was tested using six images at different scales, collected with handheld photo cameras, and aerial and satellite optical sensors. The results of the tests indicate that the method can achieve comparable, or even better enhancement effects for weak edges, than the well-known unsharp masking and Retinex methods. The proposed method can be applied in order to improve the visual interpretation of remote sensing images taken by various sensors at different scales.
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1. Introduction


The interpretation of image content is performed in a visual and, more and more, in an automatic manner. The radiometric quality of the images in both cases is critical for the resulting analyses. Nowadays many optical sensors are used for acquiring images. Typically, imaging sensors for remote sensing are satellite systems based on linear detector array and digital (formerly analogue) large-format aerial cameras. For capturing cultural heritage or industrial objects, various digital photo cameras are being used, much like those for taking photos from unmanned aerial vehicles (UAV). The diversity of image types is the reason for searching for universal image-enhancement methods.



Image enhancement entails emphasising the essential characteristics and minimising the less important characteristics according to the requirements and purpose of that particular image. One of the most significant ways of enhancing an image is by increasing the local contrast for better representation of the image details [1,2,3].



When an image is analysed, its elements are assigned a meaning in the real world. One looks at an image at various scales, firstly by looking at the image as a whole, and then gradually focusing on various details. Initially, one perceives shapes formed by lines that contrast with their surroundings, and large areas of relatively uniform colour or texture [4]. The ability to perceive edges depends on the line contrast relative to its local background [5]. Another property of the human visual system involves the variable response to luminance, depending on the spatial frequency—the eye reacts as a mid-pass filter [6]. For these reasons, image edges are crucial in the process of analysing image content.



An edge in the image is a spot where there is significant local change in luminance. The condition of the edge visibility depends on sufficient change in luminance, relative to its immediate surroundings, that is, the local background (the threshold value is usually assumed to be 2%) [5]. The aim of the research presented in this paper is to develop a method where the edges are enhanced with low local contrast and the areas with high contrast are left unchanged. This method will be called WLCE (Wavelet-based Local Contrast Enhancement).



The wavelet transform is gaining new fields of application, one of which is in image processing. Wavelets are commonly used for lossy compression, removing noise and fusing images of different geometric resolutions together [1,7,8,9]. Research is being conducted on wavelet edge enhancement [7,10,11]. The discrete wavelet transform (DWT) is used in most cases [1,12,13]. In recent years, there has been a tendency to use more advanced wavelet algorithms. In this paper, the undecimated discrete wavelet transform (UDWT) is used for edge enhancement.



The structure of this paper is as follows. First, in Section 1.1, the characteristics of the UDWT are discussed in the context of the wavelet transform since it is the mathematical base of the proposed image-enhancement method. In Section 1.2, the selected image-enhancement methods are briefly presented. Then, in Section 2, the proposed enhancement method and materials are presented. The section thereafter demonstrates the results of the experiments conducted on six test images with different characteristics. The results of the wavelet enhancement are compared against the unsharp masking and Retinex methods in the visual and quantitative manner. Then, Section 4 discusses the results. The paper concludes with a summary containing an indication of the strengths and weaknesses of the proposed enhancement method and recommended areas of future research.



1.1. The Undecimated Discrete Wavelet Transform (UDWT) versus other Wavelet Transforms


The wavelet transform is the transformation of a signal from the time domain to the frequency domain, wherein the information about the frequency changes in relation to a known time. The name of a wavelet was first used by Grossmann and Morlet [14], but the first algorithm with wavelet transform characteristics was published by Haar in 1910. From a theoretical point of view, the continuous wavelet transform (CWT) is of key importance [15,16]. The CWT is a sum of scalar products of the signal f(t) with scaled and translated versions of the wavelet function ψ(t). There are many types of wavelets and the largest wavelet group is the orthogonal compactly supported wavelet. Among the orthogonal wavelets, the Haar wavelet is the simplest, shortest and oldest [15].



The CWT is inherently redundant and computationally complex and creates a very large data set. Therefore, the DWT is more frequently used in practice. A significant contribution to the development of the DWT was given by Stephane Mallat, who developed a highly efficient algorithm [17]. The decomposition of the signal occurs by splicing the signal with upper-pass and lower-pass filters, representing the basic wavelet and the scaling wavelet, and the results are the wavelet (detail) component and the smooth (coarse) component. The decomposition can be continued on subsequent resolution levels. Dyadic sub-sampling occurs between splicing sequences. Both the wavelet decomposition and the signal reconstruction can be realised using matrix transformations which consist of the multiplication of signal by the filtering matrix constructed out of filter coefficients and sequences of zeroes [18].



The DWT has two significant drawbacks: the length of the signal must be a natural power of the number 2, and the result of the transformation is dependent on the signal shift. However, these difficulties disappear if one abandons the dyadic sub-sampling and uses the oversampling in the filter matrix instead in accordance with the so-called “algorithme a trous” [19]. Apart from the UDWT, this redundant transformation variant has several names: non-decimated DWT, maximal overlap DWT, shift invariant DWT, translation invariant DWT, redundant DWT (RDWT), and stationary wavelet transform (SWT) [18,20,21].



In the UDWT, the signal reconstruction is a process that is inverse to decomposition, which uses the inverse of the filtering matrix, as in the DWT. The UDWT can be implemented in the MRA (Multi-Resolution Analysis) variant [18,20]. In this case, the reconstruction of a 2D signal occurs by summing up the components, as represented by the formula:


    x  =   s  J  +   ∑   j = 1  J    ∑   k = 1  3    d   j , k     



(1)




where x is the 2D signal (e.g., a digital image represented by the matrix with the size of M∙N), sJ is the smooth component from the last decomposition level J and dj,k denotes a series of three detail components k = {1, 2, 3} (vertical, horizontal, and diagonal) for the decomposition level j = {1, 2, …, J}.



The transformation components obtained from the UDWT-MRA variant vary from those in the classical UDWT algorithm. From both the undecimated variants, only the classical UDWT preserves the energy of the signal during its decomposition, like the DWT. For all cases of wavelet transformation, the distributions of the detail coefficients are strongly uplifted at zero and are modelled by the generalised Gaussian distribution (GGD) [17,22]. A more detailed description of UDWT decomposition and reconstruction can be found in [23].




1.2. Selected Image-Enhancement Methods


There are many image-enhancement methods and the most general divisions distinguish between two groups: those operating in the spatial domain and those operating in the frequency domain [1]. Those operating in the spatial domain group are numerous and most of them probably use histogram-based techniques, which are more suitable for global rather than local contrast enhancement. Good local contrast enhancement results are achieved by the unsharp masking (UM) and Retinex methods, which also operate in the spatial domain. The classic UM algorithm first smooths the image with the Gaussian mask, and the resulting blurred version is subtracted from the source image [5]. The classic Retinex algorithm also subtracts the blurred version from the source image. However, instead of pixel values (Digital Number—DN), their logarithms (in DN) are subtracted. Consequently, there is a resulting logarithm of the quotient of the source image and the blurred image. For this reason, the Retinex method enhances edges more strongly than the UM. Newer Retinex algorithms carry out edge enhancement at several scales, i.e., Multiscale Retinex (MSR) [24,25] and have been used for uneven illumination correction [26]. Both the UM and MSR methods have been implemented in a number of image processing tools and are commonly used, hence they were selected as the reference methods in this study.



The frequency domain was first used for image enhancement by the Fourier transform [1,5]. The transform gives the synthetic frequency spectrum for the entire image and cannot specify the locations where changes in frequencies occur. Therefore, it is especially effective in the removal of systematic noise. A method which uses the Fourier transform for illumination and contrast balancing of satellite images is presented in [27]. The wavelet transform does not have this shortcoming, and is able to locate where particular frequencies occur. Thus its use for image enhancement is wider and new possibilities of application are still being discovered. Additionally, the Gabor transform is also widely used, which combines the characteristics of the Fourier and wavelet transforms. The Gabor transform is employed in applications that incorporate fingerprint analysis and facial recognition [28].



The wavelet transform is considered one of the best methods for the reduction of random noise. The principles used in wavelet noise reduction have resolved certain issues in the present study’s image enhancement concept. For this reason, it is advisable to outline wavelet noise reduction. The method can be divided into three main stages: (1) the DWT signal transform; (2) cutting off the noise from the signal in the wavelet space; and (3) the reconstruction of the signal [29]. A characteristic feature of noise is its concentration on the first wavelet decomposition level and its fading in subsequent levels. The simplest method to cut off noise (referred to as the hard method) involves zeroing the wavelet coefficients, whose absolute value is less than or equal to the predetermined threshold value (the coefficients of a greater value remain unchanged). The basic problem is in finding the threshold for cutting off the noise from the signal. The SureShrink method uses the well-known Stein’s Unbiased Risk Estimator (SURE) for this purpose [30]. Further work on the improvement of wavelet image noise reduction continue to be conducted [29,31,32].



The original method of image enhancement, by combining operations in the spatial domain and the frequency domain, was proposed in [33]. It involves scaling the DWT coefficients to achieve an image with optimal mean and standard deviations of luminance. The scaling ratio is calculated in the wavelet space, by analysing the contrasts in subsequent decomposition levels. Another way to perform operations on the histogram using the wavelet transform is shown in [34]. It demonstrates that it is possible to achieve favourable histogram equalisation by analysing the wavelet coefficients of the adjacent pixels. A method which combines contrast limited adaptive histogram equalisation (CLAHE) with DWT is presented in [35]. The simultaneous use of the DWT and UDWT for image resolution enhancement is proposed in [11].



Enhancement of image contrast by scaling the wavelet coefficients is becoming more and more popular. Various solutions indicate different image parameters for optimisation [36,37,38]. Most of the solutions increase the defined contrast, using a particular statistical measure. The term “multiscale local contrast” is very often applied, based on the definition given by Peli [39]: the ratio of the coefficients after the upper-pass transformation to the image coefficients after the lower-pass transformation. These particular solutions use linear or non-linear functions for scaling the wavelet coefficients, with thresholds for large coefficients [12,37,40]. One paper [41] has reported successful enhancement via the employment of a non-linear function based on the local dispersion of the wavelet coefficients modelled as a bivariate Cauchy distribution. Another paper [13] adopted image entropy as the criterion for image enhancement. Notably, the contrast enhancement applies to the intensity (brightness, luminance) component of the perceptually oriented colour model (e.g., Value in HSV model) in the case of colour images.





2. Methods and Materials


2.1. Concept of the WLCE Method


The proposed image enhancement concept involves manipulating the reconstruction process so that the detail components are over-represented in the creation of the image. Because the aim is local contrast enhancement, manipulation in the reconstruction can also include specifically chosen details, which can be individually scaled in a nonlinear manner. Finally, the proposed enhancement can be realised by the summation of signal and details. The WLCE concept is based on ideas presented in papers [12,37,40]. The form of scaling function and the output image reconstruction by summation of scaling wavelets components is innovative.



The foundation of the concept includes the following assumptions:

	
the detail components are predictors of the local contrast,



	
after some levels of decomposition the smooth component becomes an approximation of the illumination of the image,



	
the over-representation of details during the image reconstruction enhances the local contrast,



	
the simplest way to the over-representation of details is the summation of source image and details,



	
the appropriate selection of scaling factor of details during summation it possible to enhance the selected spatial frequencies of the image,



	
the linear or gamma transformation of the smooth component enables a reduction in the influence of illumination.








The abovementioned over-representation of details can be described as follows:


     x ′   =  x  +   ∑   j = 1  J    ∑   k = 1  3    w   j , k   ∘   d   j , k     



(2)




where x and x’ are input and enhanced images respectively, wj,k describes matrices containing various scaling factors (weights) for individual details and ° represents the operator of the Hadamard product (multiplication of wavelet coefficients by scaling factors).



In the course of enhancement, it is necessary to control the intensity range of image (DN) and, if necessary, take preventative measures. Most commonly, a DN range exceedance is caused by large wavelet coefficients, which are a small part of the whole set. Such cases are easily eliminated by assigning a scaling factor with the value of 0 to large coefficients. If the DN range exceedance is not of an incidental character, then it is helpful to change the global contrast of the smooth component by narrowing the range or by reducing the DN. Taking into account these operations, we will get the general formula for the reconstruction with enhancement:


     x ′   = a    s  J  γ  + b +   ∑   j = 1  J    ∑   k = 1  3    d   j , k   +   ∑   j = 1  J    ∑   k = 1  3    w   j , k   ∘   d   j , k     



(3)




where x’ is enhanced image, a, b, γ are coefficients of the transformation of the smooth component. Since the aim of the enhancement is not to visualise the image but to process it further, the image can be saved with a larger number of bytes.



The aim of detail scaling is to more strongly enhance those places where the contrast is low. To achieve this, one should give a greater scaling factor to small wavelet coefficients and a smaller scaling factor (or equal to 0, i.e., leaving the local contrast unchanged) to larger wavelet coefficients. The established expectations are met by the scaled Gaussian probability density function of the zero-mean normal distribution (PDF). The adopted PDF is then called scaling function.




2.2. Data and Pre-Processing


Six images with different characteristics were selected for testing. The first image was taken in a photographer’s atelier by the author with a Nikon D camera, with a 55 mm camera lens, on a tripod and with artificial lighting. The image depicts an old camera made by Voigtländer in 1936 and is called Camera. The second image called Fourvière portrays an architectural detail, and was downloaded from a website maintained by F.A.P. Petitcolas. The third and fourth images are parts of aerial photographs with a ground resolution of about 10 and 42 cm, and are called Estate and Land, respectively. Estate was taken using a Leica airborne digital metric camera by the MGGP Aero company in 2010. Land was obtained using a Wild aerial analogue camera in 1993 and subsequently digitised with a resolution of 1814 dpi using a Leica photogrammetric scanner. The fifth image called Suburb is part of an orthorectified IKONOS scene from 2005, with a resolution of 1 m. The last image, City, has a resolution of 5 m, and is part of an IRS-1C scene from 2000. All the aerial and satellite images depict various areas of the Malopolska region in Poland, whose principal city is Krakow. The first three photographs are colourful (Red, Green, Blue channels) and Land, Suburb and City are panchromatic.



The RGB images were converted into 8-bit greyscale images using the standard mix: 30% R, 59% G and 11% B. Before the wavelet enhancement was performed, the images, apart from Camera, were denoised using the SureShrink method. All test images were enhanced using the WLCE, UM and MSR methods.




2.3. Processing of the WLCE Method


During the experimental work, multiple orthogonal wavelets (Daubechies, Least Asymmetric) were tested, but the Haar wavelet was found to be best suited for edge increasing. It has the shortest support out of the entire family of orthogonal wavelets. As a result, the wavelet detail response at the edge extends only to the immediate vicinity (one position to the left and right for the first level of decomposition).



Prior to enhancing Camera (Figure 1a), it was established that the aim was to improve the visibility of the following minor parts: the barely visible text on the front of the camera, the soft texture of the leather box and the texture of the background (a fabric with a regular fine pattern). The aim of the enhancement of Fourvière (Figure 1b) was to improve the visibility of all the details across the image but especially in the bottom section. In the case of Estate (Figure 1c), the enhancement was focused on the edges in the shadowy area and in the over-exposed area (the building walls). The most important enhancement aim for Land (Figure 1d) was to improve the boundary visibility of the land parcels. In the case of Suburb (Figure 1e), the enhancement was focused on the improvement of vegetation visibility. The aim of the enhancement of City (Figure 1f) was to increase the visibility of linear spatial structures. For all tested images, it was also assumed that the easily visible elements should not be enhanced. Due to the very narrow histogram of DN, the source City image, and its UM enhancement were shown with histogram stretching applied. All other source images and all other enhanced images are presented without stretching. The WLCE and MSR methods use the full range of DN and this method can be called a quasi-stretching.



After a number of attempts it was concluded that the last part of formula (3) can be replaced with a simpler form:


     ∑   j = 1  J    ∑   k = 1  3    w   j , k   ∘   d   j , k   ⇒   ∑   j = 1  J    w  j  ∘   ∑   k = 1  3    d   j , k     



(4)




in which first, the details are summed up (k = 1, 2, 3) for level j, and then the sums are scaled with the matrix wj (therefore the scaling functions, represented by matrices, have index j only).



There are two parameters for the PDF-based scaling functions: standard deviation sd and gain g. For the particular detail coefficients d, the over-representation value Δd is calculated in the following manner:


   Δ d = g · P D  F  s d    ( d )    



(5)







As an initial value of the sd of the PDF, the multiplication of the standard deviation of the particular detail component was assumed to be three. The parameter g equals one and was taken as the first value. The final value of parameters sd and g were chosen empirically in order to achieve the goal of enhancement. It was found that in all four cases the wavelet coefficients that are important for its established objectives extend across as many as four levels of decomposition. After analysing the size of the detail coefficients at different levels for the Camera image, it was concluded that it is necessary to cover the details of the fourth level as widely as possible and quickly attenuate the details of the first level. In a similar empirical way, scaling functions were chosen for the other images. All terrestrial and aerial images had the over-representation applied for four levels of decomposition. In the case of satellite images, only three levels were scaled. The finally selected scaling functions are shown in Figure 2.





3. Results


3.1. Qualitative Analysis of the Results


Figure 3 is an enlargement of a selected portion of the Camera image and makes it possible to compare the results of the WLCE with the results of the UM and the MSR methods. A visual comparison suggests that the proposed method, compared to the UM and MSR, enhances the contrast in a sustainable way and also better eliminates the influence of light. It is also worth mentioning that the WLCE, in comparison to UM, is more effective in the critical areas (small texts, details of the lens housing, including the porous ring). Also, the effect in the reduction of the influence of light is visible for the wavelet enhancement (the background is more uniform).



Comparisons between other test images yielded similar results. The following five figures, Figure 4, Figure 5, Figure 6, Figure 7 and Figure 8, are an enlargement of the selected portion of the Fourviere, the Estate and the Land images respectively. It can be seen that the UM method sharpens both the strong edges, which are visible enough in the original image, as well as the weaker edges. The top of the wavelet-enhanced Fourviere image is quite similar to the UM results. At the bottom, however, the WLCE method gives stronger edge enhancement. There is an obvious visible reduction in the influence of illumination in the case of the Estate image enhanced using wavelet. This is the effect of the transformation of the smooth component (according to the Formula (3)).



A visual assessment of the images compared in Figure 3, Figure 4, Figure 5 and Figure 6 shows a clear improvement of the edge discernibility for all methods, but the WLCE and MSR methods produce a stronger enhancement than UM. However, the MSR method does cause some luminance (Figure 6d—see the brightening of the sculpture’s forehead).




3.2. Quantitative Analysis of the Results


Two measures were used for the quantitative assessment of the enhancement results. The first was entropy, which depicts the amount of information content in the image [1,5,26,42]. All images were first normalised to a DN range of 0–255 in a linear manner. The entropy values are shown in Table 1.



The second analysis is based on the variance ratios calculated between the enhanced images in relation to the source images in the wavelet domain. Initially, a wavelet transform was performed on all compared images using classic UDWT, in order to preserve the energy of the signal during decomposition. The decomposition included five levels, i.e., one level more than during the wavelet enhancement. The ratios are the results of the division variances of wavelet components of the enhanced images compared to the source images. The variance of components were first normalised in relation to the variance of the image. In the images with enhanced edges, the detail variance should be greater than in the source images, and the smooth component should have a smaller variance. It should be noted that the comparison was conducted for variances representing the sum of the variances of all the detail components at a given level of decomposition (d1–d5); this obviously does not apply to the smooth components (s5). Results are depicted in Table 2 and Table 3.





4. Discussion of Results


From a theoretical point of view, higher values of entropy indicate higher visual quality. As has been shown in Table 1, all enhancement methods increase the entropy, but the wavelet and MSR methods more obviously then UM, with the Estate image being the only exception. In this case, however, there is a conflict between the measurement and the visual assessment, especially in the shadowy area, where wavelet and MSR-enhancement methods provide a clearer image. There are three reasons for this: firstly, the enhancement was concentrated only on a part of the image, and entropy was computed for the full frame; secondly, the entropy is not an ideal measure of image visual quality [43]; and thirdly, the model of users’ evaluation of image photometric quality is not fully recognised [44]. A similar conflict between the quantitative and visual assessment can be seen in the entropy of the Camera image: the measurement for MSR is higher but the visual quality is significantly worse than the image enhanced by wavelet (Figure 3—compare the inscription on the front of the camera). It should be mentioned that the wavelet method provides significantly higher entropy for Fourvière, Land, Suburb, City images, and is comparable to the highest value of the other two images.



The image variance is an indicator of image energy and indirectly of local contrast. For all enhancement methods, the variances in the detail components was greater for those images compared to the source images for the first three levels of decomposition, in some cases even for all analysed levels (Table 2 and Table 3, ratios >1). For the wavelet method, stronger detail enhancement was obtained almost on all over-represented levels of decomposition. For not-scaled levels, the ratios are falling and sometimes are lower than one. The only exception is noted for the first two levels of decomposition for Land image. The reason in this case is easy to clarify: the scaling factors for the first two levels were relatively small, as shown in Figure 2d. The smaller wavelet ratios for the smooth component, compared to those from the other methods, shown in the last row of Table 2 and Table 3, was expected. There is evidence of the energy being transferred to the detail components. If the smooth component has a small variance, then we are dealing with the background image. The hypothesis regarding the increase in local contrast was confirmed.



The strongest over-representation has been applied in most cases at the second level of decomposition. Land is the only exception as it is hardly noised and the noise is concentrated on the first level (denoising was not effective enough). In comparison to all other cases, the scaling function for the satellite image City is very strong, as this was the way to stretch the very narrow histogram range. All of the aims for the enhancement of images, specified in Section 2.3, were achieved. Due to the poor quality of source images, the most spectacular results of the WLCE were achieved for Fourvière and City.



Comparison of WLCE with other well-known methods successfully used in image processing shows that the proposed method can achieve comparable and even better enhancement effects. Importantly, wavelet enhancement bears some resemblance to both the UM method (creating the halo effect) and the MSR method (extreme light exposure). The functionality is similar to both reference methods, but wavelet enhancement is more flexible. WLCE makes it possible to achieve the intended purpose: the method enables controlled image enhancement, and the decision to enhance certain contrasts can be made during the selection of scaling function parameters. A visual comparison of enhanced images (Figure 3, Figure 4, Figure 5, Figure 6, Figure 7 and Figure 8) suggests that the WLCE method increases the local contrast but decreases the global contrast. This effect occurs due to the reduced emphasis of the smooth component during reconstruction (Formula (3)). It is also worth mentioning that the global contrast decrease is a result of the reduction of the effects of illumination.



Use of the proposed WLCE method can cause problems when noise is present in the image. The scaling of the wavelet coefficients of the details, specifically the coefficients for the first level, may lead to an increase in noise. In this situation, prior to enhancement, removing the noise is necessary. The methods based on wavelets are the most effective in achieving this.



The increase in the values of some wavelet components and the reduction of the others are de facto disturbances in the image reconstruction phase. As verified in the case of the Haar wavelet, the effects of the disturbance take the form of brightening or dimming within the buffer around the edge. The application of any other wavelet increases the buffer zones, which produces the sensation of artefacts in humans much faster. In the presented method, the results of enhancement must be checked empirically and it is not possible to clearly predict the effects prior to the enhancement. This is a drawback of this method. In practice, however, other enhancement methods like UM and MSR are applied by trial and error as well.



The usage of six images with different characteristics in the research, has made it possible to demonstrate the adaptability of the WLCE method of image enhancement. This has been achieved by scaling particular image features appropriately as required for each particular enhancement.



The studies have shown that most images require noise removal prior to wavelet enhancement. Denoising was unnecessary only in the case where the image was taken in a photographer’s atelier, where camera to object distance was only a few meters. In the case of significantly larger distances, and with the addition of natural light and atmospheric influence, even the usage of professional sensors does not eliminate the noise.




5. Conclusions


The undecimated wavelet transform converts an image into a set of components which express parts in steadily decreasing frequency. The proposed WLCE involves exposing the high-frequency information and attenuating the low-frequency information. However, in addition to the interpretation of the method from the point of view of the frequency analysis of the 2D signal, one can look at the method through the eyes of a person who “reads” the image. In the first phase of the content analysis, the person subconsciously isolates “an item” that appears on “a background.” From this point of view, the proposed method enhances the foreground and weakens the background. Essentially, only the detail coefficients are changed during the reconstruction process. Optionally, however, the smooth components may be changed as well, by linear transformation, so as to weaken its role in the enhanced image. The change of the smooth component may also be forced—this can be applied to the situation where the enhancement of the details results in exceeding the numerical range of brightness for 8-bit images.



The WLCE method, compared to other solutions, is more user oriented, as the user decides which properties of the image should be improved. However, the selection of the scaling function parameters are critical for good quality results. It should be mentioned that the selection of the scaling function parameters must be performed manually for each case. Further development of this method, where the optimal selection of critical parameters is automated, is conceivable, but an indication of where the enhancement is required in the image is likely to remain a manual task; recognising areas as critical for the interpretation of the content is dependent on the purpose for which the image is being used.



Significant limitations of the WLCE method need to be considered, such as its relatively high computational cost and high computer memory usage. Thus, during practical implementation, measures would have to be taken to mitigate these drawbacks. However, this should not be particularly difficult. For very large images, it is possible to carry out operations on separate segments and then release unnecessary memory resources after completing these particular segments.



The visual interpretation of remote sensing images is still important. Furthermore, the visual quality of the images affects the results of the automation (e.g., in land use/cover classification, in image segmentation, image matching). For the automatic processes, the enhanced images with a large range of DN can be stored with any number of bits. The proposed WLCE can be extended to colour images. In order not to increase the calculation load, it would be necessary to use a model that isolates the intensity component and chromatic components (such as Lab, Luv). Then the wavelet enhancement would be applied only to the component of intensity, and the chromatic components would be unchanged or processed using simple means, such as histogram stretching. Verification of this hypothesis requires further detailed research.
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Figure 1. The general comparison of the source images (left/top) and the wavelet-enhanced images (right/bottom): Camera (a); Fourvière (b); Estate (c); Land (d); Suburb (e); City (f). 
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Figure 2. Functions used for scaling the wavelet coefficients of the decomposition levels one (red), two (blue), three (green), four (brown) of the images Camera (a); Fourvière (b); Estate (c); Land (d); Suburb (e); City (f). 
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Figure 3. Detailed comparison of the Camera image and the enhanced images: source image (a); WLCE (b); UM (c); MSR (d). 






Figure 3. Detailed comparison of the Camera image and the enhanced images: source image (a); WLCE (b); UM (c); MSR (d).



[image: Remotesensing 09 00025 g003]







[image: Remotesensing 09 00025 g004 550] 





Figure 4. Detailed comparison of the Fourvière image and the enhanced images: source image (a); WLCE (b); UM (c); MSR (d). 
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Figure 5. Detailed comparison of the Estate image and the enhanced images: source image (a); WLCE (b); UM (c); MSR (d). 
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Figure 6. Detailed comparison of the Land image and the enhanced images: source image (a); WLCE (b); UM (c); MSR (d). 
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Figure 7. Detailed comparison of the Suburb image and the enhanced images: source image (a); WLCE (b); UM (c); MSR (d). 
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Figure 8. Detailed comparison of the City image and the enhanced images: stretched source image (a); WLCE (b); stretched UM (c); MSR (d). 
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Table 1. Comparison of entropy for source and enhancement images.
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Test Image

	
Source

	
WLCE

	
UM

	
MSR






	
Camera

	
6.67

	
7.07

	
6.80

	
7.10




	
Fourvière

	
5.78 1

	
6.85

	
6.56

	
6.71




	
Estate

	
7.10/7.11 2

	
7.16

	
7.17

	
7.02




	
Land

	
6.78 1

	
7.30

	
7.09

	
7.21




	
Suburb

	
6.43 1

	
6.82

	
6.70

	
6.74




	
City

	
5.29 1

	
6.88

	
6.12

	
6.76








1 denoised image was used as source image for all enhancement methods; 2 denoised image was used as source image only for wavelet enhancement. The maximum entropy values are in bold.
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Table 2. Comparison of variance ratios in the wavelet domain in relation to source images (Camera, Fourvière, Estate).







Table 2. Comparison of variance ratios in the wavelet domain in relation to source images (Camera, Fourvière, Estate).







	
Wav. Component

	
Camera

	
Fourviere

	
Estate




	
WLCE

	
UM

	
MSR

	
WLCE

	
UM

	
MSR

	
WLCE

	
UM

	
MSR






	
d1

	
8.71

	
1.55

	
3.36

	
2.97

	
2.46

	
1.89

	
2.50

	
2.06

	
2.22




	
d2

	
8.50

	
1.58

	
3.26

	
2.75

	
2.38

	
1.74

	
2.54

	
1.94

	
1.93




	
d3

	
7.42

	
1.51

	
3.11

	
2.22

	
2.13

	
1.49

	
2.38

	
1.75

	
1.55




	
d4

	
4.92

	
1.31

	
2.97

	
1.35

	
1.46

	
1.24

	
1.71

	
1.34

	
1.26




	
d5

	
2.12

	
1.10

	
2.88

	
0.68

	
0.73

	
1.10

	
0.99

	
0.96

	
1.14




	
s5

	
0.62

	
0.97

	
0.76

	
0.30

	
0.37

	
0.62

	
0.58

	
0.77

	
0.76
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Table 3. Comparison of variance ratios in the wavelet domain in relation to source images (Land, Suburb, City).
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Wav. Component

	
Land

	
Suburb

	
City




	
WLCE

	
UM

	
MSR

	
WLCE

	
UM

	
MSR

	
WLCE

	
UM

	
MSR






	
d1

	
1.80

	
1.99

	
2.48

	
2.17

	
1.45

	
1.35

	
2.94

	
1.88

	
1.33




	
d2

	
1.96

	
1.92

	
2.17

	
1.96

	
1.42

	
1.30

	
2.60

	
1.84

	
1.29




	
d3

	
2.01

	
1.74

	
1.72

	
1.45

	
1.33

	
1.25

	
1.85

	
1.74

	
1.22




	
d4

	
1.63

	
1.35

	
1.37

	
0.92

	
1.12

	
1.18

	
0.88

	
1.41

	
1.14




	
d5

	
1.03

	
0.95

	
1.18

	
0.67

	
0.86

	
1.12

	
0.51

	
0.84

	
1.10




	
s5

	
0.60

	
0.71

	
0.62

	
0.55

	
0.69

	
0.64

	
0.48

	
0.38

	
0.74
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