Article

Land Cover Classification Based on Fused Data from GF-1 and MODIS NDVI Time Series

Fanjie Kong, Xiaobing Li *, Hong Wang, Dengfeng Xie, Xiang Li and Yunxiao Bai
State Key Laboratory of Earth Surface Processes and Resource Ecology, College of Resources Science and Technology, Beijing Normal University, No. 19 Xinjiekouwai Street, Beijing 100875, China; kongfanjie@mail.bnu.edu.cn (F.K.); wanghong@bnu.edu.cn (H.W.); xiedfeng@mail.bnu.edu.cn (D.X.); 201521190037@mail.bnu.edu.cn (X.L.); baiyunxiao@mail.bnu.edu.cn (Y.B.)
* Correspondence: xbli@bnu.edu.cn; Tel.: +86-10-5880-8460

Academic Editors: Geoffrey M. Henebry, Forrest M. Hoffman, Jitendra Kumar, Xiaoyang Zhang, Josef Kellndorfer, Clement Atzberger and Prasad S. Thenkabail
Received: 17 June 2016; Accepted: 4 September 2016; Published: 8 September 2016

Abstract: Accurate regional and global information on land cover and its changes over time is crucial for environmental monitoring, land management, and planning. In this study, we selected Fengning County, in China’s Hebei Province, as a case study area. Using satellite data, we generated fused normalized-difference vegetation index (NDVI) data with high spatial and temporal resolution by utilizing the STARFM algorithm to produce a fused GF-1 and MODIS NDVI dataset. We extracted seven phenological parameters (including the start, end, and length of the growing season, base value, mid-season date, maximum NDVI, seasonal NDVI amplitude) from a fused NDVI time-series after reconstruction using the TIMESAT software. We developed four classification scenarios based on different combinations of GF-1 spectral features, the fused NDVI time-series, and the phenological parameters. We then classified the land cover using a support vector machine and analyzed the classification accuracies. We found that the proposed method achieved satisfactory classification results, and that the combination of the fused NDVI data with the extracted phenological parameters significantly improved classification accuracy. The classification accuracy based on the composited GF-1 multi-spectral bands combined with the phenological parameters was the highest among the four scenarios, with an overall classification accuracy of 88.8% and a Kappa coefficient of 0.8714, which represent increases of 9.3 percentage points and 0.1073, respectively, compared with GF-1 spectral data alone. The producer’s and user’s accuracy for different land cover types improved, with a few exceptions, and cropland and broadleaf forest had the largest increase.
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1. Introduction

Mapping and monitoring of land cover have been widely recognized as an important part of research on global environmental change [1]. Land cover types, their distributions, and their dynamics over time are major determinants of terrestrial ecosystem processes, global biogeochemical cycles, climate change, biodiversity, and regional sustainable development [2]. Therefore, accurate regional and global information on land cover and its changes over time are crucial to support land management and planning.

Remote sensing technology provides inexpensive, convenient, and timely observations at regional to global scales, and therefore represents a key means to conduct land cover classification and monitoring. To support these tasks, a range of classification methods have been developed. Previously, multispectral image data from a single date have been commonly used to map land cover, but more recently, efforts have focused on using multi-temporal images or time series for vegetation indices such
as the normalized-difference vegetation index (NDVI) or the enhanced vegetation index (EVI) [3,4]. Compared to the traditional approach, the use of multi-temporal images or time series often improves classification accuracy by incorporating both spectral and temporal profiles [5].

To further exploit the available information on intra-annual vegetation index time series and improve the theoretical foundations of this type of analysis, some scholars have discussed the effect of vegetation phenology on land cover identification [6,7]. Vegetation phenology refers to the timing of different plant life-cycle events, such as the changes of leaf density and photosynthetic activity that occur throughout the year [8]. The most common measure of the photosynthetic activity of vegetated land cover that is used to derive phenological parameters is NDVI [9]. The widely used NDVI time-series include data acquired from the NOAA AVHRR (Advanced Very High-Resolution Radiometer) sensor, Aqua/Terra MODIS (Moderate Resolution Imaging Spectroradiometer) sensor, and the SPOT VEGETATION product. However, due to the restriction of coarse spatial resolution (≥250 m) and the resulting mixed-pixel effect (in which each pixel may contain multiple land cover types), these data cannot support fine-scale classification of spatially heterogeneous landscapes. In contrast, data with medium and high spatial resolution, such as that provided by the Landsat sensors, can be applied to fine-scale classification, but it is hard to obtain high-quality NDVI time series during the growing season because of the satellite’s relatively low return frequency and the loss of data due to the influence of cloud cover and adverse atmospheric conditions. In other words, researchers and sensor designers must currently accept a trade-off between the spatial and temporal resolutions [10]. One potentially important solution is to combine data that has high temporal resolution but low spatial resolution with data that has medium or high spatial resolution but low temporal resolution (i.e., data fusion).

The fusion of remote sensing data from multiple sources can alleviate the physical limitations of the individual input data sets and produce a fused dataset with high spatial and temporal resolution. Fundamental fusion methods include linear mixture models, such as the Busseto [11] and Liu [12] models; the spatial and temporal adaptive-reflectance fusion model (STARFM) [13]; the enhanced spatial and temporal adaptive-reflectance fusion model (ESTARFM) [14]; the spatial temporal adaptive algorithm for mapping reflectance change (STAARCH) [15]; and the spatial temporal data fusion approach (STDA) [16].

Among these, STARFM is the most widely used. It exploits the complementary aspects of data collected by the MODIS and Landsat sensors to produce fused data with Landsat resolution from MODIS imagery [17]. It has been applied and has performed well in several studies of subjects as diverse as public health [18], forest disturbance and regrowth monitoring [19,20], vegetation phenology analysis [21], efforts to improve land cover classification accuracy [22], and estimation of biophysical parameters such as evapotranspiration [23], leaf area index [24], plant biomass [25], and gross primary productivity [26]. STARFM is not restricted to MODIS and Landsat data, but use of other data sources appears to have been rarely reported [27]. One new data source is GF-1, the first satellite in China’s High-resolution Earth Observation System, which provides data with spatial resolution of 16 m or better. The revisit cycle of GF-1 reaches 4 days when the four sensors are combined. However, the construction of NDVI time-series required sufficient archives of cloud-free images throughout the year, which is highly dependent on the weather permitting. The dilemma in GF-1 data is its irregular availability in day of year, either in the form of occasional missing data or as larger gaps due to unfavorable weather condition. There have been no reports of using the STARFM fusion method to construct an NDVI time series with high spatial and temporal resolution by fusing GF-1 and MODIS data. Thus, it is unclear whether the fused data and the extracted phenological parameters will improve regional land cover classification accuracy.

The objectives of this study were to construct an NDVI time series with high spatial and temporal resolution by accounting for vegetation phenological parameters, and to investigate the roles of these parameters in improving classification accuracy. To accomplish this, we generated a fused NDVI time-series with high spatial and temporal resolution by applying the STARFM algorithm to GF-1 and
MODIS NDVI data, and then extracted phenological parameters from the fused NDVI time series after reconstruction. To test the accuracy of this system, we developed four classification scenarios based on various combinations of the GF-1 spectral reflectance data, the fused NDVI time-series, and the phenological parameters. Finally, we completed the land cover classification using a support vector machine (SVM) and analyzed the classification accuracies in the different scenarios.

2. Study Area and Data

2.1. Study Area

For our case study area, we selected Fengning County, which is located northwest of Chengde City, in China’s Hebei Province (Figure 1). The county is an agro-pastoral ecotone in northern China (40°54’N to 42°01’N, 115°50’E to 117°23’E). The county is 136.5 km wide from east to west, and 122.0 km wide from north to south, for a total area of 8765 km². This area encompasses an elevation range of 347–2236 masl, and includes the Bashang Plateau in the northwest, the Jieba Mountains, and the Jibe Mountains in the southeast. Fengning County has a semi-humid to semi-arid climate in the mid-temperate continental monsoon zone, with four distinct seasons. The mean annual temperature is 7.2 °C and mean annual precipitation is 457.4 mm in the Baxia area (in the southeast part of the county), versus a mean annual temperature of 2.1 °C and a mean annual precipitation of 416.5 mm in the Bashang area (in the northwest part of the county). Approximately 80% of the annual rainfall occurs between July and August. This area contains a range of land cover and vegetation types, including cropland, deciduous shrubs, grassland (including typical and meadow steppe), coniferous forest, and broadleaf deciduous forest. Crops are cultivated using a single-cropping system, with the land left bare during the fallow season. The dominant planted crops are maize, hulless oat, wheat, flax, sunflower, and potato. Because of its diverse topography and cover types, Fengning County is highly suitable for investigating the method of classification proposed in this study.

2.2. GF-1 Data and Pre-Processing

The Chinese GF-1 satellite was launched from China’s Jiuquan Satellite Launch Center in April 2013. It carries two panchromatic cameras with pixel resolutions of 2 m and two multi-spectral cameras with pixel resolutions of 8 m, and four wide-field view (WFV) cameras with 16-m pixel resolution.

Figure 1. The geographical location of the study area, a GF-1 false-color composite image from GF-1 satellite data, and the distribution of the field survey sites in 2015.
2.2. GF-1 Data and Pre-Processing

The Chinese GF-1 satellite was launched from China’s Jiuquan Satellite Launch Center in April 2013. It carries two panchromatic cameras with pixel resolutions of 2 m and two multi-spectral cameras with pixel resolutions of 8 m, and four wide-field view (WFV) cameras with 16-m pixel resolution. The WFV sensors capture ground features with four bands that cover the visible and near-infrared wavelength range (band 1: 450–520 nm; band 2: 520–590 nm; band 3: 630–690 nm; band 4: 770–890 nm), and the swath width reaches 800 km when the four sensors are combined.

We searched all GF-1 images with no cloud for the study area that spanned the growing season in 2015, and found that there were no available GF-1 images with no cloud for the study area in February, May, June and July, 2015. We obtained three scenes of GF-1 WFV images (with cloud cover <5%) during the growing season from the China Centre for Resources Satellite Data and Application (CRESDA, http://www.cresda.com/EN), which were imaged on 25 May, 15 August, and 14 September 2015. The image from 15 August 2015 was chosen as the baseline data for the fusion process because it was not affected by cloud cover and because August is the most productive stage of vegetation growth in this study area. We used the other two images to validate the accuracy of the fused data (Table 1).

Table 1. The main properties of the GF-1 and MODIS remote sensing data used in this study.

<table>
<thead>
<tr>
<th>Sensors</th>
<th>Acquisition Date</th>
<th>Path/Row</th>
<th>Data Quality</th>
<th>Main Usage</th>
<th>Acquisition Date</th>
<th>Path/Row</th>
<th>Main Usage</th>
</tr>
</thead>
<tbody>
<tr>
<td>WFV 1</td>
<td>15 August 2015</td>
<td>1/86</td>
<td>No cloud</td>
<td>Fusion and classification</td>
<td>18 February to 17 November 2015, total 18 images</td>
<td></td>
<td></td>
</tr>
<tr>
<td>WFV 1</td>
<td>25 May 2015</td>
<td>2/86</td>
<td>Cloud cover: 2%</td>
<td>Validation</td>
<td>h26v04</td>
<td>Fusion of NDVI</td>
<td></td>
</tr>
<tr>
<td>WFV 4</td>
<td>14 September 2015</td>
<td>2/85</td>
<td>No cloud</td>
<td>Validation</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

As in the case of most optical remote sensing data, pre-processing procedures included radiometric calibration, atmospheric correction, and geometric correction. Radiometric calibration and atmospheric correction were implemented using ENVI (version 5.1) (www.harrisgeospatial.com) and the software’s Fast Line-of-sight Atmospheric Analysis of Spectral Hypercubes (FLAASH) module by accounting for the wavelength information from each sensor, and the absolute radiometric calibration coefficient and spectral response function published by CRESDA. Thus, atmosphere effects were eliminated and the digital numbers were converted into real reflectance values for the land surfaces. The images were then georeferenced with reference to a Landsat 8 OLI image (UTMZone 50N/WGS84) acquired on 6 August 2015, with a total root-mean-square error of less than one pixel in the Landsat data (i.e., <30 m).

Figure 1 provides a false-color composite image based on the GF-1 reflectance data obtained on 15 August 2015. The NDVI values were calculated according to Equation (1) and then linear stretched to values between 0 and 10,000 in the image domain to make the values suitable for use in the fusion procedure. Finally, to minimize the calculation time, the data were spatially subset to include only the study area, whose dimensions consisted of 7805 columns × 7744 lines in the multi-spectral bands and NDVI band.

\[
\text{NDVI} = \frac{(\rho_{\text{NIR}} - \rho_{\text{R}})}{(\rho_{\text{NIR}} + \rho_{\text{R}})}
\]

where \(\rho_{\text{NIR}}\) and \(\rho_{\text{R}}\) are the reflectance value in the near-infrared bands (770–890 nm) and the reflectance value in the red bands (630–690 nm), respectively.

2.3. MODIS NDVI Time-Series Data

In the study, we obtained 18 MODIS products (MOD13Q1) for the study area that spanned the growing season from February to November 2015 from the National Aeronautics and Space Administration (https://ladsweb.nascom.nasa.gov/data/) (18 images sequentially numbered 4–21). MOD13Q1 is a secondary product that has already been systematically corrected for the effects of atmosphere and terrain, and consists of reflectance in the blue, red, near-infrared, and mid-infrared bands, as well as vegetation indices (NDVI, EVI) and quality assessment data for the indices.
The temporal resolution of MOD13Q1 is 16 days and its spatial resolution is 250 m. We extracted and reprojected the NDVI data to the UTM Zone 50N/WGS84 projection by using the MODIS Reprojection Tool (https://lpdaac.usgs.gov/tools/modis_reprojection_tool), then resampled the data using the nearest-neighbor method and clipped the images so that their spatial resolution and dimensions were consistent with those of the GF-1 data.

2.4. Field Survey Data

To obtain training and validation samples for the land cover classification in the study area, we carried out field surveys during the period from July 2015 to August 2015. We used Trimble GeoExplorer 6000-series hand-held GPS receivers to record the geographical coordinates of the study sites (with a 2D precision of ±1 m) and the corresponding land cover types at the survey sites. In total, we surveyed 115 field sites in relatively homogeneous regions; that is, the land cover was homogeneous within 100 m around the survey sites. The survey comprised 33 forest sites, 28 shrub sites, 30 grass sites, and 24 crop sites (Figure 1). The forest sites consisted of 26 coniferous forests and 7 broadleaf forests.

3. Methods

3.1. General Technical Procedure

The proposed method has three main steps. Figure 2 summarizes the overall land cover classification procedure. First, we generated NDVI data with high spatial and temporal resolution using the STARFM algorithm based on the GF-1 and MODIS data, as described in Section 3.2. Second, we extracted values of several phenological parameters by using the dynamic-threshold method provided by the TIMESAT software (http://web.nateko.lu.se/timesat/timesat.asp) from the fused NDVI time series after Savitzky-Golay smoothing, and combined with spectral features of the GF-1 data, produced a fused NDVI under several classification scenarios (described in Section 3.4). Finally, we completed the land cover classifications using an SVM, as described in Section 3.4. Based on the results, we analyzed the accuracies of our method under four different classification scenarios and the roles of the NDVI data and phenological parameters in improving classification accuracy.

---

**Figure 2.** Flowchart of the land cover classification process based on fusion of GF-1 and MODIS NDVI time-series data.
3.2. Spatial and Temporal Fusion of the GF-1 and MODIS NDVI Data

We applied the spatial and temporal adaptive reflectance fusion model (STARFM) algorithm proposed by Gao et al. [13] in the current study. The algorithm generates a synthetic image from base pairs of Landsat and MODIS images at time $t_k$ and a MODIS image at the prediction time $t_0$. It simulates pixel values based on spatial weights determined by regional statistics between a spectrally similar medium-resolution Landsat image and a coarse-resolution MODIS image. In the prediction process, the effect of pixel outliers in the coarse-resolution data is minimized using the moving-window technique. The basic equation is as follows:

$$L(x_{w/2}, y_{w/2}, t_0) = \sum_{i=1}^{w} \sum_{j=1}^{w} \sum_{k=1}^{n} W_{ijk} \times \left[ M(x_i, y_j, t_0) + L(x_i, y_j, t_k) - M(x_i, y_j, t_k) \right]$$

where $L(x_{w/2}, y_{w/2}, t_0)$ represents the central pixel of the moving window for the Landsat image prediction for date $t_0$, $w$ is the size of the moving window, $n$ represents pairs input of $L(x_i, y_j, t_k)$ and $M(x_i, y_j, t_k)$, $M(x_i, y_j, t_0)$ is the value of the MODIS pixel at the window position $(x_i, y_j)$ on the prediction date, $L(x_i, y_j, t_k)$ and $M(x_i, y_j, t_k)$ are the values of the Landsat and MODIS pixels of the base pair images, respectively, and $W_{ijk}$ is the weight when each pixel in the window is in the position of the predicted center pixel. This weight is determined according to the spectral difference between surface reflectances of the base Landsat-MODIS image pair, the temporal difference of the pixel’s value in both MODIS images, and the spatial distance between the central pixel and the neighboring pixels. For a thorough explanation of the STARFM algorithm, refer to Gao et al. [13].

The STARFM method can be used for fusion of the reflectance data and extended for vegetation index data with various spatial and temporal scales to generate an NDVI series with high spatial and temporal resolution [28,29]. In this study, we assigned data with the same dimensions and resolutions as the input base pair: GF-1 NDVI data from 15 August 2015 and MODIS NDVI data from 13 August 2015 (the time nearest to the GF-1 data). We then applied the STARFM algorithm to the MODIS NDVI image data obtained from the other dates using a moving window of 750 m × 750 m (i.e., three neighboring MODIS pixels) and a band uncertainty of 0.002. This produced 17 synthetic NDVI image scenes with 16-m spatial resolution; they constituted a time series at an interval of 16 days together with GF-1 NDVI data from 15 August 2015. As validation, we took NDVI values from two GF-1 images, obtained on 25 May 2015 and 14 September 2015, as references, and expressed the simulation effect in the corresponding time period by combining visual inspection and statistical indicators (the mean, standard deviation, mean absolute difference, and Pearson’s correlation coefficient, $r$).

3.3. Extraction of Phenological Parameters from the Fused NDVI Time Series

Although using the 16-day maximum-value composite (MVC) values effectively reduced noise from cloud cover, atmospheric aerosols, and solar altitude, the NDVI time series still contained perturbations that were unrelated to real variations in growing conditions and phenological stages. Thus, accurate reconstruction of the NDVI time series was essential for extracting values of the phenological parameters. The most common methods for reconstructing NDVI time series include curve fitting, signal smoothing, best-index slope extraction [30], and harmonic analysis of time series [31]. In this study, we created curves for the fused NDVI data using the TIMESAT software, which is implemented in the MATLAB environment. TIMESAT was developed by Jönsson and Eklundh [32] for the reconstruction of time-series vegetation index data and extraction of phenological information. It has been successfully used for phenological research in various regions and with a range of vegetation types [33,34]. Three core algorithms are included in the software: asymmetric Gaussian function fitting, double logistic-curve fitting, and Savitzky-Golay filtering. In this study, we implemented the Savitzky-Golay smoothing algorithm through the TIMESAT software. The Savitzky-Golay approach applies a moving window to a given time-series dataset, and uses
a quadratic polynomial function to approximate noisy values within the window [35]. The basic equation is as follows:

$$Y^*_j = \sum_{i=-m}^{i=m} C_i Y_{j+i} / N$$  

where $Y^*$ represents the resultant NDVI value, $j$ is the running index of the original ordinate data table, $C_i$ represents the coefficient for the $i$th NDVI value of the filter, $Y$ represents the original data value in the time series, and $N$ represents the number of NDVI values for the filtering convolution operators, whose value equals the size of the smoothing window $(2m + 1)$, where $m$ is the half-width of the smoothing window [35]. Parameter selection should provide a good trade-off between preserving temporal detail in NDVI time-series and identifying noisy points [35]. Selecting optimal settings parameters is an act of trial and error [34]. Through repeated experiments, we set the size of the moving window to 4, the adaptive strength to 2, and the number of envelope iterations to 2 in TIMESAT to achieve the satisfactory smoothing effect.

Recently, several methods for deriving vegetation phenological parameters have been presented, including the threshold [36], fitting [37], and moving-average [38] methods. In this paper, we utilized TIMESAT to map seven vegetation phenological parameters based on the fused NDVI time-series: the start, end, and length of the growing season (SOS, EOS, and LOS, respectively); the base value; the mid-season date; the largest data value for the fitted function during the season, and the seasonal NDVI amplitude. We used the time when the NDVI increased or decreased to a certain percentage of its amplitude to define the start and end of the growing season using the dynamic-threshold method, and calculated the length of the growing season (LOS) as the difference between EOS and SOS. Jönsson and Eklundh suggested threshold values of about 20% for the dynamic-threshold method [32]. Although it can be adjusted according to the growth characteristics of the vegetation in the study area, the 20% threshold has been used effectively [39,40]. We tried to set the threshold as 20% and found the phenology extraction results were consistent with related research in similar farming-pastoral zone in northern China [41]. Thus, we set the threshold value as 20%. The phenological parameters are defined in Table 2.

**Table 2.** Definitions of the phenological parameters used in the TIMESAT software.

<table>
<thead>
<tr>
<th>Phenological Parameters</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Start of the season (SOS)</td>
<td>Time for which the left edge has increased to 20% of the seasonal amplitude measured from the left minimum level</td>
</tr>
<tr>
<td>End of the season (EOS)</td>
<td>Time for which the right edge has decreased to 20% of the seasonal amplitude measured from the right minimum level</td>
</tr>
<tr>
<td>Length of the season (LOS)</td>
<td>EOS – SOS</td>
</tr>
<tr>
<td>Base value</td>
<td>Average of the minimum NDVI at the start of the growing season and the minimum NDVI at the end of the growing season</td>
</tr>
<tr>
<td>Mid-season date (MOS)</td>
<td>The mean of the dates when the left side of the NDVI curve has increased to 80% of the maximum NDVI and the right edge has decreased to 80% of the maximum NDVI</td>
</tr>
<tr>
<td>Maximum NDVI</td>
<td>The largest NDVI value in the fitted function for the growing season</td>
</tr>
<tr>
<td>Seasonal NDVI amplitude</td>
<td>The difference between the maximum NDVI and the base level</td>
</tr>
</tbody>
</table>

3.4. Land Cover Classification and Accuracy Assessment

Considering the natural environment and main vegetation types in the study area, we chose broadleaf forest, coniferous forest, shrubs, grassland, cropland, developed land, bare land, and water as the final eight types of land cover in this study. Various combinations of the GF-1 spectral reflectance data, fused NDVI time-series, and phenological parameters can be used for the classification. To explore the roles of NDVI data with high spatial and temporal resolution and the derived phenological parameters...
parameters in improving land cover classification accuracy, we developed four classification scenarios, as shown in Table 3: Scenario 1 used only the GF-1 multi-spectral data, including the image obtained in August 2015 (i.e., 4 multi-spectral bands). Scenario 2 used only the fused NDVI data, which included a total of 18 bands. Scenario 3 used the composited GF-1 multi-spectral bands with the fused NDVI, which included a total of 22 bands. Scenario 4 used the composited GF-1 multi-spectral bands with the phenological parameters, which included a total of 11 bands.

Table 3. The input datasets in the land cover classification scenarios.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input datasets</td>
<td>GF-1 data</td>
<td>fused NDVI data</td>
<td>GF-1 data and fused NDVI</td>
<td>GF-1 data and phenological parameters</td>
</tr>
<tr>
<td>Number of bands</td>
<td>4</td>
<td>18</td>
<td>22 (4 multi-spectral bands and 18 fused NDVI bands)</td>
<td>11 (4 multi-spectral bands and 7 phenological parameters)</td>
</tr>
</tbody>
</table>

We used an SVM classifier to conduct supervised classification of the data in each scenario. SVM is a kind of machine learning based on statistical learning theory [42,43]. SVM has better performance than other classifiers such as the maximum-likelihood classifier for classifications based on high-dimensional data. We implemented SVM in the ENVI software, the kernel functions used in this study were based on the radial basis function because it has demonstrated generally good performance in most classification cases [44–46], and it requires the definition of only two parameters to run. Since there was very little guidance in the literature concerning the criteria to be used in selecting these two parameters [47], we took suggestions provided by ENVI User’s Guide [48]. The gamma parameter of the kernel function was set to a value was equal to the inverse of the number of bands of the input imagery (i.e., 0.25 for Scenario 1; 0.056 for Scenario 2; 0.045 for Scenario 3; 0.091 for Scenario 4), whereas the penalty parameter was set to its maximum value (i.e., 100).

Due to the limited numbers of field survey sites described in Section 2.4, we used GF-1 and high-resolution Google Earth images as references, and added samples near the field survey sites using the region of interest tool provided by ENVI. We also selected representative areas of developed land, bare land, and water by means of visual interpretation. In total, we selected 18,335 and 12,459 pixels that were uniformly distributed throughout the study area as training and validation samples, respectively. These amounted to roughly 60% and 40%, respectively, of the total samples. Table 3 summarizes the number of pixels used for training and validation for each land cover type. Man measures of classification accuracy can be derived from a confusion matrix [49], so we calculated confusion matrices for each classification based on the validation sample after classification. We quantitatively evaluated and compared the accuracies of the results using the overall classification accuracy, the producer’s accuracy, the user’s accuracy, and the kappa coefficient.

4. Results

4.1. Assessment of the STARFM Simulation

We randomly selected subdomains of 400 × 400 pixels from the images obtained on 25 May 2015 and 14 September 2015 in the study area, and compared them with the corresponding fused NDVI images. Figure 3a,c shows the actual GF-1 NDVI images, and Figure 3b,d shows the corresponding fused NDVI images generated by the STARFM algorithm. The features of the pairs of images are obvious, and the fused and actual images are visually similar. However, there are some deviations at the junctions of complex land covers. Figure 4 shows scatterplots of the pixel values for the fused and GF-1 images on the two dates. Although most of the values are distributed near the straight line of \( y = x \), we quantified their similarity using several statistical indicators (Table 4). The fusion results clearly had high accuracy, as the mean NDVI and its standard deviation show high similarity between the original and fused images, with mean differences of \(-0.0230\) and \(0.0593\) on the two dates and corresponding correlation coefficients of \(0.87\) and \(0.78\), respectively. These results revealed a strong
correlation between the actual observations and the corresponding fused images. Thus, the synthetic images combined the spatial information from GF-1 and the temporal information from MODIS with sufficient reliability to use this approach in our subsequent research.

![Figure 3](image.png)

**Figure 3.** (a–d) Comparisons of the actual GF-1 NDVI images (left) and the corresponding fused images (right) on two dates.

**Table 4.** Accuracy assessment for the STARFM simulation. The subdomains consist of 400 × 400 pixels were randomly selected. Figure 3a,c are the actual GF-1 NDVI images, Figure 3b,d are the corresponding fused NDVI images generated by the STARFM algorithm.

<table>
<thead>
<tr>
<th>Data</th>
<th>25 May 2015</th>
<th>14 September 2015</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Figure 3a</td>
<td>Figure 3b</td>
</tr>
<tr>
<td>Mean value</td>
<td>0.6505</td>
<td>0.6735</td>
</tr>
<tr>
<td>Standard deviation</td>
<td>0.1104</td>
<td>0.1189</td>
</tr>
<tr>
<td>Mean difference</td>
<td>−0.0230</td>
<td>0.0593</td>
</tr>
<tr>
<td>Correlation coefficient (Pearson’s r)</td>
<td>0.87</td>
<td></td>
</tr>
</tbody>
</table>
4.2. Phenological Analysis

Savitzky-Golay filtering can effectively eliminate the effect of noise in NDVI time series [32,35]. Figure 5 provides an example of the original NDVI time series and the NDVI time series reconstructed using this filtering method for one pixel in a broadleaf forest during the 2015 growing season. The filtering process preserved the trend of the original NDVI data fairly well and the fitted curve better depicted the seasonal variation in vegetation characteristics; it therefore provides reliable data for the extraction of phenological information. Figure 6 shows the NDVI time series of randomly selected pixels of the seven land cover types (except water) based on field surveys and Google Earth data. There were clear differences among the land cover types. Developed land and bare land had low NDVI values, with only slight fluctuation during the study period. Natural vegetation and crops showed a similar trend, with NDVI increasing to one peak value and then decreasing again. The peak NDVI value, the time when it occurred, and the rate of change of NDVI differed among the vegetation types, reflecting phenological differences. We also observed the dynamic of temperature of Fengning county that spanned the growing season from February to November 2015 in Figure 6. It can be clearly seen that the curve of NDVI is similar to that of temperature. All plants started to grow in spring (March to May) as the temperature increased, then the greenness of vegetation increased quickly, reached the maximum value at the most productive stage in summer (June to August), and then the greenness declined rapidly till a low level in autumn (September to November) as the temperature decreased. Plants went into relative dormancy in winter due to the sub-zero temperatures.

Figure 4. Scatterplots between values from the actual GF-1 NDVI images and the fused NDVI images (using STARFM) on the same date. (a) refers to data on 25 May 2015; (b) refers to data on 14 September 2015. Diagonal lines represent the line $y = x$.

Figure 5. Comparison of the NDVI profiles before and after Savitzky-Golay (S-G) filtering. x-axis refers to the dates of the synthetic images.
were 206, 200, 201, and 222 days. Thus, except for a relatively large difference in the SOS for grassland, the phenologies of the other vegetation types were quite consistent between the two studies. The coniferous forest and broadleaf forest values and NDVI amplitudes were in the order broadleaf forest > crop > coniferous forest > shrubs > grassland, respectively. We selected the five vegetation types to compare their phenological features. We calculated the mean values of the seven phenological parameters (Table 5) based on the pixels from the training samples. The start of growth (SOS) for natural vegetation in the study area ranged from day of year (DOY) 114 to 154 (i.e., from late April to mid-to-late May). The coniferous forest and broadleaf forest began growth earlier than the shrub and grass communities. The end of the vegetation growing season (EOS) ranged from DOY 301 to DOY 320 (i.e., from late October to early November). Thus, LOS was 147–206 days. The LOS was longest for coniferous forest, and shortest for cropland. Because of the agricultural management regime, the crops began growth later than the rest of the vegetation and ended their growth earlier, thus they had the shortest LOS. The average base values were in the following order: coniferous forest > broadleaf forest > cropland > shrubs > grassland. The peak NDVI values and NDVI amplitudes were in the order broadleaf forest > crop > coniferous forest > shrubs > grass and crop > broadleaf forest > shrubs > coniferous forest > grassland, respectively.

Previous research [50] near our study area based on HJ-1 data showed that the SOS of deciduous broadleaf forest, coniferous forest, deciduous shrubs, and grassland in the upper reaches of the Miyun Reservoir watershed, which include Fengning County, were DOY 122, 114, 123, and 113 respectively; the corresponding EOS values were DOY 328, 314, 324, and 335 and the corresponding LOS values were 206, 200, 201, and 222 days. Thus, except for a relatively large difference in the SOS for grassland, the phenologies of the other vegetation types were quite consistent between the two studies.

Table 5. Comparison of the values of the seven vegetation phenological parameters for the five vegetation types. SOS, start of the season. EOS, end of the season. DOY, day of year.

<table>
<thead>
<tr>
<th>Vegetation Type</th>
<th>SOS (DOY)</th>
<th>EOS (DOY)</th>
<th>LOS (Days)</th>
<th>Base Value (NDVI)</th>
<th>MOS (DOY)</th>
<th>Maximum NDVI</th>
<th>Seasonal Amplitude (Change in NDVI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Broadleaf forest</td>
<td>118</td>
<td>315</td>
<td>197</td>
<td>0.2931</td>
<td>218</td>
<td>0.9066</td>
<td>0.6135</td>
</tr>
<tr>
<td>Coniferous forest</td>
<td>114</td>
<td>320</td>
<td>206</td>
<td>0.3299</td>
<td>215</td>
<td>0.8537</td>
<td>0.5238</td>
</tr>
<tr>
<td>Shrub</td>
<td>121</td>
<td>316</td>
<td>195</td>
<td>0.2150</td>
<td>219</td>
<td>0.7629</td>
<td>0.5479</td>
</tr>
<tr>
<td>Grassland</td>
<td>140</td>
<td>308</td>
<td>168</td>
<td>0.1595</td>
<td>221</td>
<td>0.5668</td>
<td>0.4072</td>
</tr>
<tr>
<td>Cropland</td>
<td>154</td>
<td>301</td>
<td>147</td>
<td>0.2399</td>
<td>226</td>
<td>0.8603</td>
<td>0.6203</td>
</tr>
</tbody>
</table>

4.3. Classification Results and Accuracy Assessment

Land cover classifications for four scenarios were implemented using the SVM method and confusion matrices were calculated with the validation samples. Table 6 compares the classification

Figure 6. Representative NDVI profiles of the seven main land cover types and the dynamic of temperature. X-axis refer to the dates of the synthetic images. Daily mean temperature for Fengning station (41°7′48″N, 116°22′48″E) were obtained from the China Meteorological Data Sharing and Service System (http://data.cma.cn) and the mean values for every 16 days were calculated.
accuracy for the cover types. The results showed that Kappa coefficient for four scenarios were all at the 0.001 significance level. The classification in Scenario 2, which used only the fused NDVI time-series data, yielded the lowest overall accuracy (77.3%) and Kappa coefficient (0.7379). This compares with an overall classification accuracy and Kappa coefficient of 79.5% and 0.7641, respectively, for Scenario 1, which used only the GF-1 multi-spectral data. In particular, the producer’s and user’s accuracy were much higher for the non-vegetation land cover types (bare land, developed land, and water). In Scenario 3, the accuracy was obviously improved by integrating the spectral data and fused NDVI series. The overall classification accuracy and Kappa coefficient increased to 87.8% and 0.8602, respectively, which demonstrates the advantage of combining spectral and temporal information. However, the best accuracy was in Scenario 4, which combined the composited GF-1 multi-spectral bands with the phenological parameters; the overall classification accuracy and Kappa coefficient were 88.8% and 0.8714, respectively. Compared with the relatively simple GF-1 spectral data in Scenario 1, the overall classification accuracy and Kappa coefficient increased by 9.3 percentage points and 0.1073, respectively, as a result of integrating the seven phenological parameters extracted from the fused NDVI. The producer’s accuracy and user’s accuracy of the land cover types generally improved, with a few exceptions. The classification accuracies for cropland and broadleaf forest had the largest increase. The producer’s accuracy and user’s accuracy for cropland increased by 28.0 and 13.2 percentage points, respectively.

Figure 7 shows the land cover classification map produced by combining the composited GF-1 multi-spectral bands with the phenological parameters (Scenario 4). Broadleaf forest, coniferous forest, and shrubs were found in most mountainous and hilly areas of Baxia, with grassland mainly distributed in the Bashang Plateau in the northwest and cropland dispersed near the residential areas. We estimated the area of each land class type by counting pixels. Broadleaf forest and shrubs were the dominant vegetation types, covering 2693.25 and 2956.55 km², respectively (30.7% and 33.7% of Fengning County’s total area). The areas of coniferous forest, grassland, and cropland were 708.64, 1217.32, and 882.84 km², respectively (8.1%, 13.9%, and 10.1% of the total area). Thus, natural vegetation covered 86.4% of the study area. The developed land, bare land, and water covered 157.25, 142.07, and 7.10 km², respectively (1.8%, 1.6%, and 0.1% of the total).

Figure 7. Distribution of the land cover types based on the SVM land cover classification for Scenario 4 (combination of the composited GF-1 multi-spectral bands and the phenological parameters).
Table 6. Number of pixels in the training and validation samples for each land cover type and Comparison of classification accuracies based on the different scenarios.

<table>
<thead>
<tr>
<th>Land Cover Type</th>
<th>Training Samples</th>
<th>Validation Samples</th>
<th>Scenario 1. GF-1 Data</th>
<th>Scenario 2. Fused NDVI Data</th>
<th>Scenario 3. GF-1 Data and Fused NDVI Data</th>
<th>Scenario 4. GF-1 Data and Phenological Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Producer's Accuracy (%)</td>
<td>User's Accuracy (%)</td>
<td>Producer's Accuracy (%)</td>
<td>User's Accuracy (%)</td>
</tr>
<tr>
<td>Broadleaf forest</td>
<td>3006</td>
<td>2040</td>
<td>79.14</td>
<td>60.73</td>
<td>91.07</td>
<td>67.35</td>
</tr>
<tr>
<td>Coniferous forest</td>
<td>2064</td>
<td>1465</td>
<td>80.91</td>
<td>85.05</td>
<td>54.84</td>
<td>76.14</td>
</tr>
<tr>
<td>Shrubs</td>
<td>2266</td>
<td>1584</td>
<td>73.04</td>
<td>81.12</td>
<td>69.72</td>
<td>82.22</td>
</tr>
<tr>
<td>Grassland</td>
<td>2421</td>
<td>1610</td>
<td>85.47</td>
<td>86.19</td>
<td>83.37</td>
<td>76.22</td>
</tr>
<tr>
<td>Cropland</td>
<td>2780</td>
<td>1847</td>
<td>66.91</td>
<td>79.97</td>
<td>93.70</td>
<td>93.65</td>
</tr>
<tr>
<td>Developed land</td>
<td>2471</td>
<td>1657</td>
<td>74.73</td>
<td>92.65</td>
<td>69.74</td>
<td>74.09</td>
</tr>
<tr>
<td>Bare land</td>
<td>1325</td>
<td>917</td>
<td>94.33</td>
<td>69.76</td>
<td>58.12</td>
<td>58.19</td>
</tr>
<tr>
<td>Water</td>
<td>2002</td>
<td>1339</td>
<td>91.70</td>
<td>100.00</td>
<td>80.59</td>
<td>91.58</td>
</tr>
<tr>
<td>Total</td>
<td>18,335</td>
<td>12,459</td>
<td>79.51</td>
<td>77.30</td>
<td>87.85</td>
<td>88.83</td>
</tr>
</tbody>
</table>

Overall accuracy (%)  79.51  77.30  87.85  88.83  
Kappa coefficient 0.7641 (p-value < 0.001)  0.7379 (p-value < 0.001)  0.8602 (p-value < 0.001)  0.8714 (p-value < 0.001)
5. Discussion

5.1. Limitation of STARFM Simulation

Since most satellite time-series are only available at a coarse spatial resolution, we found little studies that combined data with high temporal and spatial resolution for regional land cover classification. In the present study, we utilized the STARFM algorithm to integrate GF-1 and MODIS NDVI data sets, and generated NDVI data with a 16-m spatial resolution and an interval of 16 days. The simulation results had high accuracy, which is consistent with previous research results obtained by fusing Landsat and MODIS data using the STARFM method [51]. Our results demonstrate that using a single base pair can adequately simulate the NDVI time-series within a growing season. However, there exists bias in Figure 4a mainly because the cropland changes from bare soil to vegetation within the same year. The land type was cropland in August (base time) whereas it was bare soil in May (predicted time). However, STARFM algorithm could not predict such sudden changes, thus the predicted NDVI was greater than real GF-1 NDVI in some areas.

There are some potential limitations of the STARFM algorithm: First, prediction errors are likely to be influenced by the degree of spatial heterogeneity at the MODIS pixel level (i.e., the mixed pixel effect) [13]; Second, the method produces errors around the borders of objects that have similar reflectance values on the base date, but different values on the prediction dates [10]; Third, some studies have suggested that the accuracy tended to decrease as the time lag between the base and prediction dates increased [37]. Further studies will focus on developing improved versions of the STARFM algorithm to compensate for these problems and improve the prediction accuracy.

5.2. Phenological Parameters Extraction

Remote sensing offers a feasible tool for delineating spatial and temporal patterns of vegetation phenology on a per pixel basis [52,53]. Satellite-derived NDVI time-series are fundamental data produced by remote sensing of vegetation phenology, but their application is hindered by the high degree of noise [54]. The reconstruction of an accurate NDVI time-series is essential for accurately extracting phenological parameters. However, no method can always obtain the optimal result, and some research has suggested that the nature of the noise present in a raw NDVI dataset and the ultimate objective of the study should determine which reconstruction method to use, especially when the goal is to derive phenological variables. Eklundh [55] and Jönsson suggested that Savitzky-Golay filtering is preferable when the time-series data is used to derive phenological parameters. Therefore, we used this filtering to smooth the fused NDVI time-series based on GF-1 and MODIS NDVI data, and the results accurately captured the overall shape of the time-series.

Some researchers have reported differences between the values of the phenological parameters calculated based on different data sources and extraction methods for the same study area [56]. We used the dynamic-threshold method in the TIMESAT software to extract vegetation phenological parameters. The advantage of dynamic threshold approach is that the determination of threshold is more flexible and depends on the magnitude of variations in NDVI over the growing season. This method is widely used and has been confirmed to be superior to predefined threshold methods in comparative research because it can minimize the impacts of various land-cover types and soil backgrounds on threshold determination. In the present study, we were able to reveal phenological differences between the vegetation types, and confirmed that accounting for phenological parameters improved classification accuracy. However, the NDVI threshold value for defining the start and end of the growing season was chosen based on values in previous research, and the problem of finding the optimal threshold value remains unsolved for different vegetation types in most studies. We utilized the same threshold to extract the phenological parameters of the different vegetation types, and this clearly has certain theoretical limitations, since vegetation types are likely to differ in their thresholds. More detailed analysis to set and validate appropriate threshold values will be required in future work.
Changes in the phenological period and length of the growing season may be caused by climate variability [57]. Existing research has shown that higher temperatures occurring either at the onset of green-up or early in the growing season can speed plant development, thus resulting in prolonged growing seasons [58,59]. Therefore, it would be useful to consider the roles of temperature in phenology parameters extraction. We suggested to explore the temporal patterns of land surface phenology and their covariation with climate in our study area based on adequate remote sensing data, ground observed phenology data and meteorological data multiple years in future work. Thus, more information for the appropriate adjustment of the threshold might be provided when extracting phenology parameters.

5.3. Land Cover Classification

Among the four scenarios proposed in our study, the results showed that the classification in Scenario 2, which used only the fused NDVI time-series data, yielded the lowest overall accuracy and Kappa coefficient. The results showed that the classification in Scenario 2, which used only the fused NDVI time-series data, yielded the lowest overall accuracy and Kappa coefficient. It had poorer classification performance for most classes (e.g., coniferous forest, shrubs, bare land, urban) in comparison to the minimal data inputs of Scenario 1. These results demonstrate that using NDVI time series alone might be less effective for land cover identification than multispectral image data from a single date, thus simply using multi-temporal (2 individual scenes or more) GF-1 scenes would be superior to using fused NDVI data by STARFM algorithm. By comparing Scenarios 1 and 2 with Scenario 3, we found that spectral features from GF-1 and fused NDVI time-series played complementary roles in land cover type identification. Therefore, we suggest carefully testing the availability of a temporally adequate supply of GF-1 imagery, and whether STARFM fusion algorithm can add more useful temporal or phenological information for ground features to existing GF-1-based classifications.

The proposed Scenarios 3 and 4 for classification combined the advantages of spectral features from GF-1 and information extracted from vegetation growth profiles. The fused NDVI time-series and phenological parameters provided valuable information for land cover type discrimination, so the probability of misclassification decreased and we achieved more accurate classification results in these scenarios. We have examined the classification accuracy of each class with the inclusion of more scenes (fused NDVI data, phenological parameters). Because Scenario 2 performed worse than Scenario 1, we compared the classification accuracy of each land cover type in Scenarios 3 and 4 with Scenario 1. Taking Scenario 1 as a base, we calculated the difference between producer’s accuracy and user’s accuracy, respectively, for each land cover type (Figures 8 and 9). The producer’s accuracies showed improvement when phenological parameters were included in the classification except for shrubs; and showed improvement when fused NDVI data were included except for shrubs and bare land. The user’s accuracies showed improvement when phenological parameters were included except for water and coniferous forest; and showed improvement when fused NDVI data were included except for water and developed land. Cropland and broadleaf had the largest increase in producer’s accuracies and user’s accuracies, respectively. The classification accuracy increased most for cropland because cropland changes from bare soil to vegetation and then to bare soil within the same year in Fengning County. It is difficult for data from a single time to reflect such trends.
In this study, we proposed a method that integrates GF-1 spectral features with MODIS NDVI time series to classify land cover types, and demonstrated that combining the fusion data with extracted values of seven phenological parameters greatly improved the classification accuracy. The STARFM algorithm was able to establish NDVI data with a 16-m spatial resolution and an interval of 16 days based on GF-1 and MODIS NDVI data. The seven phenological parameters extracted by using the dynamic-threshold method in the TIME SAT software allowed differentiation of the time series to classify land cover types, and demonstrated that combining the fusion data with the extracted phenological parameters for improving classification accuracy by considering other classifiers in future work, such as the spectral angle mapper, neural net, and decision-tree methods. In addition, the applicability and stability of our proposed method should be confirmed in other regions.

6. Conclusions

Because short-wave infrared data was not available from the GF-1 sensors, their multispectral data might have been less effective for land cover identification than data from a sensor such as the Landsat TM. Scenario 4 produced the best classification accuracy because it decreased data redundancy and improved calculation efficiency to some extent.

In this study, we considered eight land cover types, but our proposed method might also have potential for classifying more detailed vegetation types, such as different types of cropland (e.g., rice paddies vs. soybean fields). In addition, we used only the SVM classifier, but it may be possible to better demonstrate the effect of fusion NDVI data and the extracted phenological parameters for improving classification accuracy by considering other classifiers in future work, such as the spectral angle mapper, neural net, and decision-tree methods. In addition, the applicability and stability of our proposed method should be confirmed in other regions.
based on GF-1 and MODIS NDVI data. The seven phenological parameters extracted by using the dynamic-threshold method in the TIMESAT software allowed differentiation of the vegetation types. Using the SVM method, we obtained the greatest accuracy in the scenario that combined the composited GF-1 multispectral bands with values of the phenological parameters. The overall classification accuracy and Kappa coefficient in this scenario were 88.8% and 0.8714, respectively. Compared with the scenario that used only the GF-1 multispectral data, the overall classification accuracy and Kappa coefficient increased by 9.3 percentage points and 0.1073, respectively. Both the producer’s accuracy and the user’s accuracy improved for most land cover types, but especially for cropland and broadleaf forest.

The proposed method therefore has considerable potential for regional land cover classification. In future work, it will be necessary to improve the STARFM algorithm to account for some of its limitations and improve the prediction accuracy. In particular, it will be necessary to determine and validate optimal threshold values for different vegetation types. The spatial and temporal patterns of land surface phenology and their covariation with climate should also be examined. In addition, it will be necessary to explore the method’s potential to perform more detailed classifications of vegetation types (e.g., different types of cropland) and test the effects of additional classifiers in future work.
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