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Abstract: Accurate building information plays a crucial role for urban planning, human settlements
and environmental management. Synthetic aperture radar (SAR) images, which deliver images
with metric resolution, allow for analyzing and extracting detailed information on urban areas.
In this paper, we consider the problem of extracting individual buildings from SAR images based
on domain ontology. By analyzing a building scattering model with different orientations and
structures, the building ontology model is set up to express multiple characteristics of individual
buildings. Under this semantic expression framework, an object-based SAR image segmentation
method is adopted to provide homogeneous image objects, and three categories of image object
features are extracted. Semantic rules are implemented by organizing image object features, and the
individual building objects expression based on an ontological semantic description is formed. Finally,
the building primitives are used to detect buildings among the available image objects. Experiments
on TerraSAR-X images of Foshan city, China, with a spatial resolution of 1.25 m× 1.25 m, have shown
the total extraction rates are above 84%. The results indicate the ontological semantic method can
exactly extract flat-roof and gable-roof buildings larger than 250 pixels with different orientations.
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1. Introduction

With a significant amount of data available from the new very high resolution (VHR) SAR sensors,
for example Cosmo-SkyMed and TerraSAR-X [1], more detailed urban information can be employed
for various important application scenarios, such as the monitoring of changes in urban areas and
assessing natural disasters [2,3]. Building extraction is a key step in urban information analysis from
VHR SAR images. Since SAR sensors can scan the Earth’s surface irrespective of weather and sunlight
conditions, SAR plays an important role in the field of urban observation [4]. Moreover, SAR images
contain important information that is complementary to other sensor data [5]. Therefore, extracting
spatial and geometric structure information of buildings from VHR SAR images is a highly attractive
problem [2,6]. However, complex environmental factors [4,7], different building orientations [4,8] and
their heterogeneity [9], speckle [10], and acquisition geometry, made building extraction from SAR
data an open challenge [2,11].

Most studies published in recent years about building extraction from SAR images mainly
rely on the availability of the interferometric SAR (InSAR) data [12,13], multi-aspect SAR data [14],
stereoscopic data or some other ancillary data like GIS or optical images [11]. For example,
Soergel et al. [12] presented an InSAR approach for building detection, which is based on detection of
strong scattering lines and shadowing of elevated buildings. Thiele et al. [14] proposed an approach for
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building detection in orthogonal multi-aspect InSAR images, based on edge and foot-print detection.
An automatic method for extracting buildings from multi-aspect polarimetric SAR images was
presented by Xu and Jin [15]. Sportouche et al. [11] proposed techniques for 2-D building footprint
reconstruction from high-resolution optical and SAR spaceborne images. A method for extracting
buildings from stereoscopic spotlight SAR images was presented by Simonetto et al. [16]. Because
of the complexity of data acquisition and usage, these methods obviously cause limitations in some
application scenarios such as emergency response or locations with restricted data [17].

Since more information can be utilized in VHR SAR images [2], building extraction from
a single SAR image has started to receive attention in recent years. Quartulli et al. [18] proposed
a stochastic geometrical model and applied maximum a posteriori inference for building detection.
A method for L-shape building footprint extraction from single SAR images was proposed in [19].
However, this method fails in some cases where there are no L-shaped returns. Soergel et al. [20]
used principles from perceptual grouping to detect building features such as long, thin roof edge
lines, groups of salient point scatters, and symmetric configurations from SAR images with decimeter
resolution. Ferro et al. [21] proposed a method which first extracts of a set of low-level features
from SAR images and then combines these features to form more structured primitives for building
detection and radar footprint reconstruction. Zhao et al. [17] proposed a general approach using the
marker-controlled watershed transform by combining both building characteristics and contextual
information. Chen et al. [6] proposed a 1-D detector, referred to as the “range detector” to detect the
footprints of the illuminated wall of cuboid buildings.

Among the aforementioned studies on individual building extraction from single SAR images,
many of them mentioned the scattering model of individual building or the layover, double-bounce,
shadowing effects of buildings in VHR SAR images [18,20]. These works show that the particular
scattering model is an essential and effective identifier for the existence of individual buildings [2].
However, most of the aforementioned methods focus on detecting low-level features and using these
low-level features to determine the existence of buildings [6,18,21]. Consequently, these methods
can only achieve good results for linear or L-shaped buildings with specific orientations [6,19].
Tuning parameters are usually needed in the low-level feature-based methods, hence these methods
may not be robust for images with complex scenes or different appearances of buildings [2,6,21].

The main challenge in building extraction from single SAR imagery comes from the complex
building orientations and structures. Xu et al. [15] pointed out that the complexity and heterogeneity
of building objects emerged in the meter or decimeter resolution SAR images. On the other hand,
Franceschetti et al. [4] indicated that the radar return was very sensitive to the building orientation.
To solve this problem from a high semantic level, we introduce a novel method that applies domain
ontology to express the semantic heterogeneity of different building orientations and structures.
The building primitives, such as layover, roof and shadow, can be recognized in VHR SAR images.
Moreover, there are specific spatial position relationships between different building primitives.
Based on these characteristics, the individual buildings can be extracted from image objects through the
semantic knowledge of building primitives. In this framework, two main problems must be considered:
(i) how to form the universal and robust semantic properties of individual buildings and building
primitives; (ii) how to obtain meaningful image objects from SAR images [22–24]. Because ontology
addresses the semantic heterogeneity problems [25,26], it is increasingly used in remote sensing image
interpretation, especially for the management, aggregation, and sharing of expert knowledge [27–29].
We use ontology to solve the first problem in the semantic knowledge of buildings. For the second,
we apply the object-based image analysis (OBIA) [30,31], which aims at extracting and classifying
objects from remote sensing images.

A detailed description of the proposed method is as follows: Firstly, by analyzing the building
scattering model with different orientations and structures, the building ontology model is set up to
express multiple characteristics of individual buildings, including knowledge about the scattering
model, building orientations, structures and some environmental factors. Under this semantic
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expression framework, an object-based SAR image segmentation method is adopted to provide
the homogeneous image objects, and three categories of image object features are extracted, including
the scattering characteristics, image object shape geometry characteristics and topology characteristics.
Then, we implement the semantic rules by organizing image object features, and the individual
building object expression based on ontological semantic description can be formed. Thus, the building
primitives and buildings can be identified from image objects. The proposed method has the following
main novelties and advantages:

• The method extracts individual buildings with different orientations and different structures from
a semantic knowledge level by employing the ontology model.

• The meaningful image objects are obtained by a segmentation method that considers
characteristics of SAR images, the topology and geometry characteristics of objects have special
advantages for characterizing the building primitives.

• It is able to accurately extract the individual buildings using a single SAR image without any
ancillary data.

The remainder of the paper is structured as follows: In Section 2, we review the characteristics
of individual building objects in VHR SAR imagery and introduce the ontological semantic analysis.
In Section 3, we present the workflow and the implementation of the proposed method in detail.
In Section 4, we present the results obtained by applying the proposed method for extracting
individual buildings in single TerraSAR-X imagery, and evaluate the results with a variety of indicators.
The capabilities and limitations are discussed in Section 5. Finally, the conclusions are presented in
Section 6.

2. Modeling the Individual Buildings in SAR Images

In this section, we first analyze the characteristics of individual building objects in VHR SAR
images. Then, the ontological semantic analysis is introduced, and we briefly state the possibilities and
suitability of employing the ontology model to extract buildings from VHR SAR images.

2.1. Characteristic Analysis of Large Individual Building

Due to the side-looking and ranging properties of SAR sensors, buildings have distinctive
appearances in VHR SAR images. The building area typically consists of four zones: the layover
area, corner reflection, roof area, and shadow area [32]. The layover is a significant characteristic of
buildings in VHR SAR images. It indicates the presence of a building and appears in correspondence
with the building front wall. However, the layover effect depends on the building aspect angle φ

(the angle between the front wall of the building and the azimuth direction as shown in Figure 1).
Table 1 illustrates the variation of the magnitude signature due to illumination direction and building
geometry. In the third column of Table 1, some typical building samples acquired from the TerraSAR-X
images are displayed, and corresponding optical images of the scene are shown in the fourth column.
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Table 1. The building scattering model and samples.

Aspect Angle Scattering Model Building Sample Corresponding
Optical Image

φ = 90◦
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scattering models may exhibit differences in VHR SAR images. These make the scattering amplitudes
display complex characteristics. Brunner et al. [34] showed that the scattering amplitude feature has
a significant dependency on the building aspect angle. The proposed method makes full use of the
scattering model of buildings in a SAR image, and takes into account the most typical roof types and
the influence of the aspect angle.

Except for the scattering characteristic, for the samples in Table 1, the edges and shapes of
building samples are obvious, and the layover, roof and shadow have certain position relationships.
Hence, the relatively regular geometry features, and the topological features between adjacent
primitives, are also important characteristics of buildings in VHR SAR imagery. The topological
and geometric characteristics of image objects have special advantages for the spatial characteristics of
building primitives.

2.2. Ontological Semantic Analysis

As the widespread availability of meter-resolution remote sensing images, it is necessary to
develop a method to explore and understand the contents of large and highly complex images [35,36].
In the last decade, considerable research has been devoted to introducing human knowledge into the
interpretation of remote sensing data [35–37]. The knowledge representation system is promising to
organize multiple information of remote sensing image [37] and import some high-level semantics into
the process of interpretation. However, the semantic gap between low-level features and high-level
image semantics hinders the development of knowledge expression model.

The ontology defines a set of concepts and their relationship; each concept is defined by some
low-level descriptors associated to intervals of accepted values [29]. Thus, ontology became a widely
accepted solution to address the semantic heterogeneity problems that prevent information discovery
and integration in a distributed way [38]. The GIS community uses ontology to explicitly specify
and formalize the meaning of the domain concepts into a machine-readable language that enables
spatial information retrieval on a semantic level [39]. Ontology has also been used to guide and
automate the image analysis and interpretation procedures [25,40,41]. Belgiu et al. [25] applied
OBIA methods to extract buildings from Airborne Laser Scanner (ALS) data and investigate the
possibility of classifying detected buildings into “Residential/Small Buildings”, “Apartment Buildings”
and “Industrial and Factory Building” classes by means of domain ontology and machine learning
techniques. Forestier et al. [40] proposed a method for obtaining a knowledge-base of urban objects,
which was applied to high-resolution satellite image analysis. The knowledge-base, which is built by
means of ontology, is used to assign segmented regions (i.e., extracted from the images) into semantic
objects (i.e., concepts of the knowledge-base). Dumitru et al. [42] defined a set of ontologies for
high-resolution SAR images based on CORINE Land Cover and Urban Atlas ontologies, they discussed
the semantic categories that can be retrieved from TerraSAR-X data and generated a semantic catalog
for satellite images. Therefore, the role of ontology in remote sensing image interpretation is to capture
domain knowledge in a generic way and to provide a common understanding of a geographic domain [43].

Defining an ontology for any domain essentially consists of the following steps: knowledge
acquisition, conceptualization, ontology formalization, and the implementation of the developed
ontology into computational model [44,45]. The knowledge is usually held by experts and/or
available in various text corpora. The conceptualization is an abstract, simplified view of the world
that we want to represent for a specific purpose [46]. A shared conceptualization means that the
ontology captures consensual knowledge. The ontology is often formalized by means of standard
representation languages such as RDF (Resource Description Framework [47]), RDFS (RDF Schema [48]),
OWL (Web Ontology Language [49]) or SKOS (Simple Knowledge Organization System [50]). The process
of implementation may be done by a machine only or by a machine intelligence-aided procedure depending
on the availability of appropriate image and sensory information-processing tools [45].

Since the characteristics of buildings in VHR SAR images are abundant and complex, including
the characteristics for scattering, texture, spatial, shape and topology, it is necessary to make full
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use of these features and knowledge in the process of extracting buildings. A domain ontology has
the potential to organize knowledge in a formal, understandable and sharable way. In this work,
we propose to exploit the power of ontology in modeling the individual buildings from VHR SAR
image, the ontology is used for reducing the semantic gap between image features and the semantic
knowledge of buildings. Besides, our ontology represents the building scattering model and building
primitives in VHR SAR images.

2.3. Some Restrictions

In order to define semantic knowledge about the large individual buildings clearly, we first establish
certain restrictions for SAR data and individual buildings:

(1) The resolution of the SAR data ranges from 0.5 to 2 m;
(2) The types of the large individual buildings mainly include large factory buildings and

public buildings;
(3) Buildings are assumed to have flat roofs and gable roofs. The minimum size of building is about

250 pixels in the meter-resolution SAR images;
(4) Considering the particular scattering model of individual buildings in VHR SAR images, we hold

that the individual building is made up of building primitives (layover area, corner reflection,
roof area, and shadow area).

3. Proposed Method for Individual Building Extraction

The applied workflow (Figure 2) of individual building extraction is organized as follows:
In semantic analysis (the upper part of Figure 2), an ontology model is developed to express the
semantic knowledge of individual buildings and building primitives. Corresponding, in image
processing (the lower part of Figure 2), the meaningful image objects are provided by an object-based
SAR image segmentation method. Then, the scattering characteristics, object shape geometry
characteristics and topology characteristic of the image objects are extracted and selected by the
guidance of ontology. In the last step, the building primitives and individual buildings are extracted
based on the features identified by the decision trees which are formalized in the ontology.
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3.1. Ontology Model of Individual Buildings and Building Primitives

Combined with characteristic analysis of large individual buildings in Section 2.1, we set the
following semantic rules for individual buildings and building primitives, laying the foundation for
defining semantic knowledge about the large individual buildings in VHR SAR images.
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(1) An individual building is made up of building primitives (layover area, corner reflection, roof area,
and shadow area). The layover area and corner reflection need to identify in the bright area of
SAR image. The shadow area belongs to dark area.

(2) The building orientation is determined by the direction of the layover area. It can be divided into
three main directions: parallel to SAR flight direction, vertical and inclined.

(3) Associated with the SAR incidence angle, the roof and dark area are in the specific side of the
bright area.

(4) The individual building types can be divided into flat-roof and gable-roof building, mainly
determined by the width of bright areas.

(5) After obtaining the building primitives, the object topology information and imagery parameter
information are used to aggregate the primitives into individual buildings.

(6) Buildings are considered to be large if their planar area is greater than or equal to 250 pixels in
the meter-resolution SAR images.

The semantic rules presented above are prior knowledge. In the conceptualization phase,
the acquired knowledge is organized hierarchically in a semi-formal way (Figure 2). This semi-formal
representation of the domain knowledge guides the ontology engineers in their attempt to model the
ontology using the OWL specifications. The primitives displayed in Figure 2 are formalized as follows:

• Bright area: Direction ∩ High brightness ∩ Rectangularity ∩ Area size;
• Roof: Specific side of the bright area ∩ Texture ∩ Area size ∩ Shape;
• Dark area: Low brightness ∩ Shape ∩ Specific side of the roof ∩ Area size.

Once the building primitives have been detected, the individual buildings can be determined by
the following properties:

• Flat-roof building: Narrow layover area ∩ Roof ∩ Total area ∩ Shadow position (Auxiliary);
• Gable-roof building: Wide layover area ∩ Roof ∩ Total area ∩ Shadow position (Auxiliary).

Protégé 5.0 software has been used for ontology development. Three levels of ontology (Figure 3)
were needed in this work: the image objects level (object features level), the building primitive level
and the individual building level.
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3.2. Object-Based Analysis of High Resolution SAR Image

Object-Based Image Analysis (OBIA) is proposed as a sub-discipline of GIScience devoted to
partitioning remote sensing imagery into meaningful image objects and assessing their characteristics
through spatial, spectral and temporal scale [31,51]. OBIA claims to overcome problems of traditional
pixel-based techniques of high spatial resolution image data, by defining segments rather than pixels
to classify, and allowing spectral reflectance variability to be used as an attribute for discriminating
features in the segmentation approach [22,30].

It is possible to recognize details of a building in spatial and geometric structures in the VHR
SAR images. Based on these characteristics, it is promising to analyze the building primitives in
SAR imagery by combining OBIA method and the semantic knowledge. However, because of the
heterogeneity of the urban landscape and its spatial variability, the segmentation of urban scenes is
a challenging task [31,52], especially in SAR images, which are affected by speckle inevitably. In this
subsection, we first introduce an object-based segmentation for SAR images. Then, we focus on the
analysis of the image object characteristics which are needed in the domain ontology model.

3.2.1. SAR Image Segmentation

The applied workflow of object-based segmentation is demonstrated as Figure 4. Firstly,
an improved watershed transform is used to obtain the initial image objects. In this process, the ROA
(Ratio of Averages) operator is used to extract the gradient of the SAR image; this operator helps to
reduce the effect of speckle [53,54]. The basin dynamic threshold [55] is applied in the initial watershed
transform; this step can restrain over-segmentation problem, and it can also control the size of image
objects. Then, the RAG (region adjacency graph) is established on the level of the initial image objects.
At the same time, by adopting the GMRF (Gauss Markov random field) model [56], the first and
second order statistics as well as spatial texture characteristics of the image objects can be introduced.
The GMRF model has been proven to be well suited to model the building areas in SAR images [57].
Moreover, we use these statistical characteristics to form region similarity measure to conduct the
adjacent region merging. The applied segmentation method can reduce the influence of speckle,
and quickly obtain homogeneous regions with clear boundaries.
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3.2.2. Characteristics of Objects

The image objects in OBIA have various features that are unavailable in pixel-based image
analysis. In the proposed method, we take into account the actual needs of the domain ontology
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model, and three categories of image object features has been adopted: scattering characteristics—the
mean, variance, texture (Gray Level Co-occurrence Matrix, GLCM, homogeneity, energy, diversity
and entropy); object shape geometry characteristics—main direction of the object, area, mass center,
minimum circumscribed rectangle, rectangle, (shape) filling, compact degrees (dispersion of the object);
topology—adjacent object label. The definition and significance of the adopted object features have
been displayed in Table 2. Particularly, the topological and geometric characteristics of objects have
advantages for characterizing the building primitives.

Table 2. The object features and their meanings.

Category Name The Formula of Features The Significance of Features

Label Object label – Used to identify objects

Gray feature
Mean µ = 1

n

n
∑

i=0
Pi The average gray value of objects

Standard
deviation

σ =

√
1

n−1

n
∑

i=0
(Pi − µ)2 Used to represent gray level distribution

of objects

Texture feature

Homogeneity hom =
L−1
∑

i=0

L−1
∑

j=0

p̂(i,j)
1+|i−j| Degree of object uniformity

Entropy ent =
L−1
∑

i=0

L−1
∑

j=0
p̂(i, j)log( p̂(i, j)) The amount of information

Dissimilarity dis =
L−1
∑

i=0

L−1
∑

j=0
|i− j| p̂(i, j) Reflect the image sharpness and texture groove

depth level

Energy ene =
L−1
∑

i=0

L−1
∑

j=0
p̂2(i, j) Reflect the image gray distribution and

texture fineness

Shape feature

Area A =
M
∑

i=1

N
∑

j=1
Pi,j×∆2 Total pixel number of an object

Wide – Width of the object minimum
bounding rectangle

Rectangle
degree

A
B

Ratio of object area and the object minimum
bounding rectangle area

Solidity A
C

Ratio of object area and the object minimum
bounding polygon area

Density d =
√

n
1+
√

Var(X)+Var(Y)
It describes the extent of the object. The larger
the value, the closer the object is square

Imagery
parameter

feature

Main direction – The angle between SAR range direction and the
major axis of object external ellipse

Orientation
relationship of

objects
– Determine the specific position relationship

between objects according SAR range direction

Topological
feature

adjacent
objects – The labels of all adjacent objects with object A

Note: In above table, symbols are explained as below, Pi: pixel gray value; n: pixels number in object; B is area
of the minimum bounding rectangle; C is area of the minimum bounding polygon area; X, Y are the vectors
containing all the pixel coordinates within an object; Var (X) is variance of X. Moreover, the explanation of
texture features is as follows. In an image, any pixel (x, y) and pixel (x + a, y + b) can form a combination,
expressed as (i, j), i is the gray value of (x, y), j is the gray value of (x + a, y + b). We set the gray value level to L,
and the (i, j) have L2 kinds of values. In the statistical area, the values of a and b are constants, we first count
the occurrences of each kind of (i, j), and then they are normalized as probability p̂(i, j), then, the [P (i, j)]L×L
is GLCM.

3.3. Individual Building Extraction Based on Ontological Semantic Analysis

Based on the ontological model of individual buildings, we first get the meaningful image objects
and object features related to building primitives. Then, we need to extract the building primitives
from image objects using the ontology rules. In this process, the bright areas are detected first by
the corresponding rules, and the roof and dark areas are detected subsequently. After the building
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primitives have been established, the building primitives are combined by using corresponding
ontology rules and the object topology features, and the final individual building objects should meet
the constraints of rules about size and shape.

During this process of extracting building primitives and building objects from image objects,
lots of object features need to be adopted; the features have been introduced in Table 2. We use the
decision tree and some samples to train the feature thresholds. Every decision tree can be understood
as an implementation of a rule in the ontology model. By conducting the ontology analysis process in
Figure 3, the image objects can be recognized as building primitives or not, and then some specific
building primitives can be combined into individual buildings.

4. Experimental Results

In this section, we first present the extracted building results obtained by applying the proposed
method from single VHR SAR imagery. Then, the evaluation of the experimental results has
been shown.

4.1. Properties of Data Sets and Experimental Setting

The effectiveness of the proposed method has been tested on a TerraSAR-X image of the Foshan
city, China. The image is acquired in VV polarization in stripmap mode, with pixel spacing of 1.25 m.
The experimental data contain large public buildings and factory buildings, the roof types including
simple flat-roof, the gable-roof and composite roof. The building orientations in the selected data
are complex, and the planar sizes and shapes of the buildings are different. Basic information and
characteristics of the selected experimental data are shown in Table 3. We use the words “basically the
same”, ”quite different”, ”different” to briefly describe the degree of building orientations diversity in
each datum. In addition, for some other features of buildings in each datum, we describe them via
the following aspects: the appearance characteristics of buildings, including sizes and roofs; and the
aggregation of adjacent buildings, including the density and the clusters of buildings.

Table 3. Basic information and characteristics of the selected experimental data.

Experimental
Dataset Number Image Sizes (Pixels) Degree of Building

Orientation Diversity
Other Features of the

Buildings

1 800 × 1050 basically the same relatively dense
2 1100 × 800 quite different several clusters
3 1200 × 1200 quite different different sizes
4 1240 × 700 different complicated roof
5 2040 × 1360 different mixed with small houses

4.2. Results and Evaluations

Figures 5–9 show the individual buildings extraction results from the selected data by the
proposed method. For Figures 5–9, the left shows extraction results (within the red boxes) from
SAR data, and the right shows footprints of the buildings (within the green boxes) in corresponding
optical images.
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correctly extracted by the proposed method. Moreover, some other assessment indicators have been 
employed to assess the performance of the proposed method. The split means that the one building 
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them in this optical image. The reason is that the corresponding period data are unavailable from 
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Table 4 reports the number of buildings in each selected data and the number of buildings correctly
extracted by the proposed method. Moreover, some other assessment indicators have been employed
to assess the performance of the proposed method. The split means that the one building radar
footprints has been split in more parts. Corresponding, the number of merged buildings indicates
that the two neighboring buildings have been identified as one building. Then, the extraction rate
is defined as the ratio of the correctly identified buildings to identifiable buildings in SAR images.
The false alarm rate is defined as the ratio of false results to the total identified buildings by the method
proposed in this paper.

Table 4. Accuracy assessment.

Experimental
Dataset Number

Building
Number Extraction False

Alarms Split Merged Extraction
Rate (%)

False Alarm
Rate (%)

1 46 39 4 2 3 84.8 8.7
2 37 35 1 0 6 94.6 2.7
3 38 33 7 2 6 86.8 18.4
4 33 28 1 1 2 87.9 3.0
5 57 53 12 3 8 92.9 21.1

It should be noted here that there are some differences between the labeled buildings and the
actual buildings in the lower left corner of Figure 8b, three green boxes without buildings inside them
in this optical image. The reason is that the corresponding period data are unavailable from the Google
earth. Despite this, we labeled the buildings in Figure 8b according to the actual situation.
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For the individual buildings in the experimental dataset, there are significant differences in
the building orientations, sizes and shapes. The results show that extraction rates are all over 84%,
indicating the effectiveness of the method. For the data with large differences in the size of buildings,
like data 3 and 5, the false alarm rates are relatively higher than the other data. In addition, the numbers
of split buildings are less than the merged buildings for the total dataset, illustrating that the method
is beneficial to obtain the intact and accurate building radar footprints.

5. Discussion

The analyses performed highlight how to adopt semantic properties into building extraction
from VHR SAR images, aiming to overcome the heterogeneity and complexity of various building
appearances. The experiment results on real TerraSAR-X images show that the proposed method can
overcome the diversities of building orientations, building sizes and shapes, reaching relatively
high extraction rate for the individual buildings from the test dataset. Especially in Figures 7
and 9, the building sizes and shapes are strikingly different, and moreover, the square fields and
ponds in Figure 7 and many pavements in Figure 9 are serious disturbances in building extraction
from SAR images. However, the extraction rates of those two data reached 86.8% and 92.9%, and
the results are quite intact and distinctive. Since the method is proposed based on the sufficient
semantic analysis of building primitives in VHR SAR images, it can effectively differentiate between
the individual buildings and the non-building objects which have similar shapes (e.g., the square
fields and ponds) or scattering components (e.g., the pavements). In fact, some studies [6,17,19] can
achieve good detection rates for linear or L-shaped buildings with specific orientation and similar size.
By employing the ontology model, our method can get satisfactory results even for the buildings with
different orientations and different structures.

The range of extracted building shapes and sizes are quiet considerable; the building sizes ranged
from 250 to 16,000 pixels in our experiments, and correspondingly, the true area was about 400 to
25,000 m2. Considering the applicable requirements to the method and the limitation of the data
resolution, we developed this method and restricted the minimum size of the individual buildings.
It does occur that in some areas, several compact small houses have extremely similar characteristic
on the scattering components with the defined individual buildings. Some compact small houses
also include the layover, double-bounce, and shadowing effects, and this is the main reason of the
false alarm rates of the results. Furthermore, the size and shape of some compact small houses are
similar to the individual buildings that we defined. This phenomenon is particularly evident in data 5
(the magenta elliptical frame of Figure 10), causing a high false alarm rate in this data result. The false
alarm is also relatively high in data 3, and by the same token, there are some ships and ports in Figure 7,
causing similar scattering components with the buildings.
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It is obvious that the number of split buildings is less than the merged buildings in all experiment
results, and the proposed method is suitable to extract building with complicated roofs, especially
from the results in Figure 8. These show that the ontology method is good for keeping the integrity of
buildings, due to the adjacency relations of building primitives that have been applied as important
rules in the model. However, it is undesirable that this rule causes some mergers and interferences of
the extracted buildings in some dense building areas, especially for the result of data 5 (corresponding
to Figures 9 and 10), which has most number of merged buildings. It is obvious that some buildings
are quite dense in the yellow box of Figure 10, resulting in some mergers. To prevent the phenomena
of merged buildings and false alarms, it is necessary to further strengthen rules about the form of
individual buildings. Meanwhile, more precise rules about detecting building primitives are needed.

On the other hand, since the rules or concepts used in the ontology are defined by some low-level
descriptors associated with intervals of accepted values, the implementation of the developed ontology
into the computational model is indeed a specific task. During this implementation processing, we use
the decision tree and the some samples to train the feature thresholds. In the future research, we will
work to acquire more accurate ontology implementation approaches.

It should be point out that the influence of object-based segmentation is quite important to the
methodology; in detail, the building primitives originate from the image objects that are obtained from
the segmentation algorithm. The applied segmentation method is suitable for acquiring meaningful
image objects from VHR SAR image. Moreover, it is beneficial for keeping the boundary characteristics
of the building primitives. Further experimental validation about the relation between the despeckling
and the segmentation should be a relevant extension of the present work. The problem of how to
introduce more specific semantic information into the segmentation should also be further studied.

6. Conclusions

In this article, we highlight the problem of extracting individual buildings from SAR images
under a semantic expression framework. Unlike most related methods, which focus on detecting
low-level features to determine the existence of linear or L-shaped buildings with specific orientations,
this paper proposes a novel method that can extract individual buildings with different orientations
and sizes from TerraSAR-X images by employing ontological semantic analysis. By combining semantic
knowledge with image object characteristics in the ontology model, the method can overcome the
heterogeneity of various building appearances in SAR images. A set of experiments for TerraSAR-X
images have demonstrated the efficiency of the proposed method: all the extraction rates are above
84%, and the false alarms and merged buildings and split buildings in the results have been analyzed.
The results showed that the method can accurately extract buildings with different orientations and
different structures using only a single SAR image.

Ontology is a promising solution to address the semantic heterogeneity in VHR remote sensing
images, and the proposed method has great expansibility. In the future, we expect to continue refining
and validating our research on ontology modeling about other typical artificial objects in VHR SAR
images, such as bridges and airports, aiming at interpreting the artificial objects using high-level
semantic knowledge and the special scattering characteristics of SAR images.
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