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Abstract

:

The use of automated methods to estimate fractional vegetation cover (FVC) from digital photographs has increased in recent years given its potential to produce accurate, fast and inexpensive FVC measurements. Wide acceptance has been delayed because of the limitations in accuracy, speed, automation and generalization of these methods. This work introduces a novel technique, the Automated Canopy Estimator (ACE) that overcomes many of these challenges to produce accurate estimates of fractional vegetation cover using an unsupervised segmentation process. ACE is shown to outperform nine other segmentation algorithms, consisting of both threshold-based and machine learning approaches, in the segmentation of photographs of four different crops (oat, corn, rapeseed and flax) with an overall accuracy of 89.6%. ACE is similarly accurate (88.7%) when applied to remotely sensed corn, producing FVC estimates that are strongly correlated with ground truth values.
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1. Introduction


Fractional vegetation cover (FVC), which is defined as the vertical projection of foliage onto a horizontal surface, is an important measure of crop development [1]. FVC can be used as direct input to crop models or as a predictor of crop yield, above-ground biomass and plant nutritional status [2,3,4,5,6,7]. An advantage that FVC holds over other measures of crop development, such as Leaf Area Index (LAI), is that it can be estimated from the analysis of digital photographs. This holds the potential for a simple, low cost, approach to measuring crop development.



The segmentation of digital photographs is becoming increasingly important in agriculture. Applications include vegetation monitoring [8,9], estimation of LAI [10,11,12], plant nutritional status [6,7,13], fractional vegetation cover measurement [1,14,15,16,17], growth characteristics [18], weed detection [19] and crop identification [20]. Determining FVC from digital photographs is often simpler, faster and more economical than measuring LAI [1,15,17]. FVC values derived from ground and near-ground remotely sensed images for validation of FVC estimated from satellite images is vital in ensuring the quality of FVC estimates derived from satellite images [9,21,22,23,24,25]. However, there are often significant problems with current FVC estimation methodologies. Owing to a lack of automation, the approaches are sometimes very time-consuming. Additionally, they may require the user to have knowledge of image processing techniques. Most importantly, current techniques generally lack sufficient accuracy to be useful [16,26].



Image segmentation for fractional vegetation cover estimation typically utilizes one of two approaches, either a threshold-based approach, or a machine learning approach. Examples of threshold-based approaches include the Color Index of Vegetation Extraction (CIVE) [27], Excess green and Otsu’s method (ExG & Otsu) [28] and Green Crop Tracker [10]. Both CIVE and ExG & Otsu manipulate the values of the RGB channels of an image in order to distinguish pixels dominated by green crop canopy from soil and background pixels. Otsu’s method [29] is then applied in order to extract the fractional vegetation cover. The Green Crop Tracker automatically derives estimates of LAI and FVC from digital photographs of growing crops. The software estimates fractional vegetation cover by segmenting green canopy from soil and other background material using a histogram-based threshold technique applied to the RGB values of the photographs. Limitations of these approaches include an underperformance of the segmentation algorithm when the canopy is close to closure and less accurate results in varying plot illumination [10,30]. SHAR-LABFVC [31] is an algorithm developed to deal with the effect of shadows in classification. The algorithm converts a brightness-enhanced image to the Commission Internationale de l’Éclairage (CIE) L*a*b* space and fits a log-normal distribution to the greenness values and a Gaussian to the background values. Threshold determination assumes that misclassification of vegetation and background is approximately equal; the segmentation threshold is chosen to ensure this.



Several machine learning approaches have been developed to estimate fractional vegetation cover. The environmentally adaptive segmentation (EASA) employed an adaptive, partially supervised clustering process coupled with a Bayesian classifier to achieve segmentation of RGB images [32]. The segmentation method proposed by [12] proceeds with the supervised selection of a region of an RGB image, which is converted to CIE L*a*b* space. K-means is used to cluster the sub-image into plant canopy and background. The clusters representing plant canopy are then used to train an artificial neural network to segment images into plant canopy and background. Bai et al. employed morphology modeling in their development of a crop model for rice [30]. Digital photographs of rice plants are divided into blocks and manually segmented into plant canopy and background. The manually segmented images are converted to CIE L*a*b* space, and the distributions of color at different levels of illuminance are generated and morphological operations (dilation and erosion) are applied, resulting in a color model that can be used to segment rice plants from photographs taken under variable lighting conditions.



While the machine learning approaches give good results, there are some limitations. Firstly, they are typically supervised methods requiring varying levels of human intervention, both for model training and for testing. For instance, the method of Bai et al. [30] requires that a separate model be developed for each crop type that is to be analyzed. Secondly, they tend to employ computationally intensive processes, which may limit the scope of their use.



The objective of this study was to evaluate the performance of a novel, unsupervised, threshold-based, segmentation technique, the Automated Canopy Estimator (ACE) that overcomes many of the aforementioned challenges to produce accurate estimates of fractional vegetation cover for both terrestrial and remotely sensed photographs. The following section describes the technique. Section 3 evaluates the performance of ACE versus other methods using datasets also detailed in Section 2. Section 4 discusses the value of the new approach. Thereafter, a conclusion is offered in Section 5.




2. Materials and Methods


2.1. Data Collection


The digital photographs used in the study were taken during previously conducted field studies. Four separate crops (seeding rates and row spacing given in parentheses) were included in the analysis: corn: Zea mays L. (34,600 seeds/ha; 76 cm), oat: Avena sativa L. (94.0 kg/ha; 20 cm), rapeseed: Brassica napus L. (7.4 kg/ha; 20 cm) and flax: Linum usitatissimum L. (39.2 kg/ha; 20 cm).



The oat, rapeseed, and flax data were collected from field studies conducted at the United States Department of Agriculture, Agricultural Research Service (USDA-ARS) Central Great Plains Research Station (40°09′N, 103°09′W, 1383 m elevation above sea level) located near Akron, CO, USA [33]. The crops were planted no-till into proso millet stubble on 4 April 2013. Plot sizes were 6.1 by 12.2 m. The plot area was sprayed with glyphosate prior to planting and fertilized with 34 kg N/ha. Hand-weeding was performed twice early in the growing season. Corn was grown in a separate study (details given in [10]) and planted in early May in 2010 and 2011 at both the Akron site and at Sidney, NE, USA (41°12′N, 103°0′W, 1315 m above mean sea level). Soil type at both locations was classified as silt loam (Aridic Argiustolls). Crops in both studies were grown under both dryland (rain-fed) and limited supplemental irrigation conditions.



Photographs were taken with a digital camera held level with the horizon and at arm’s length to the south of the photographer at midday. Owing to the differing growth patterns and the varying stages of crop growth, the depth of shadow varies from none to deep shadow. Height above the soil surface was approximately 1.5 m. For photographs of corn taken after 12 July, the photographer climbed a stepladder to get above the canopy. Two different cameras were used for taking the photographs. Inexpensive (<USD $175) digital cameras were used—for corn: a Panasonic Lumix DMC-FS3 and a Panasonic DMC-FP1 (image specifications for both Panasonic cameras were JPEG image format, 2048 by 1536 pixels, 180 ppi). For all other crops, the DMC-FP1 was used.



Additional photographs of corn were taken to compare the analyses of the hand-held digital photographs with analyses of images acquired from a true remote sensing platform. These additional images were obtained from irrigated and rain-fed corn plots at the USDA-ARS Limited Irrigation Research Farm (40°27′N, 104°38′W, 1427 m elevation above sea level) located near Greeley, CO, USA [34]. The corn was planted at 85,500 seeds/ha with 76-cm row spacing on 15 May 2015. Plot size was 9.0 by 43.0 m. A total of 139 kg N/ha fertilizer was applied throughout the growing season. The soil type at this site was classified as sandy loam (Ustic Haplargids). The camera used in this study was a Canon EOS 50D, which produced JPEG images (2352 by 1568 pixels). The camera was attached to a tractor-mounted boom and raised to about 7 m above the soil surface. Thermal images were taken around solar noon on seven dates from 22 June to 1 October. Each image covered an area of about 5.9 m × 4.2 m over the six center rows of each plot.




2.2. Image Segmentation


This paper proposes a new approach to the automated estimation of FVC from digital photographs. The technique converts a digital photograph from RGB to the CIE L*a*b* color space. This color space was developed by the CIE based on human perception of color. A clear benefit of working in the CIE L*a*b* is that it is device-independent [35], therefore a single approach can be used in the segmentation of images captured using different devices, without the negative effects of differing color representations. Colors are represented using three values: the L* value represents the brightness of the image; the a* value represents color on the red-green axis, while the b* value represents color along the blue-yellow axis. By converting to the L*a*b* space, the luminescence of the image is separated from the color information, thus reducing the impact of excessive brightness on the segmentation process. The algorithm extracts and processes the a* channel in order to segment the image into green canopy and background (background crop residues or soil).



Threshold Determination


Figure 1 shows a flowchart detailing the threshold determination of the ACE algorithm. The a* values for a file are compiled and a histogram is plotted. Histogram values are smoothed using a kernel-based method in order to remove spurious peaks from the distribution. Figure 2 shows the smoothed histogram for an image of flax (Figure 2a) in which the a* values representing green canopy and background are both well represented (Figure 2b). The distribution is bimodal, with distinct regions for green colored pixels (to the left) and for background pixels (to the right). In the ideal case, this bimodality is clearly seen in the distribution; however, this is not always so, for instance, when the canopy is near closed or where fractional vegetation cover is sparse. In these circumstances, a measure of the underlying bimodality of the distribution must be determined. This is achieved by fitting a Gaussian mixture model (GMM) to the smoothed data. The use of Gaussians is motivated by the observation that the distributions of vegetation and background colors are approximately normal. The GMM is expressed as:
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where x is a vector of a* color values,     μ i  ,     and      Σ i     are the means and covariances of each Gaussian, respectively. The contribution of the ith Gaussian is determined by the weight wi. For the bimodal distribution, N is set to 2. The GMM is estimated using the non-linear iterative Nelder–Mead simplex optimization algorithm [36]. The Nelder–Mead algorithm is a direct search algorithm that does not use derivatives, so it can be used for discontinuous functions. The algorithm takes an initial solution set and forms a simplex. The function is evaluated at each point of the simplex and minimized by shifting (reflecting, shrinking or expanding) the vertices of the simplex. The algorithm iteratively seeks an improved estimate, based on a specified tolerance.



A threshold, Tgb, for segmentation is determined automatically by detecting the lowest point of intersection between the peaks of the distribution (see Figure 2). An image is segmented by marking the pixels with a* color values less than or equal to Tgb as belonging to the canopy and all other pixels as background. Fractional vegetation cover is estimated as the ratio of the number pixels in the canopy to the total number of pixels in the photograph.



In some instances, the bimodality is not revealed by mixture modeling. For example, in Figure 3a, the shadowed areas beneath a corn canopy obscure some regions of soil. The histogram in Figure 3b reveals the lack of obvious bimodality in the distribution. A generalized thresholding technique would fail to discriminate between green canopy and shadow, leading to under-segmentation of the image and an overestimate of FVC. While the bimodality is not evident, the assumption that the distribution is in fact bimodal remains valid as the shadowed sections of the image simply act to flatten the second peak of the distribution. In ACE, these occurrences are dealt with by finding the inflection point equivalent to the point at which the two underlying peaks intersect. The inflection point is detected by first taking the difference between adjacent points of the distribution. The vector of differences shows a series of peaks and troughs, indicating the number and direction of the inflection points found in the color value distribution (see Figure 3c, for example). Inflection points mark the place where the direction of the distribution changes from clockwise to anti-clockwise, or vice versa. These directional changes are indicated by peaks and troughs in the difference vector; a trough represents a change from clockwise to anti-clockwise, while a peak represents the reverse. The second step involves the detection of the peak in the difference vector that identifies the correct inflection point, viz., which is indicative of the threshold. With an almost closed canopy, the inflection point is found to the right of the main peak in the distribution. The second peak in the difference vector, which corresponds to an anti-clockwise to clockwise direction change, indicates the position of the threshold (see Figure 3, for example). When the photo shows mostly background, the inflection point is found to the left of the main peak in the smoothed distribution. In this case, the first trough in the difference vector, which identifies the position of the clockwise to anti-clockwise direction change, indicates the position of the segmentation threshold.






3. Results


3.1. Image Segmentation


One of the aims of using image analysis techniques for segmentation is to develop an automated, low cost, fast and replicable approach to the segmentation of vegetation cover from digital photographs. Using ACE, segmentation was performed on all four crops over a range of growing conditions and canopy development. Representative examples of segmentation for the four crops are shown in Figure 4; Figure 4a,c,e,g show the original terrestrial photographs of corn, flax, rapeseed and oat, respectively. The corresponding segmented images are shown in Figure 4b,d,f,h. Remotely sensed corn and its segmentation are shown in Figure 4i,j. Examination of the segmentation results shows the utility of ACE for performing accurate segmentation of vegetation from backgrounds under varying conditions. The figures all have regions of shadow that can lead to misclassification of background pixels, especially for ocular segmentation. The corresponding segmentations show the accurate exclusion of the shadowed areas from the vegetation by ACE. ACE also successfully compensated for variations in lighting and quality of individual images.



Automation of the segmentation process removes the component of human error and ensures the replicability of the results. The technique works for the entire range of fractional vegetation cover, from fully open to fully closed. Segmentation of each image takes less than a second on a computer with a 2.2 GHz CPU and 8 GB of memory, compared with just under five seconds for SHAR-LAB and approximately two minutes for a supervised technique such as SamplePoint [37] (http://samplepoint.org/), in which 64 randomly selected points per image are classified by a human observer. Though the images were captured with two separate cameras, the segmentation was consistent across the dataset, a result that has not been achieved in previous studies (see [10,15] for example).




3.2. Fractional Vegetation Cover Estimation


Twenty images of each crop, a total of 80 images, were selected for testing. An additional six per crop were used as a development set. The images cover the full range of fractional vegetation cover from open to near closed. Additionally, the crops present a challenge for segmentation as they have different leaf shapes, sizes and orientations and a variety of growth patterns while being photographed under varying lighting conditions.



3.2.1. Ground Truth Image Segmentation


Ground truth segmentation values were estimated by two individuals using Photoshop (Adobe Systems Incorporated, San Jose, CA, USA), each pixel was classified as either leaf or soil/crop residue. FVC percentage was calculated as the fraction of pixels classified as part of the canopy. These values of FVC were taken as ground truth despite the known limitations of the technique: user bias, age-related color perception challenges and other natural variation between users.




3.2.2. Comparison of Image Segmentation Techniques


In order to validate the accuracy of the segmentations generated by ACE, comparisons were made with nine other segmentation algorithms. The algorithms include eight threshold based approaches CIVE [27], ExG & Otsu [28], visible vegetation index (VVI), Mean Shift—MS, MSCIVE and MSVVI [38], SHAR-LABFVC [31] and one machine learning approach [30]. Segmentation accuracy was determined using the following measure:


   accuracy = 100   ×    (     |  A ∩ B  |     |  A ∪ B  |     )  ,   








where A represents the set of pixels in the ground truth image that is marked as crop canopy and B represents the set of pixels in the segmentation that is marked as crop canopy. This measure of accuracy determines how closely the segmentation matches the ground truth, with 100% indicating an exact match and perfect segmentation. Table 1 lists mean accuracies and standard deviations for all nine segmentation algorithms.



ACE outperforms all nine segmentation algorithms evaluated on the current dataset. The improvement over Bai et al. (between 1.2% and 5.4%) and SHAR-LAB (between 2.2% and 8.5%) indicates the level of performance ACE achieves on a challenging dataset. One-way ANOVA analysis showed that the segmentation results for rapeseed, oat and flax were significantly (α = 0.05) better than all algorithms except for Bai et al. and SHAR-LAB. Standard devitions were also quite low; for corn, oat, and flax, ACE had the lowest standard deviations across the test set, except for rapeseed. For rapeseed, CIVE and ExG have lower standard deviations; however, both have very low accuracy and their low standard deviations suggest that the accuracies are low across the test set. When accuracies of all the crops are combined, ANOVA testing confirms that ACE produces the most accurate segmentations across the dataset (p = 0.05). While ACE produced more accurate results than Bai et al. overall (average 89.6% compared to 86.0%), the two are statistically similar. ACE also produces estimates with the lowest variance, showing a high degree of consistency in the estimates across all crops. The boxplot (Figure 5) highlights this result graphically.




3.2.3. Fractional Vegetation Cover Estimates


The accuracy of FVC values estimated by ACE and the other nine techniques is evaluated by comparing the estimated FVC values with the corresponding ground truth values. Table 2 lists the root mean square error (RMSE) and standard deviation of FVC for all algorithms. Over the wide range of FVC values observed, there was no systematic error in the ACE estimation process, with some values being overestimated and others underestimated. Overall, ACE produces the most accurate estimates of FVC as evidenced by the RMSE and standard deviation values in Table 2. The low standard deviation highlights the consistency of the FVC values estimated by ACE. ACE outperforms the other algorithms for oat and rapeseed; the RMSE values are 5.8% (σ = 6.0%) and 5.3% (σ = 4.3%), respectively. Ninety percent of the errors for oat and 85% for rapeseed fall within one standard deviation of the mean, suggesting a high level of agreement between the estimates generated by ACE and the ground truth values. The errors occur for both high and low fractional vegetation cover values, thus reinforcing the overall lack of bias. ACE and Bai et al. have a similar RMSE for rapeseed, but the standard deviation for ACE is lower, suggesting a more consistent FVC estimation. Bai et al. produces estimates with marginally better RMSE values for corn and flax. The standard deviations are identical for corn, while, for flax, the standard deviation is lower for Bai et al.




3.2.4. Segmentation and FVC Estimates for Remotely Sensed Corn


The ten algorithms were used to perform segmentation on several images of corn taken by a camera suspended from a boom arm (see Section 2 for details of data collection). The mean segmentation accuracy of ACE was 88.7%, with a standard deviation of 5.4%, which is the highest accuracy and lowest standard deviation of the algorithms tested (see Table 3 and Figure 4). This high level of segmentation accuracy and low standard deviation is consistent with the accuracies obtained with terrestrial photographs of corn in Section 3.2.3. Compared to the ground truth values, the FVC estimates resulting from the ACE segmentation process had RMSE and standard deviation of 4.1 and 4.1, respectively (Table 3). The FVC values produced by ACE were only fractionally better than those produced by SHAR-LAB (by 0.4% and 0.1% RMSE and standard deviation, respectively), but much better than the other eight algorithms, including Bai et al. [30].






4. Discussion


4.1. Comparative Advantages of ACE


ACE offers an accurate, low-cost approach to FVC estimation that automates the process of segmentation, eliminates human subjectivity and provides a more efficient means of surface characterization, which closely matches the ground truth. Consistency in estimation across the four crop types evaluated suggests ease of application to other crops.



The current approach appears to overcome many of the limitations faced by other techniques that estimate FVC. For example, ACE is able to accurately estimate FVC when the canopy is of any size compared to the background, from small to near to closure. Unlike the other algorithms presented, ACE maintains its accuracy even when the photographs are taken with multiple cameras—this increases options for inexpensive data capture and in different lighting conditions with varying degrees of shadowing. Accuracy, flexibility, full automation and speed are properties of ACE that are improvements over state-of-the-art algorithms.



ACE performs well in cases where the distribution of color values is not bimodal because it is flexible enough to correctly estimate segmentation thresholds even where two peaks are not visible. The test set had several such examples, and, in those cases, ACE outperformed the other algorithms. For instance, the explicit reliance on bimodality and the assumption that errors in classification are equal for the vegetation and background [31] led to under-segmentation and the inclusion of shaded background regions by SHAR-LAB.




4.2. Implications for Remote Sensing


Testing with remotely sensed corn produced an accuracy of 88.7%, similar to the accuracy obtained with terrestrial images and more accurate than the other techniques. The low standard deviation points to the consistency of the segmentations produced by ACE. The FVC estimates were similarly close to the ground truth values with approximately 4% error on average. ACE outperformed all the other algorithms, though the RMSE and its standard deviation are both statistically similar to those produced by SHAR-LAB.



The accuracy and flexibility of the proposed algorithm point to its potential for use in more remote sensing applications than the one currently evaluated. In particular, the ability to accurately segment images containing significant shadowing of the background is seen as beneficial for remotely captured images. This functionality is important when validating the FVC values estimated from airborne or spaceborne platforms. The fact that ACE has been shown to accurately estimate the FVC of different crop types from photographs taken at heights of up to 7 m emphasizes its utility as more than a ground-based FVC estimation tool. The use of near-ground remotely sensed images provides the opportunity to increase sample collection, survey efficiency, spatial and temporal resolution as well as decrease the unit cost of sampling [22,25,39,40]. ACE, therefore, makes a contribution to the existing approach and offers the prospect of advancing the emerging approach of near-ground remote sensing.



The variety of crops tested and the resulting segmentation accuracy indicates that ACE can work with a range of crops with different growth patterns and leaf geometries. This is a distinct advantage when validating FVC derived from remotely sensed images. It has been shown that the validation process is more time consuming and complex, requiring more than one estimation algorithm, when the FVC estimators are limited in the range of crops for which they produce accurate results [41].



ACE is the most consistently accurate of the algorithms tested. The results of tests on both terrestrial and remotely sensed crops show that the software produces similarly accurate segmentations and FVC values. This suggests that ACE is able to overcome issues specific to remotely sensed crops, and thus it shows great potential for use in remote sensing applications.




4.3. Implications for Senescent Crop Cover


After the onset of senescence, there are no easy ways to measure fractional vegetation cover due to the dual coloration of leaves at this stage and intermingling [42]. Preliminary analyses (data not presented) suggest that ACE can be used to distinguish between senescent and green vegetation, thus obviating the need to employ expensive, time-consuming methods to first calculate LAI and then convert to FVC. Further research is required to validate the use of ACE to reduce the difficulties associated with measuring fractional vegetation cover during senescence.




4.4. Application of ACE to Crop Modelling


Accurate estimates of FVC are required for crop simulation models. For models such as AquaCrop (Food and Agriculture Organization of the United Nations, Rome, Italy, http://www.fao.org/nr/water/aquacrop.html) (an FAO model largely developed in recognition of impending food crisis in developing countries), canopy development is characterized by FVC only and not the more common leaf area index (LAI) [2,42]. It has recently been shown that, because ACE provides more accurate estimates of FVC than segmentation tools previously used, improved model outputs are obtained [43].



There are, as a result, implications for the wider use of crop modelling as a tool in the prediction of the effects of climate change on crop production in the Caribbean and regions with similar small island developing states. With access to accurate values of FVC, existing relationships between FVC and LAI can be validated or refined [11], and new relationships can be developed for crop species that have not yet been studied. This is especially important for foods, such as sweet potato (Ipomoea batatas L.), that are central to food and nutritional security. As there are no existing databases of FVC values for many of these crops, ACE will be useful in providing either FVC or an estimate of LAI values for use with crop models. Therefore, the results of such studies would give access to currently unavailable parameters and could increase the use of crop models to optimize agricultural crop production and policy.





5. Conclusions


ACE is an accurate, automated method of segmenting both terrestrial and remotely sensed digital photographs, and thus estimating fractional vegetation cover. Evaluations of the accuracy of the method were successfully conducted using four different crops—corn, rapeseed, oat and flax—and were compared to nine other segmentation algorithms. The ACE algorithm was then applied to the terrestrial and remotely sensed photographs to produce estimates of FVC from the segmentation. For all the crops in the study, ACE either outperformed or matched the FVC estimation of all the other algorithms, including the state-of-the-art machine learning algorithm.



Such an accurate, fast and automated method for estimating FVC from digital photographs is potentially beneficial for many applications, including crop modelling. With improved accuracy, existing relationships between FVC and LAI can be validated or refined and new relationships developed for crops that are yet to be studied. Automation facilitates easier measurement of a crop development parameter, thereby removing one of the perceived barriers to calibrating and using crop models, particularly within regions like the Caribbean.







Software Availability


ACE is available online at http://173.230.158.211/.
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Figure 1. Flowchart of the ACE algorithm. 
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Figure 2. An image of flax (a) and the smoothed probability distribution of its a* color values (b). Tgb is the threshold for segmentation in the ACE algorithm. 
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Figure 3. An image of corn (a), its smoothed probability distribution (b), and the difference of probability values (c). The inflection point in subfigure (a) (marked as Tgb) indicates the segmentation value. Tgb is detected as the second peak in the difference curve (subfigure (a)). 
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Figure 4. (a–j) Image segmentation using ACE. Photographs taken with a handheld digital camera along with the respective segmentations performed by ACE. Corn (a,b); flax (c,d); rapeseed (e,f) and oat (g,h). Remotely sensed corn, taken from a platform 7 m above the soil surface (i); and its ACE segmentation (j). 
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Figure 5. Boxplot of segmentation accuracy of all algorithms tested for the combined dataset. ACE has an overall higher segentation accuracy than all other algorithms. Bai et al. is second best, with an overall accuracy of 86.1%. ACE also has the lowest overall standard deviation across all crop types. 
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Table 1. Mean segmentation accuracy and standard deviations for the ten segmentation algorithms evaluated. Accuracies are shown for each crop and for all crops combined.
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Algorithm

	
Corn

	
Oat

	
Flax

	
Rapeseed

	
Overall




	
µ (%)

	
σ (%)

	
µ (%)

	
σ (%)

	
µ (%)

	
σ (%)

	
µ (%)

	
σ (%)

	
µ (%)

	
σ (%)






	
CIVE

	
40.0

	
18.0

	
63.0

	
8.0

	
60.0

	
18.0

	
51.0

	
1.5

	
52.6

	
17.3




	
ExG

	
67.0

	
8.0

	
58.0

	
9.0

	
63.0

	
16.0

	
50.0

	
1.5

	
59.6

	
13.6




	
VVI

	
30.0

	
8.0

	
45.0

	
9.0

	
48.4

	
10.0

	
39.4

	
10.0

	
40.0

	
10.9




	
MS

	
35.0

	
9.0

	
54.0

	
7.0

	
48.0

	
10.0

	
43.1

	
13.0

	
44.2

	
11.7




	
MSCIVE

	
85.4

	
6.0

	
61.0

	
25.0

	
74.0

	
6.0

	
75.4

	
10.0

	
74.4

	
15.8




	
MSExG

	
85.0

	
7.0

	
62.0

	
25.0

	
73.0

	
6.0

	
76.0

	
8.0

	
74.4

	
15.2




	
MSVVI

	
32.3

	
9.0

	
55.0

	
7.0

	
44.0

	
10.0

	
42.0

	
12.0

	
42.5

	
11.9




	
Bai et al.

	
88.0

	
5.0

	
85.0

	
6.4

	
84.4

	
8.0

	
87.0

	
8.1

	
86.1

	
7.0




	
SHAR-LAB

	
87.0

	
5.0

	
82.3

	
11.6

	
81.3

	
6.0

	
85.0

	
10.0

	
82.3

	
9.0




	
ACE

	
89.2

	
2.6

	
89.1

	
4.3

	
89.8

	
5.1

	
90.4

	
4.5

	
89.6

	
4.5
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Table 2. RMSE and standard deviation of difference between estimated FVC values and the ground truth FVC values for the ten algorithms evaluated.
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Algorithm

	
Corn

	
Oat

	
Flax

	
Rapeseed

	
Overall




	
RMSE

	
σ (%)

	
RMSE

	
σ (%)

	
RMSE

	
σ (%)

	
RMSE

	
σ (%)

	
RMSE

	
σ (%)






	
CIVE

	
33.7

	
17.4

	
17.9

	
14.3

	
35.0

	
14.5

	
31.1

	
31.8

	
30.2

	
24.8




	
ExG

	
11.7

	
7.1

	
18.6

	
7.0

	
14.8

	
7.4

	
33.3

	
12.4

	
21.3

	
11.9




	
VVI

	
20.0

	
17.3

	
21.8

	
13.8

	
15.4

	
15.8

	
36.1

	
29.3

	
24.6

	
21.3




	
MS

	
16.8

	
16.0

	
15.2

	
15.3

	
19.4

	
18.9

	
34.3

	
31.4

	
22.7

	
22.8




	
MSCIVE

	
4.7

	
4.8

	
29.1

	
22.7

	
8.6

	
8.6

	
20.9

	
14.3

	
18.6

	
16.3




	
MSExG

	
5.7

	
5.7

	
28.4

	
22.8

	
8.2

	
8.1

	
19.7

	
12.8

	
18.0

	
15.6




	
MSVVI

	
16.6

	
16.2

	
15.4

	
15.4

	
18.0

	
18.4

	
34.7

	
31.2

	
22.6

	
22.5




	
Bai et al.

	
2.1

	
2.2

	
8.2

	
8.4

	
5.6

	
4.2

	
5.3

	
5.0

	
5.7

	
5.6




	
SHAR-LAB

	
9.2

	
6.4

	
16.0

	
11.4

	
11.6

	
6.0

	
8.7

	
4.7

	
11.7

	
7.7




	
ACE

	
2.7

	
2.2

	
5.8

	
6.0

	
5.7

	
5.8

	
5.3

	
4.3

	
5.0

	
4.9
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Table 3. Segmentation accuracy; RMSE and standard deviation of difference between estimated FVC values and the ground truth FVC values for the ten algorithms evaluated using a remotely sensed corn crop.
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Algorithm

	
Segmentation Accuracy

	
FVC




	
µ (%)

	
σ (%)

	
RMSE

	
σ (%)






	
CIVE

	
53.7

	
19.7

	
29.9

	
22.2




	
ExG

	
41.0

	
18.9

	
31.2

	
16.5




	
VVI

	
41.7

	
18.8

	
20.0

	
20.3




	
MS

	
44.2

	
17.6

	
22.6

	
23.2




	
MSCIVE

	
65.4

	
11.7

	
16.8

	
17.1




	
MSExG

	
65.5

	
11.5

	
15.3

	
15.6




	
MSVVI

	
43.2

	
17.7

	
22.3

	
22.9




	
Bai et al.

	
74.9

	
17.7

	
13.1

	
8.4




	
SHAR-LAB

	
81.1

	
11.4

	
4.5

	
4.2




	
ACE

	
88.7

	
5.4

	
4.1

	
4.1
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