Effects of Per-Pixel Variability on Uncertainties in Bathymetric Retrievals from High-Resolution Satellite Images
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Abstract: Increased sophistication of high spatial resolution multispectral satellite sensors provides enhanced bathymetric mapping capability. However, the enhancements are counter-acted by per-pixel variability in sunglint, atmospheric path length and directional effects. This case-study highlights retrieval errors from images acquired at non-optimal geometrical combinations. The effects of variations in the environmental noise on water surface reflectance and the accuracy of environmental variable retrievals were quantified. Two WorldView-2 satellite images were acquired, within one minute of each other, with Image 1 placed in a near-optimal sun-sensor geometric configuration and Image 2 close to the specular point of the Bidirectional Reflectance Distribution Function (BRDF). Image 2 had higher total environmental noise due to increased surface glint and higher atmospheric path-scattering. Generally, depths were underestimated from Image 2, compared to Image 1. A partial improvement in retrieval error after glint correction of Image 2 resulted in an increase of the maximum depth to which accurate depth estimations were returned. This case-study indicates that critical analysis of individual images, accounting for the entire sun elevation and azimuth and satellite sensor pointing and geometry as well as anticipated wave height and direction, is required to ensure an image is fit for purpose for aquatic data analysis.
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1. Introduction

Satellite-derived bathymetry (SDB) using optical satellite data has been increasingly implemented as an alternative to traditional bathymetric surveying techniques. Acoustic surveying methods are difficult to conduct in shallow coastal waters because their coverage is limited to where a vessel can safely navigate. Coastal areas often have high population density, heavy maritime traffic and vulnerable ecosystems, such as salt marshes, mangroves, lagoons, and coral reefs. Due to erosion and sedimentation processes, as well as potential changes in sea level, many coastal regions need periodic bathymetry updates. SDB offers a practical means of regularly mapping and monitoring these environments, where the substratum reflectance contains a measurable spectral response compared to that of an optically deep water column, at local and continental scales [1].
SDB can be implemented photogrammetrically, empirically, or analytically. Each implementation has its own strengths and limitations.

Photogrammetric approaches rely on multiple images acquired over the same target area. Bathymetry can be derived from multiple images by computing wave heights and tracking their motion \cite{2,3}. Shallow water bathymetry, where the substratum is visible, can also be determined implementing photogrammetric methods on stereo pairs of images, collected at multiple viewing angles \cite{2,4,5}.

Empirical approaches, using spectral information to derive water depth from satellite data, have been implemented for over 30 years \cite{6–8}. A drawback of these methods is that they require *in situ* depth information to retrieve accurate depths or rely on the presumption that a homogenous water column and a simplified benthic substratum. Thus, although they are computationally fast and easy to use, these methodologies are often site and/or scene specific, hampering continental-scale SDB implementation.

Analytical approaches rely on radiative transfer theory and modelling of water column bio-optical properties and may implement spectral optimization \cite{9–13} or lookup tables \cite{14} to derive water depth. All analytical models require accurate radiometric calibrations to account for atmospheric effects \cite{15,16}. Although the analytical implementation is more complex than the empirical approach, it offers the advantage of being temporally and spatially transferable across most relevant sensors \cite{17}.

Satellite remote sensing can characterize optically shallow waters by bathymetric estimation, benthic habitat mapping, and water quality assessment. With increases in spatial resolution, multispectral satellite sensors can retrieve more accurate information in optically shallow environments. The capability of any high-resolution satellite optical sensor to estimate water column, bathymetry, and benthic information is determined by its spectral, spatial, and radiometric resolution. However, noise introduced by environmental factors, such as atmospheric and air-water interface effects, may reduce their performance if not fully corrected for \cite{18}.

### 1.1. Factors Affecting Image Quality

This section will discuss spectral, spatial, and radiometric resolution. Then, the in-space pointing capability of modern satellite sensors will be discussed in more detail, focusing on SDB and benthic mapping.

Higher spectral resolution satellite data enhances substratum separability \cite{19}, leading to more accurate bathymetric and substratum retrieval \cite{20}. In coastal waters \cite{21} found that sensors with 20 nm contiguous bands in the 400–800 nm spectral region provide better results than sensors with a limited number of broader multispectral bands with regard to bathymetric depth retrieval. They suggested a minimum of 15 bands within the 400–800 nm spectral range are required for water column, bathymetry and benthic coastal remote-sensing applications.

Most high spatial resolution satellite sensors have three to four spectral bands in the spectral region where the water column is transparent. These bands are often highly correlated, thus offering limited information per band. Additional bands in the visible spectrum enhances the ability to retrieve bathymetry, benthic, and water quality characteristics \cite{19,22–27}.

When considering spatial resolution requirements for coastal mapping, the pixel size relative to the size of the features within the water bodies determines the mapping ability. High spatial resolution sensors permit fine-scale mapping in spatially-heterogeneous coastal and reef environments. High spatial resolution mapping in these environments does introduce some factors to consider:

- Inter-pixel heterogeneity; and
- Intra-pixel effects caused by glint off individual wave facets or atmospheric adjacency effects.

The radiometric resolution is a function of pixel size (equates to photons received from the surface area imaged), integration time, sensor sensitivity, and signal registration capability. For aquatic applications, the sensor should have a high signal to noise ratio (SNR) to ensure sufficient signal to
capture spectral features ranging from relatively dark water bodies to bright targets in the intertidal zone. The WV2 sensor, for example, has a SNR of over 300 in shallow water that tapers off to 200 in optically deeper water [2].

The pointing capability of some high spatial resolution satellite sensors to acquire images by pointing the sensor away from nadir has both positive and negative consequences. Numerous nearly-simultaneous images can be captured across the same area from different view angles, thus increasing the probability of acquiring good quality images that are not affected by sunglint. However, the acquisition of off-nadir images may also increase surface glint, introduce angular effects and increase atmospheric path radiance. Without understanding these factors, end-users may acquire seemingly useful cloud free images, only to find sunglint and other noise-inducing environmental variables rendering the image data unsuitable for aquatic analysis.

The bidirectional reflectance function of a target, measured by a satellite sensor, is strongly dependent on the geometric relationship of illumination and observation at the time of image acquisition. For example, substratum separability is enhanced by higher solar zenith angles [20], while the probability of sunglint in the image is enhanced by clear skies, shallow waters, high spatial resolution, and wide sensor field of view (FOV) [28,29]. This may lead to the signal from the target being saturated. Optimal sun-sensor-target geometry over water includes solar zenith angles of 30° to 60° and sensor azimuth angles of 0° or 180° with respect to the solar azimuth [27].

Multiple images across a single target will result in variations in image quality, requiring an understanding of the effect of noise within each image. The enhanced pointing capability, in all directions, of the recent versatile high spatial resolution satellite sensors results in variable sun-sensor-target geometry combinations. The analysis of multi-angle data provides us with an opportunity to examine and quantify the effect of image quality, caused by variations in sun-sensor-target geometry, on bathymetric retrievals.

Water-leaving radiance is often small, compared to the reflected radiance from other sources, such as atmospheric and water surface scattering [26,30]. It is, thus, important to be aware of all of the environmental noise factors that can impact the precision and accuracy with which desired environmental variables can be retrieved from a satellite image. The total environmental noise for the entire sensor–atmosphere–air–water interface system can be quantified by the environmental noise-equivalent difference (NEΔrsE) [1,31].

The factors that affect the magnitude of the NEΔrsE in any given scene can be broadly divided into sensor-specific effects and scene-specific effects. The sensor-specific factors are dependent on sensor design and calibration, and are generally invariant, or change slowly, over time due to instrument degradation.

Factors that add environmental noise to individual scenes includes atmospheric variability, the water surface state (with swell-, wave-, and wavelet-induced reflections), and refraction of diffuse and direct sky and sunlight [1].

In addition to the atmosphere attenuating the energy to the target and reflected off a target (e.g., a shallow benthic environment), the atmosphere also adds a scattered path radiance into the signal of the target detected by the sensor. The signal detected for any given pixel can, thus, be expressed:

\[ L_{\text{total}} = \frac{\rho E \tau}{\pi} + L_{\text{path}} \] (1)

where \( L_{\text{total}} \) is the at-sensor radiance for surface reflectance \( \rho \), \( E \) is the irradiance on the object, \( \tau \) the total atmospheric transmittance (downwelling and upwelling path) and \( L_{\text{path}} \) is the path radiance [32,33].

The \( L_{\text{path}} \) component of \( L_{\text{total}} \) does not include any relevant information about target reflectance. Atmospheric conditions contributing to \( L_{\text{path}} \) includes Rayleigh scattering, Mie scattering, and clouds. Rayleigh scatter, induced by atmospheric molecules, is strongly wavelength-dependent and has a larger effect in the shorter wavelengths. This effect is always present in the atmosphere and is influenced by solar elevation angle. Mie scattering is induced by larger particles in the atmosphere, such as dust
and water droplets. This scattering is weakly dependent or independent of wavelength. Both clouds and large atmospheric particles contribute to directional scattering and are also a factor in differential scattering due to anisotropic distribution of particles in the atmosphere.

Larger off-nadir view angles result in higher path-scattering due to a longer path-length. Rayleigh scattering, which is more pronounced in the shorter wavelengths, increases with a longer path-length, caused by a larger off-nadir view angle.

As accurate as possible atmospheric correction during image pre-processing is important for reliable water column composition, benthic, and bathymetric information retrieval [18,26].

Water-surface conditions, such as wind- and wave-induced sunglint can introduce a significant amount of noise to an image. Wind-induced waves roughen the water surface, which then acts as a non-Lambertian reflector, causing significant forward scattering. A rough surface generally has the effect of widening the solid angle through which light will penetrate the water column by rapidly changing the direction in which light rays are refracted at the sea surface [27]. Additionally, wave-induced sunglint broadens the reflectance cone of the specular point [34], increasing the likelihood of sunglint contaminating the image. As a result of sunglint, a reflected sunlight radiation component is added to the signal, measured by the sensor, that does not carry any information about the water column and which may be higher than the water-leaving signal depending on wavelength and view angle. The pointing capability of high spatial resolution sensors can avoid or exacerbate this effect by pointing into or away from the sun.

1.2. Objectives

Multiple images taken near-simultaneously with variable sun-sensor-target geometry combinations across a single target will result in variations in image quality, requiring an understanding of the effect of the multiple sources of environmental noise within each image. The analysis of such a pair of multi-angle data provides us with an opportunity to examine and quantify the effect of image quality, caused by variations in sun-sensor-target geometry, on bathymetric retrievals. This analysis will help to establish retrieval error guidelines for images acquired at non-optimal geometrical combinations. This is relevant for applications where rapid image acquisition is required, such as during extreme events, or where cloud-free images are rare, such as in the tropics. These images would be opportunistically acquired, which would limit the choice of viewing geometry and seastate. Quantifying the effects of non-optimal image quality, will help with making more informed decisions when considering which images to acquire for analysis.

Previous studies reported bathymetric retrievals from WV2 data (e.g., [5,25,26,35]). However, with the exception of [35], all of these studies report results from single images, selected for the most optimal conditions available. This may lead to the false belief that that merely ordering cloud-free images is sufficient for obtaining useful images for shallow coastal water assessment purposes. In actual fact the entire sun elevation and azimuth and satellite sensor pointing and geometry as well as anticipated wave height and direction must all be taken into account. Unlike other studies focusing on multiple images, such as [35,36], the main aim of this work is to help individuals make more informed decisions when acquiring high-resolution image data for aquatic analysis.

This case study focuses on two WV2 satellite images of a shallow coastal lagoon. The images were acquired one minute apart. Variation in acquisition angles placed one image in an optimal sun-sensor geometric configuration and the second image close to the specular point of the Bidirectional Reflectance Distribution Function (BRDF) (worst-case scenario, glinted image). This presented us with the opportunity to quantify the effects of variations in NEΔrsE on \( L_{total}, r_{es} \) and the accuracy of environmental variable retrievals from a good image, a glint-affected image, and a glint-corrected image of the same lagoonal area, acquired almost simultaneously.
2. Materials and Methods

2.1. Data

Two WV2 satellite images of a shallow coastal lagoon in Tasmania, Australia (42.8211°S, 147.5508°E) were acquired one minute apart on 22 October 2011. The position of the sun, relative to the target, was constant ($\phi_{\text{sun}} = 40^\circ$, $\theta_{\text{sun}} = 52^\circ$) while the position of the sensor, relative to the target, changed (Image 1: $\phi_{\text{view}} = 106^\circ$, $\theta_{\text{view}} = 77^\circ$; Image 2: $\phi_{\text{view}} = 175^\circ$, $\theta_{\text{view}} = 57^\circ$; Figure 1). The images were acquired during an outgoing tide with a gentle (16 km/h) south-easterly breeze. The WV2 image data consists of 2 m spatial resolution data in eight spectral bands: coastal (400–450 nm), blue (450–510 nm), green (510–580 nm), yellow (585–625 nm), red (630–690 nm), red-edge (705–745 nm), and two bands in the near-infrared portion of the spectrum (770–895 nm and 860–1040 nm).

![Figure 1](image_url). Graphic representation of the geometric relationship between the sun and satellite sensor, relative to the target, for the two image acquisitions: (1) Image 1: $\phi_{\text{view}} = 106^\circ$, $\theta_{\text{view}} = 77^\circ$ and (2) Image 2: $\phi_{\text{view}} = 175^\circ$, $\theta_{\text{view}} = 57^\circ$ (BRF field in the figure was generated using [37]).

2.2. Pre-Processing

Both images were corrected with a standardized atmospheric and air/water interface correction [1] to retrieve subsurface irradiance reflectance ($r_{rs}$). The "coastal Water and Ocean MODTRAN-4 Based ATmospheric correction" ("c-WOMBAT-c") atmospheric correction procedure combines an atmospheric inversion from at-sensor-radiance to above water reflectance [38,39] with an inversion of the air-water interface from above water reflectance to subsurface reflectance [39].

A full MODTRAN-4 atmosphere parameterization and characterization is implemented in c-WOMBAT-c to retrieve $r_{rs}$. The atmospheric parameterization is listed in Table 1. Adjacency effects from photons transferring from adjacent pixels to the one being sampled are corrected for by using an averaged surface radiance for the surrounding region. This spatially-weighted image is generated by convolving the input radiance imagery with a one square kilometer spatial weighting function [38].
Table 1. Atmospheric correction parameters.

<table>
<thead>
<tr>
<th>Model Atmosphere:</th>
<th>Midlatitude Winter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Albedo:</td>
<td>0.1</td>
</tr>
<tr>
<td>Water column vapour [40]:</td>
<td>1.658</td>
</tr>
<tr>
<td>O₃ concentration [41]:</td>
<td>0.325</td>
</tr>
<tr>
<td>Aerosol model:</td>
<td>Navy Maritime (open ocean)</td>
</tr>
<tr>
<td>Horizontal visibility:</td>
<td>150 km</td>
</tr>
<tr>
<td>Wind speed [42]:</td>
<td>4.4 m/s</td>
</tr>
<tr>
<td>Sensor altitude:</td>
<td>770 km</td>
</tr>
<tr>
<td>Total off nadir view angle:</td>
<td>11.4 (image 1)</td>
</tr>
<tr>
<td>Path azimuth:</td>
<td>106 (image 1)</td>
</tr>
<tr>
<td></td>
<td>29.8 (image 2)</td>
</tr>
<tr>
<td></td>
<td>175 (image 2)</td>
</tr>
</tbody>
</table>

The acquisition geometry of Image 2 places the sensor close to the specular point in the backscattering direction (Figure 1), thus exacerbating the effect of sunglint within this image (Figure 2). The atmospherically-corrected Image 2 was, therefore, corrected for glint effects, implementing the method revised by [28] after [29]. This method assumes negligible water reflectance in the near-infrared (NIR) band. However, this assumption is only useful where the water leaving reflectance is not affected by the bottom reflectance within a shallow water column. To maintain the non-negligible NIR reflectance in pixels over shallow water, the glint correction algorithm considers both the spectral shape of a glint-affected pixel and the magnitude of the glint in each pixel [43].

Figure 2. Subset of (a) Image 1 (φ_{view} = 106°, θ_{view} = 77°) and (b) Image 2 (φ_{view} = 175°, θ_{view} = 57°), acquired one minute apart on 22 October 2011 during an outgoing tide with a gentle (16 km/h) south-easterly breeze. Gray mask: exposed land area; 1: location of the in situ depth observations (red dots) collected on 22 August 2013; 2: location of the least glint-affected image segment, selected for atmospheric correction inter-comparison; 3: location of an as homogenous as possible area of water that is as optically deep as possible, selected for NEΔrsE computation.
To estimate the spectral shape of glint within an image, a relatively homogenous optically deep area of interest (AOI) is selected. Within the homogenous area, the inter-pixel reflectance difference is due to the difference of glint reflectance. The spectral shape of the sunglint is obtained by averaging the spectra over the AOI and then normalizing at a NIR band. This glint spectral shape function is applied for the entire image.

The magnitude of the glint in each image pixel is determined within a $3 \times 3$ moving kernel. Within this kernel, the pixel of minimum reflectance is assumed to be glint-free. The magnitude of glint in each pixel is estimated by subtracting the minimum kernel reflectance from the reflectance of the pixel. Finally, by multiplying the glint spectral shape function described above, the glint reflectance spectrum for each pixel is computed and is subtracted from the measured spectrum.

Glint correction of the WV2 images is complicated by the sensor design where two sensor arrays collect four spectral bands each (creating the total of eight spectral bands) with offsets in both the location of the sensor array and in the time of collection [26,36,44]. Due to the reliance of the glint-correction method on near infrared (NIR) reflectance, the glint correction algorithm has to be applied separately on the image bands that were collected with each individual sensor array [45]. Fortunately each of the two arrays has three optical bands and one NIR band. This ensures that the changes in surface glint that occurs in microseconds are appropriately accounted for. Implementing glint correction on all eight bands across the two sensor arrays simultaneously results in the addition of noise to the image instead of reducing the effects of glint (data not presented).

2.3. SAMBUCA

Similar to the approach outlined by [13], SAMBUCA, an enhanced implementation of the inversion/optimization approach by [11], was applied to the atmospherically-corrected satellite imagery. In the SAMBUCA inversion/optimization scheme, the modelled $r_{rs}^{model}$ is compared to the $r_{rs}^{input}$ obtained from each image pixel ($r_{rs}^{input}$). The set of variables that minimizes the difference between $r_{rs}^{model}$ and $r_{rs}^{input}$ is used to retrieve bathymetry, benthic composition, and concentrations of the optically-active constituents of the water column.

The SAMBUCA model uses the optical properties of the water column and substratum albedo (magnitude of reflectance) to estimate the total $r_{rs}$. In this study, the optical parameterization was based on water column optical properties adapted from a coastal water column, representative of Cockburn Sound, Australia [46], and a substratum spectral reflectance library of three benthos (sand, sea grass, and brown algae) [47].

In addition to estimates of bathymetry, benthic composition, and concentrations of the optically-active constituents of the water column, output from SAMBUCA also includes the following model accuracy estimates: the optimization residuum ($\Delta$) and the substratum detectability index (SDI).

The $\Delta$ is an estimation of the accuracy between the modelled spectra and the image spectra. This measure is based on the spectral magnitude and shape difference of the modelled and measured spectra:

$$\Delta = \alpha \times LSQ$$

where $\alpha$ is the spectral angle between reference spectra and the spectra under consideration as defined in the Spectral Angle Mapper (SAM, [48]) and $LSQ$ is the Euclidean Minimum Distance [13]. By defining a threshold for $\Delta$, it is possible to identify pixels with a good (smaller $\Delta$) or poor (larger $\Delta$) spectral match from the model inversion.

The SDI is a measure of the contribution of the reflectance of the substratum ($r^B_{rs}$) to the total $r_{rs}$. By incorporating a measure of SNR in the imagery, in this case the NE$\Delta rsE$, it can estimate how well
the $r_{rs}^B$ is measured in the $r_{rs}$. The SDI is defined for the spectral band of maximum penetration (i.e., the band with the highest value for $[r_{rs} - r_{rs}^dp]$) as:

$$SDI = \frac{\max \left( \left| \left( r_{rs} - r_{rs}^dp \right) \right| \right)}{\text{NE\Delta}rsE}$$  \hspace{1cm} (3)$$

The NE\DeltarsE is defined as the standard deviation in each band over an as homogenous as possible area of optically deep water (i.e., where the contribution of $r_{rs}^B$ to the total $r_{rs}$ is negligible) within the image, as outlined by [1,31]. The size of the uniform area can be determined by increasing the size of the kernel (1, 3 $\times$ 3, 5 $\times$ 5, 7 $\times$ 7, etc.) until the standard deviation reaches a first asymptotic limit. The assumption of homogeneity over a kernel of pixels ensures that the standard deviation returned by the NE\DeltarsE calculation predominantly variations in sea surface state. In this study, NE\DeltarsE was computed in a portion of the images where the water that was both as homogenous and as optically deep as possible (Figure 2).

When the water column is considered optically deep ($r_{rs}^dp$), the SDI will be zero. Very low values for SDI denotes a negligible contribution of $r_{rs}^B$ to total $r_{rs}$ and can be considered quasi-optically deep [13], while increasing SDI values denotes an increasing contribution of $r_{rs}^B$ to total $r_{rs}$, resulting in more accurate retrievals of bathymetry and benthic cover.

2.4. In Situ Data

An in situ dataset of water depth (measured $z$) was collected for selected transects within the lagoon (transect 1, Figure 2) with a Humminbird 998C SI echo sounder (Eufaula, AL, USA) on 22 August 2013. The transducer was installed at a draft of 10 cm (which was accounted for in the processing). Each individual dataset was reduced for tide using a local tidal reference. Determination of the bottom return was performed by hand on the raw sonar data resulting in a water depth determination accuracy of 1–4 cm.

The depth measurements (6655 data points) were collected over a two hour period (not coincident with the images but almost two years later) along a transect that captured a range of depths across the lagoon. Due to the geometry of the lagoon and a lack of a nearby tidal gauge, we could only do an approximate tidal correction for the in situ measurements.

Analysis of the image data and depth retrieval accuracy was done as follows:

- Model-derived depth was compared with in situ depth measurements.
- The frequency of the absolute relative error between the in situ depth observations and image-derived depth ($||\text{measured } z - \text{modeled } z||/\text{measured } z$) was determined.
- Comparison between SDI values returned for the two images

3. Results

Figure 2 shows the pseudo true color composites of the satellite images and the locations where spectral data were collected for the analyses presented in this section. These locations can be summarized as: (1) the location where the in situ depth observations were collected on 22 August 2013; (2) the least glint-affected image segment, located in the lee of a cliff, selected for atmospheric correction inter-comparison; and (3) the location of an area of water that was as homogenous and as optically deep as possible, used for the NE\DeltarsE computation.

3.1. Atmospheric Conditions

The atmospheric correction inter-comparison between Image 1 and Image 2 was done using spectral data collected over a short transect in shallow water over a homogenous sandy bottom in an image segment that was relatively unaffected by glint in both Image 1 and Image 2 (area 2 in Figure 2). Figure 3 and Table 2 compares the atmospheric correction of Image 1 to Image 2 in the visible
spectrum. All bands were strongly correlated ($R^2 > 93\%$). For visible wavelengths beyond 545 nm, the atmospheric correction produced very similar $r_{rs}$ (bias < 0.008, MAPD < 10%). However, the coastal (400–450 nm) and the blue bands (450–510 nm) showed negative bias (bias of $-0.0302$ and $-0.0156$) as well as large MAPD values (MAPD of 104.6% and 16.5% for coastal and blue bands, respectively). This is likely due to overcorrection by the atmospheric correction method as a result of the longer atmospheric path length (~100 km more than Image 1), caused by the acute off-nadir view angle of Image 2. The coastal, the blue and, to some extent, the green (510–580 nm) bands are significantly different from each other, as described by the non-parametric Kruskal-Willis H test (Table 2).

![Non-glinted optically shallow water (location 2, Figure 2)](image)

Figure 3. Comparison of atmospherically-corrected $r_{rs}$ spectra of the first six WoldView-2 spectral bands, of a cross-track sample of a shallow water over sandy bottom in an image segment that is least affected by glint in both Image 1 and Image 2 (dashed line represents 1:1 relationship).

<table>
<thead>
<tr>
<th>Band</th>
<th>$\lambda$ (nm)</th>
<th>Bias</th>
<th>RMSE</th>
<th>MAPD</th>
<th>$R^2$</th>
<th>$H$</th>
<th>$P$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coastal</td>
<td>425</td>
<td>-0.0302</td>
<td>0.0305</td>
<td>104.6%</td>
<td>93.5%</td>
<td>379.669</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Blue</td>
<td>480</td>
<td>-0.0156</td>
<td>0.0162</td>
<td>16.5%</td>
<td>97.7%</td>
<td>80.235</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Green</td>
<td>545</td>
<td>-0.0077</td>
<td>0.0095</td>
<td>5.7%</td>
<td>99.0%</td>
<td>14.249</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Yellow</td>
<td>625</td>
<td>-0.0044</td>
<td>0.0067</td>
<td>5.0%</td>
<td>99.3%</td>
<td>3.168</td>
<td>0.075</td>
</tr>
<tr>
<td>Red</td>
<td>660</td>
<td>-0.0026</td>
<td>0.0064</td>
<td>8.3%</td>
<td>98.8%</td>
<td>0.644</td>
<td>0.422</td>
</tr>
<tr>
<td>NIR1</td>
<td>725</td>
<td>0.0006</td>
<td>0.0030</td>
<td>11.4%</td>
<td>95.3%</td>
<td>4.471</td>
<td>0.034</td>
</tr>
</tbody>
</table>

### 3.2. Sun-Sensor-View Geometry

The acquisition geometry of Image 2 places the sensor close to the specular point in the backscattering direction (Figure 1), thus exacerbating the effect of sunglint within this image, as observed in Figure 2. The $NE\Delta rs_E$ of each image was computed on a kernel of $35 \times 35$ pixels.
collected over an as homogenous as possible area of optically deep water (location 3, Figure 2). Figure 4 shows that the NEΔrsE of Image 2 is significantly higher than that of Image 1 prior to glint correction and still much higher after glint correction. The glint removal removed about half of the additional noise due to the adverse sun-sensor-target geometry. The coastal band (400–450 nm) has the largest NEΔrsE in all three images, while the green band (510–580 nm) has the lowest NEΔrsE.

Figure 4. NEΔrsE, a standard deviation computed on a kernel of 35 × 35 pixels collected over an as homogenous as possible area of optically deep water, from Image 1 and Image 2, illustrating the effects of environmental factors due to sunglint and related sun-sensor target geometry on the inherent noise of each individual image.

To illustrate the effects of the total environmental noise within each image on $r_{rs}$, a spectral profile was collected from each image at the locations where the in situ depth samples were collected (location 3, Figure 2). This transect represents a range of water depths and severity of glint affecting individual pixels within an optically complex lagoonal area. The location of this transect was selected to represent a relatively homogenous sandy substratum with variable water depths and water column properties. The median and 5th and 95th percentiles $r_{rs}$ in each band of the collected spectral profiles for each of the images is presented in Figure 5. The median was selected for this representation because of the non-normal distribution of the collected spectral data. In general, Image 2, both before and after glint correction, has higher reflectance than Image 1 in most bands in transect 1 (Figure 2). The exception being the coastal band (400–450 nm) that has lower $r_{rs}$ in Image 2, compared to Image 1, when all the data in transect 1 is considered. However, when the data points collected in transect 1 (Figure 2) are separated into optically shallow water ($z < 1$ m) and pseudo-optically deep water ($z > 1$ m), the median $r_{rs}$ in bands two and three is lower in Image 2, compared to Image 1 in optically shallow water, whilst the bands with longer wavelengths have similar $r_{rs}$ than Image 1. In pseudo-optically deep water, the coastal band has lower median $r_{rs}$ in Image 2, compared to Image 1.

The glint-correction applied to the image did not significantly change the shape of the median spectral response curve of Image 2 as can be seen in the overlap between the two curves in Figure 5. However, the effect of the glint-correction can be observed in the lower 95th percentile $r_{rs}$ in the glint-corrected Image 2, particularly when all the data points are considered (Figure 5a) and in optically shallow water (Figure 5b).
Figure 5. (a) Median and 5th and 95th percentiles of \( r_{rs} \) in each spectral band of a cross-track spectral profile, collected from each image (Image 1, Image 2 (uncorrected), and Image 2 (GC: glint corrected)) where \textit{in situ} depth observations were collected (transect 1, Figure 2); (b) median and 5th and 95th percentiles of \( r_{rs} \) in each spectral band of all optically shallow (<1 m water depth) observations; and (c) median and the 5th and 95th percentiles of \( r_{rs} \) in each spectral band of all optically deep (>1 m water depth) observations.

3.3. Depth Retrieval

The model retrieved environmental parameters for each pixel were evaluated for accuracy using the \( \Delta \) and SDI model outputs. An \textit{in situ} dataset of water depth (measured \( z \)) was collected for selected transects within the lagoon (transect 1, Figure 2) with a Humminbird 998C SI echo sounder on 22 August 2013. The location of this transect was selected to represent a relatively homogenous sandy substratum with variable water depths and water column properties. Although the SAMBUCA model retrieves both depth and substratum type, only depth was considered for further analysis due to the homogeneity of the substratum and the lag between satellite and \textit{in situ} data acquisitions. Only pixels with a good (smaller \( \Delta \)) spectral match from the model inversion that were identified as optically shallow (SDI > 0) were considered for the assessment of depth retrieval.

Figure 6a–c presents the scatter-plot of the depth estimated from WV2 Image 1, Image 2, and the glint-corrected Image 2, respectively, \textit{versus} the \textit{in situ} depth observations. Figure 6d–f presents...
the distribution of the relative difference between the depths as estimated from Image 1 and Image 2, respectively, and the in situ depth observations.

Depths derived from Image 1 (Figure 6a) shows the relationship between measured- and image-derived depths to be close to the 1:1 line. In this study, the accuracy of the depth retrievals was strongly dependent on the total environmental noise associated with the individual images. Depths retrieved from Image 1 had an overall lower retrieval error than those retrieved from Image 2.

After glint correction of Image 2 an improvement was observed in the maximum depth to which accurate depth estimations were returned (Figure 6c). The percentage of model depth estimates with an absolute relative retrieval error of less than 0.2 improved from 30% to 42% for Image 2 after glint-correction.

![Figure 6. Analysis of depth retrieval: scatterplot of the model-estimated depth versus in situ depth observations retrieved from (a) Image 1; (b) Image 2 and (c) Image 2 after glint correction (dashed line represents 1:1 relationship). Histogram of the frequency of absolute relative depth errors \(|(\text{measured } z - \text{modeled } z)/\text{measured } z|\), retrieved from (d) Image 1; (e) Image 2; and (f) Image 2 after glint correction. Scatterplot of relative depth error versus SDI retrieved from (g) Image 1; (h) Image 2; and (i) Image 2 after glint correction.](image)

Due to the time difference between image acquisition and the acquisition of the in situ dataset, an inter-comparison was done between the depths derived from each image. Figure 7a,b presents the scatterplot of the depth estimated from WV2 Image 1 (x-axis) versus the depth estimated from Image 2 and the glint-corrected Image 2 (y-axis), respectively. Figure 7c,d presents the scatter-plot of the relative difference between the model derived depths and in situ depth observations, estimated from WV2 Image 1 (x-axis) versus the relative difference between the model derived depths and in situ depth observations estimated from Image 2 and the glint-corrected Image 2 (y-axis), respectively. For this analysis, Image 1 was chosen as a reference as it lead to more accurate depth retrieval when compared to the in situ data (Figure 6a,d,g).
Compared to Image 1, depths derived from Image 2 (Figure 7a,c) there were a larger number of pixels where depth was estimated with a large degree of inaccuracy (large relative retrieval error, compared to Image 1). After glint correction, the large overestimation in depth were corrected for (Figure 7b,d), as was also shown when compared with in situ data (Figure 6c,f,i).

**Figure 7.** Relative comparison of depth retrieval: scatterplot of the model-estimated depth retrieved from Image 1 versus model-estimated depth retrieved from (a) Image 2 and (b) Image 2 after glint correction (dashed line represents 1:1 relationship). Scatterplot of absolute relative depth errors (\(|\frac{\text{measured } z - \text{modeled } z}{\text{measured } z}\)|), retrieved from Image 1 versus absolute relative depth errors retrieved from (c) Image 2 and (d) Image 2 after glint correction. Scatterplot of SDI retrieved from Image 1 versus SDI retrieved from (e) Image 2 and (f) Image 2 after glint correction.

### 3.4. SDI

Figure 6g–i presents a scatterplot of the relative difference between the model-derived depths and in situ depth observations, versus the SDI as estimated from Image 1, Image 2 and the glint-corrected Image 2, respectively. The point cloud density in Figure 6g–i need to be interpreted with the aid of the frequency distribution of the relative retrieval error in Figure 6d–f. When the SDI value approaches zero, the model attributes most of the \(r_{ss}\) to the water column, while increasing SDI values indicates an increasing \(r_{rs}\) contribution to the total \(r_{ss}\) observed. Image 1 has a higher number of model depth estimates with an absolute relative retrieval error of less than 0.2 than Image 2 (62\% and 30\%, respectively), supporting the observations in Figure 6a,b. It is also evident from Figure 6h that, for Image 2, the model returned fewer correct estimates with low SDI than for Image 1. Compared to Image 1, SDI derived from Image 2 (Figure 7e,f) were generally lower. After glint correction, more pixels returned a higher SDI. However, compared to Image 1, the SDI was still slightly lower. The
lack of SDI values below 10 in Image 2 can be attributed to the increased surface reflectance caused by glint. The model interprets the higher albedo to a larger $r_{rs}$ contribution. This resulted in a poorer spectral match ($\Delta$) between modeled and measured spectra and were removed prior to the evaluation retrieval accuracy.

4. Discussion

Due to a lack of concurrent in situ spectral observations, the atmospheric correction of the satellite images could only be assessed through our knowledge of what the spectral response in this environment should look like. The atmospheric correction of the two images, relative to each other, were assessed using spectra collected from an image segment that was relatively unaffected by glint in both images (transect 2, Figure 2). This ensured that most of the variation between the two sets of spectra can be attributed to atmospheric effects. In general, the atmospheric correction of the two images appear to be similar, as would be expected from the same atmospheric parameterization.

The lower $r_{rs}$ in the bands with shorter wavelengths of Image 2 (Figure 3) may be partially due to the atmospheric correction over-compensating for the longer atmospheric path-length by estimating a too high path-scattering. Rayleigh scattering in the atmosphere is more pronounced in the shorter wavelengths and increases with a longer path-length. The larger off-nadir view angle of Image 2 added an additional ~100 km to the path-length, compared to Image 1. The assumption of homogenous path scattering may not have held true, leading to overcorrection in the shorter wavelengths by the atmospheric correction model.

Sunglint is exacerbated by the acquisition geometry of Image 2 which places the sensor close to the specular point in the backscattering direction. This explains the higher NEΔrsE within Image 2, compared to Image 1. The glint correction applied to Image 2 was partially successful, as indicated by the lower NEΔrsE of the glint-corrected Image 2. This indicates that the water-leaving radiance component of these glint-affected pixels is partly (30% to 50% removal) recoverable in areas where the pixels remain radiometrically unsaturated within each spectral band.

Atmospheric effects, such as Rayleigh scattering, also affected noise observed in the images, particularly in the coastal band (400–450 nm), as this band is the most sensitive to Rayleigh scattering [2,32]. Sensor SNR also contributed to the observed patterns in the NEΔrsE. For example, the green band (510–580 nm) has the highest observed SNR in shallow waters ($z < 5$ m) [2], which can explain the lower NEΔrsE observed in this band (Figure 4).

The influence of the total environmental noise within each image on $r_{rs}$, was examined using a cross-track spectral profile. This profile was collected over a range of water-column depths and substratum types, representing pixels that ranged between not glint-affected to severely glint-affected to the point of being saturated by surface reflectance (transect 1, Figure 2).

The effects of the placement of Image 2 close to the specular point in the backscattering direction is clear in the higher median reflectance across most bands, compared to Image 1. Very shallow water ($z < 1$ m, Figure 3b), presents spectral responses that differ significantly from deeper water. Water-leaving radiance in this environment is affected by a complex combination of multiple scattering from the substratum, wave lensing, shadowing, and exposure. The available data for this study is not sufficient to quantify the contribution of each factor to the overall spectral signal measured by the sensor.

There is no significant difference in the shape of the median spectral response curve of the uncorrected and glint-corrected spectra, collected from Image 2 at location 1. It is most likely that due to the number of observations ($n = 6655$), the influence of sunglinted and shaded wave facets are averaged across the entire sample. However, the effects of glint correction can be observed in the lower NEΔrsE of the glint corrected Image 2 and the lower 95th percentile $r_{rs}$ values in the glint-corrected Image 2, particularly in the longer wavelengths.

The apparent under estimation of depth in areas shallower than one meter can be attributed to a combination of factors. The in situ depth data may be incorrect due to the operational limitations of
the echo sounder in very shallow waters and/or changes in the bathymetry in the period between image acquisition and in situ observations. The assumption by the SAMBUCA model that the $r_{rs}$ is approximated as a sum of contributions from the water column and the substratum \cite{11,13} might also not adequately account for light reflecting multiple times between the bottom and surface, thus skewing the depth retrievals.

Generally, depths were under-estimated from Image 2 due to the higher surface signal, introduced by sunglint. Due to this higher surface signal, the SAMBUCA model assumed a stronger substratum signal, usually associated with shallow water, which contributed to the higher retrieval error in this image. A partial improvement in retrieval error after glint correction of Image 2 resulted in an increase to the maximum depth to which accurate depth estimations were returned. Goodman \cite{18} concluded that careful pre-processing of sub-optimal images has a significant influence on model output. Although the best available de-glinting algorithm for multispectral imagery was implemented, this procedure was only partially successful due to the severity of the glint affecting a large number of the image pixels.

The higher reflectance component of the signal, introduced by the prevalent glint in Image 2, was translated by the SAMBUCA model as a larger $r_{rs}^B$ contribution to total larger $r_{rs}$. This resulted in a poorer spectral match between modeled and measured spectra and were removed prior to the evaluation retrieval accuracy. This explains the lack of SDI values below 10 in Image 2.

Glint-correction improved bathymetric retrieval accuracy significantly in shallow water where the $r_{rs}^B$ signal makes a considerable contribution to $r_{rs}$. This explains the general decrease in relative retrieval error at SDI values between 60 and 80 as well as the fact that the SDI of the glint-corrected pixels are relatively more similar to that of Image 1, compared to before glint correction. The removal of the glint component from the $r_{rs}$ recorded within those pixels, resulted in an improvement in the capability of the model to retrieve accurate depths.

5. Conclusions

Increased sophistication of high spatial resolution multispectral satellite sensors and their ability to point the sensor in multiple off-nadir directions, provides enhanced bathymetric and benthic mapping capability. However, water-leaving radiance is a low signal in a noisy environment and the enhancements are counteracted by per-pixel variability in sunglint, atmospheric path length, and directional effects.

Although, optimal image acquisition conditions increases the likelihood of accurate bathymetric retrieval from multispectral satellite images, the reality of many applications of high spatial resolution satellite imagery on shallow coastal and coral reef environments is that the water-surface state will seldom be ideal. In cases where urgent image capture is required, such as during or just after extreme events, or in pervasively cloudy environments, such as the tropics, non-optimal image acquisition geometries will occur. Thus, for practical applications it is necessary to understand the sensitivity to sun-sensor-target angles, especially with the versatile pointing capabilities of these sensors. This study quantifies these effects for two near-simultaneous acquisitions.

In the case study presented here, with two WV images acquired one minute from each other, one of which was acquired at a sub-optimal sun-sensor-target geometry which exacerbated the spectral effects of wind induced waves and sunglint, it was still possible to achieve sufficiently relevant results. Glint-correction algorithms improved the retrieval accuracy from the sub-optimal image data. However, pixels with a high amount of glint may saturate the sensor to such an extent that the contribution of $r_{rs}^B$ is irretrievable.

Increased sophistication in satellite sensor design, particularly the capability of pointing in multiple off-nadir directions, increases the likelihood of acquiring multiple images at high spatial resolution. However, this case-study indicates that merely ordering cloud-free images is insufficient for obtaining useful images for shallow coastal water assessment purposes. In actual fact, the entire sun elevation and azimuth and satellite sensor pointing and geometry, as well as anticipated wave height
and direction, must all be taken into account. Critical analysis of each collected image using all of the above-mentioned criteria is required to ensure an image is fit for purpose for aquatic data analysis.
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