Examining the Spectral Separability of *Prosopis glandulosa* from Co-Existant Species Using Field Spectral Measurement and Guided Regularized Random Forest
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**Abstract:** The invasive taxa of *Prosopis* is rated the world’s top 100 unwanted species, and a lack of spatial data about the invasion dynamics has made the current control and monitoring methods unsuccessful. This study thus tests the use of *in situ* spectroscopy data with a newly-developed algorithm, guided regularized random forest (GRRF), to spectrally discriminate *Prosopis* from coexistent acacia species (*Acacia karroo*, *Acacia mellifera* and *Ziziphus mucronata*) in the arid environment of South Africa. Results show that GRRF was able to reduce the high dimensionality of the spectroscopy data and select key wavelengths (*n* = 11) for discriminating amongst the species. These wavelengths are located at 356.3 nm, 468.5 nm, 531.1 nm, 665.2 nm, 1262.3 nm, 1354.1 nm, 1361.7 nm, 1376.9 nm, 1407.1 nm, 1410.9 nm and 1414.6 nm. The use of these selected wavelengths increases the overall classification accuracy from 79.19% and a Kappa value of 0.7201 when using all wavelengths to 88.59% and a Kappa of 0.8524 when the selected wavelengths were used. Based on our relatively high accuracies and ease of use, it is worth considering the GRRF method for reducing the high dimensionality of spectroscopy data. However, this assertion should receive considerable additional testing and comparison before it is accepted as a substitute for reliable high dimensionality reduction.
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1. Introduction

*Prosopis* (mesquite) cover large areas of the world’s hot arid and semi-arid environments as an introduced or native species [1]. *Prosopis* is a fast-growing, drought and salt-resistant plant with remarkable coppicing power [2]. It is a thorny evergreen shrub that can grow to about 5 m in height. It fixes nitrogen and is tolerant of arid conditions and saline soils [3]. The spread of the plant is caused mostly by the movement and migratory patterns of livestock through droppings [4]. Mesquite species and their hybrids became invasive in the arid northern parts of South Africa, as well as other similar environments of the world because of their adaptability to the harsh climatic conditions, vigorous growth, high seed production, leading to large seed banks, the absence of natural seed-feeding insects and the efficiency of the seed dispersal mechanism [5]. The majority of introductions of mesquite were
intentional, but accidental cross-border inductions between neighboring countries have occurred [1].

It is, for example, believed that the plant was introduced inadvertently into Botswana, Nigeria and Yemen through livestock trading [6,7]. It was intentionally introduced for a number of reasons, such as to provide shade and fodder in the arid areas of Australia and South Africa [8], for sand-dune stabilization, afforestation, as well as fuelwood supply in Sudan [9], for live fencing in Malawi [10], for local greening, ornamental cultivation and soil stabilization in many Middle Eastern countries [9], initially to rehabilitate old quarries and later for afforestation and the provision of fuelwood and fodder in Kenya [11], for fuelwood production and rehabilitating degraded soil in India [3,6] and for vegetation trials in Spain [12,13].

The plants have negative impacts on ecosystems, such as the formation of extensive impenetrable thickets over large areas, loss of biodiversity, encroachment onto grazing land and excessive consumption of surface and ground water [14]. Globally, large areas of rangeland have already been lost due to the invasion of mesquite, and the problem is still occurring [14]. In South Africa, approximately 1.8 million ha of land have been invaded by the plant, and the invasion is increasing at 8% per annum [15–17], while over a million ha have been invaded by the plant in Australia with the potential to spread over 70% of Australia’s land area [18]. Similar problems have been reported in Kenya [19,20], Sudan and Ethiopia [21]. As a result of such environmental impacts, Prosopis was rated the world’s top 100 least wanted species in 2004 by the Invasive Species Specialist Group of the International Union for Conservation of Nature (IUCN) [22]. Various methods are used to control mesquite invasion in different countries, such as South Africa, Sudan, USA, Argentina and Ethiopia. These include mechanical removal of the plant, which often involves cutting and/or burning of the target plant [23,24], biological control by making use of beetles that feed on the plant [8,25], chemical control by treating cut tree stumps with herbicides, such as picloram [26], and, finally, indirect control, which involves a combination of methods, such as grazing and over-sowing of an area with beneficial plant species [27]. Generally, mesquite invasion control methods are normally associated with high costs that need to be minimized through efficient management. This efficient management requires up-to-date information about the spatial and temporal distribution of mesquite invasion and its negative impacts on the ecosystem services [28].

Traditionally, methods of mapping the spatio-temporal distribution of vegetation species generally need intensive fieldwork that involves visual observation and identification of species quality and quantity. Such methods are relatively expensive, time consuming and sometimes impossible to accomplish due to poor accessibility or large coverage [29]. On the other hand, remote sensing methods offer a more efficient and less costly alternative, producing timely and accurate information for mapping vegetation species [2]. Few studies have been applied in this area for investigations, such as the mapping of Prosopis density in South Africa using Landsat and MODIS EVI images [16], discriminating between stressed and healthy mesquite canopies using PALSAR L-band data and Normalized Difference Infrared Index (NDII) in Sudan [29] and mapping the extent of Prosopis invasion using Landsat imagery in Kenya [2]. However, these studies did not assess the plant at the species level due to the lack of the spectral and spatial resolutions of the remotely-sensed data used. For example, Landsat and PALSAR L-band images have a rather low spatial resolution that prevents them from resolving individual plants. In addition, multispectral data, such as Landsat images, suffer from the mixed pixel problem, where a pixel value represents a combination of objects present within the pixel area. Pixel impurity can be overcome by using hyperspectral data that provide the capability to define surface features with higher spectral and spatial resolutions [30,31]. The use of hyperspectral remote sensing in mapping vegetation species in different landscapes has been well established [32–36]. Unfortunately, one of the notable problems in hyperspectral data processing is that in most cases, the number of training samples (n) is limited as compared to the large number of hyperspectral spectral bands (p) [36]. This “small n large p problem” has been termed the “curse of dimensionality”, which leads to the “peaking phenomenon” or “Hughes phenomenon”, which introduces multi-collinearity into the input data matrix [37,38]. The estimation of statistic class parameters is thus rendered
inaccurate and unreliable. Furthermore, the computation of such large, collinear datasets becomes time consuming and prohibitive in analysis [36,39,40].

In light of this, techniques that reduce the problem of high dimensionality without sacrificing significant information are vital. Feature selection is often considered to be a practical, as well as an important method in processing and analyzing hyperspectral data [41–43]. Over the last few years, the random forest algorithm has been commonly used in hyperspectral remote sensing applications as both a classification and feature selection method. Random forest developed by Breiman [43] is based on unpruned trees and bootstrap samples of the original data to improve the classification and regression trees (CART) method by combining a large set of decision trees. Hyperspectral dimensionality reduction has been shown to be a major success of random forest in remote sensing applications. However, studies have shown that random forest provides an internal measure of variable importance, but it does not automatically choose the optimal number of variables that yield the best classification accuracy [32]. Moreover, the random forest method for variable importance measurement shows a bias towards a correlated predictor [44,45]. Deng and Runger [46] thus proposed a regularization framework that can be applied to random forest (regularized random forest) and boosted trees (regularized boosted trees). The regularization framework avoids selecting a new feature for splitting the data in a tree node when that feature produces similar information to the feature already selected [46,47]. An added advantage is that the framework builds one model that may considerably reduce the training time [46]. A new method that improves on regularized random forest is called guided regularized random forest (GRRF), which uses the importance scores from an ordinary random forest to guide the feature selection process [48].

The aim of this study was therefore to investigate the possibility of spectral discrimination of *Prosopis* from other co-existent native tree species using *in situ* spectroscopy. The specific objectives of the study were to: (1) discriminate the mesquite plant (*Prosopis glandulosa*) from three other species (*Acacia karroo*, *Acacia mellifera* and *Ziziphus mucronata*) in the study area; (2) test the utility of the newly-developed guided regularized random forest in identifying key wavelengths that accurately discriminate among the tree species (multiclass classification).

2. Materials and Methods

2.1. Study Area

The Northern Cape Province is a vast area covering 363,203 km², which is nearly a third of South Africa’s land area. The province is classified as a dry arid region with fluctuating temperatures and varying topographies consisting of 6 biomes [16]. Savanna and desert biomes dominate the northern part, while the west is dominated by the succulent karroo biome. The central part of the province is dominated by the Nama karroo biome. The study area is situated in the northwestern part of the province and is about 5 km from the small town of Griekwastad and 170 km from the city of Kimberley. The study area (Figure 1) covers plains with a variety of acacia, such as buffalo-thorn jujube (*Ziziphus mucronata*), camel thorn (*Acacia erioloba*), sweet thorn acacia (*Acacia karroo*) and black thorn acacias (*Acacia mellifera*), and a mixture of grasses, such as Kalahari coach (*Stipagrostis amabilis*), giant stick grass (*Aristida meridionalis*) and Lehmann’s lovegrass (*Eragrostis lehmanniana*) dominating the grassy plains [49]. The main activity in the study area is animal farming, mainly grazing from cattle and goats. Horses and donkeys are also prevalent in the area and are used as a cheap mode of transportation. These animals ingest the nutritious seed pods of mesquite and excrete viable seeds in their droppings, thus helping to spread mesquite over shorter distances, enabling extremely dense invasions of mesquite. As long as the seeds are not damaged by chewing, the process of digestion actually helps germination, especially since the seeds are deposited in moist, nutrient-rich dung [2].
Acacia karroo may grow as a shrub or small to medium-sized tree to a height of 12 m. It is a pioneer species and has the ability to encroach rapidly into grassland grazing areas, and it is considered to be the most important woody invader of grasslands in South Africa [52].

The tree may grow to heights between 3 m and 12 m. The leaves are readily eaten by camels, cattle and goats [53].

It is a spiny, evergreen and fast-growing tree with a spreading crown, stipular spines and many drooping branches [53]. The tree may grow to heights between 3 m and 12 m. The leaves are readily eaten by camels, cattle and goats [53].

2.2. Identification of Mesquite and Other Co-Existent Tree Species

The most common tree species associated with mesquite in the area were identified in the field in summer of 2015 through field surveys [31]. In total, three main co-existent species associated with *Prosopis glandulosa* have been identified as the most common tree species, and these are *Acacia karroo*, *Acacia mellifera* and *Ziziphus mucronata*. Color digital photographs of the species were taken, and the collection of samples from each of the species, including mesquite, was sent to the C. E. Moss Herbarium Department at the School of Animal, Plant and Environmental Sciences, University of the Witwatersrand, to confirm the species identification. *Acacia karroo*, *Acacia mellifera* and *Ziziphus mucronata* are all indigenous plants to South Africa. They are spread throughout the country, but are most dominant in the North-West, Limpopo and Northern Cape Provinces of South Africa.

*Acacia mellifera*, which is known as black thorn in southern Africa, usually occurs as a multi-stemmed shrub up to 3 m high, and sometimes, it can grow as a tree to a height of 7 m [50]. The species is well adapted to dry and arid environmental conditions, and it may grow in a variety of soil types, ranging from Kalahari sands to heavy and clayey soil [51].

*Acacia karroo* is known as sweet thorn, and it is widely distributed across different habitats of the South African region, including dry thornveld, river valley scrub, bushveld, woodland, grassland, river banks and coastal dunes of South Africa, Namibia, Angola, Botswana, Zambia and Zimbabwe [52]. *Acacia karroo* may grow as a shrub or small to medium-sized tree to a height of 12 m. It is a pioneer species and has the ability to encroach rapidly into grassland grazing areas, and it is considered to be the most important woody invader of grasslands in South Africa [52].

*Ziziphus mucronata*, also known as ber, is a tropical fruit tree species that is native to the Indo-Malaysian region of South-East Asia, southern Africa, China, Australasia and the Pacific Islands. It is a spiny, evergreen and fast-growing tree with a spreading crown, stipular spines and many drooping branches [53]. The tree may grow to heights between 3 m and 12 m. The leaves are readily eaten by camels, cattle and goats [53].
2.3. Field Spectroscopy Measurements

Following the identification of the common tree species associated with mesquite, field spectral reflectance measurements were collected at canopy level over four days from 27 to 30 March 2015 under sunny and cloudless conditions between 10:00 a.m. and 02:00 p.m. The spectral reflectances were collected from mesquite and the common tree species using the Spectral Evolution® RS-3500 Remote Sensing Portable Spectroradiometer Bundle. The spectroradiometer has a wavelength range of 350 to 2500 nm with a spectral resolution 1 nm that is resampled from inherent spectral resolutions of 3 nm at 700 nm, 8 nm at 1600 nm and 6 nm at 2100 nm [54]. Each vegetation plot (6 m \( \times \) 6 m) of *Prosopis* and its co-existent species was sampled by cutting three to six branches from the top canopy. Piles of the branches from each sample were placed randomly on top of black thick cardboard, and the leaf reflectance was immediately measured at a nadir-looking angle at approximately 25 cm above the branches [55]. In order to derive representative reflectance spectra for each canopy (Figure 2), about 15 to 20 measurements were collected from each pile of branches by moving randomly over each canopy. Due to interferences, such as a change in atmospheric conditions, as well as irradiance of the Sun, a white reference spectral measurement was used every 10 to 20 measurements on the calibration panel to counterbalance any changes. The spectral measurements (15 to 20) from each plot were then averaged to represent the spectral reflectance of each vegetation plot (Figure 2). In total, 498 vegetation plots were sampled; 133 for *Prosopis glandulosa*, 108 for *Acacia karroo*, 133 for *Acacia mellifera* and 124 for *Ziziphus mucronata* (Table 1). In addition to the field spectral measurements, metadata giving information of general weather conditions, land cover class and coordinates were recorded for each point measured by the spectroradiometer [56].

---

**Figure 2.** Images and spectra of *Prosopis glandulosa* and its co-existent species.
Table 1. Sample plots of *Prosopis glandulosa* and its co-existent species.

<table>
<thead>
<tr>
<th>Species</th>
<th>Training Samples (70%)</th>
<th>Test Samples (30%)</th>
<th>Total Samples</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>Prosopis glandulosa</em> (PR)</td>
<td>93</td>
<td>40</td>
<td>133</td>
</tr>
<tr>
<td><em>Acacia karroo</em> (AK)</td>
<td>76</td>
<td>32</td>
<td>108</td>
</tr>
<tr>
<td><em>Acacia mellifera</em> (AM)</td>
<td>93</td>
<td>40</td>
<td>133</td>
</tr>
<tr>
<td><em>Ziziphus mucronata</em> (ZM)</td>
<td>87</td>
<td>37</td>
<td>124</td>
</tr>
</tbody>
</table>

2.4. Field Spectroscopy Data Analysis

Due to noise in the reflectance spectra mainly caused by atmospheric water absorption [57], reflectance values of 325 wavelengths from three spectral regions, between 904.5 and 994.5 nm (100 bands), between 1807.2 and 2027.7 nm (90 bands) and between 2182.4 and 2503.4 nm (135 bands), were removed from the species spectra. Thus, only 1825 wavelengths were used for the spectral analysis. To reduce the “curse of dimensionality” of hyperspectral data, traditional random forest (RF) [43] and the new guided regularized random forest (GRRF) developed by Deng and Runger [47] were adapted for variable importance measurements and feature selection, respectively (Figure 3).

Figure 3. Flowchart describing the random forest (RF) and guided regularized random forest (GRRF) models used in this study.
2.5. Random Forest Classifier and Variable Importance Measurement

Over the last decade, the random forest algorithm (RF) has been increasingly used to provide a new means of classifying multispectral and hyperspectral remote sensing data for different applications. RF is an ensemble decision trees developed by Breiman [43] in the field of machine learning to improve the classification and regression trees (CART). The algorithm combines bootstrap sampling to construct a large set of decision trees based on model aggregation ideas. Each tree contributes with a single vote for the assignment of the most frequent class to the input data. The two sources of randomness include: random inputs and random features. The algorithm basically benefits from two powerful techniques; bagging and random subspace selection [58]. Firstly, random forest builds many binary decision trees (ntree) to enhance the diversity of the classification trees using several bootstrap samples with replacement that are drawn from the original observations. Each single decision tree contributes with a single vote for the assignment of the most frequent class to the input data. The true classification is determined in accordance with the maximum number of votes from the collection of trees. The samples that are not in the bootstrap sample are called the out-of-bag (OOB) sample. The OOB sample (about 30% of the total data) can be used to estimate the misclassification error and variable importance. Secondly, at each node, a given number of input variables (mtry) is randomly chosen from a random subset of the features. To ensure a lower similarity (i.e., diversity) between the individual trees and, thus, a low bias, each single tree is grown without pruning on the original bootstrap sample [43,58,59]. To improve the classification accuracy, RF parameters (i.e., mtry and ntree) have to be optimized [43]. The default number of trees (ntree) is 500, while the default value for the number of variables (mtry) is √P, where P equals the number of predictor variables within a dataset [43].

For this study, a grid-search approach based on the OOB estimate of error was used to find the optimal combination for these two parameters [60]. The grid search value for mtry was varied from 1 to 10 with a single value interval, while the range of the grid search value for the ntree parameter was varied from 500 (default value) to 10,000 with an interval of 500 (20 steps). Additionally, random forest provides an internal measure of variable importance using three different methods, namely the number of times each variable is selected, the Gini importance and the permutation accuracy importance measure [61]. In this study, the Gini importance measure was adapted. The predictive power of each variable is quantified by a score (called Gini importance or Gini contrast), depending on the importance it gained over all of the trees in the random forest [43]. The ensemble does this by using the Gini index computed using the following Equations (1) to (3). The Gini index at a node \( \varphi \), denoted by \( G(\varphi) \), is given as:

\[
G(\varphi) = \sum_{c=1}^{\text{numclass}} \hat{\rho}_c (1 - \hat{\rho}_c) \tag{1}
\]

where \( \hat{\rho}_c \) is the proportion of observations belonging to class \( c \) at node \( \varphi \). The information gain of feature \( f_i \) based on the Gini index on node \( \varphi \) is then computed as:

\[
IG(f_i, \varphi) = G(\varphi) - \alpha_L G(\varphi^L) - \alpha_R G(\varphi^R) \tag{2}
\]

where \( \varphi^L \) and \( \varphi^R \) denote the left and right child nodes respectively of node \( \varphi \) in a tree, and \( \alpha_L \) and \( \alpha_R \) are the proportions of observations in the left and right child nodes, respectively. As mentioned previously, in an RF model, a random subset of features is chosen at each node, and the feature with the highest information gain is used for splitting.

The overall importance score of feature \( f_i \) is given by:

\[
IS(f_i) = \frac{\sum_{\text{split}(f_i)} IG(f_i, \varphi)}{\text{ntree}} \tag{3}
\]

\( \text{split}(f_i) \) is the set of all nodes over all trees (ntree), where \( f_i \) is used for splitting.
Basically, variables associated with the OOB sample are randomly permuted, and classification trees are grown on the modified dataset. The permuted feature was used to predict the response and to obtain the accuracy. If the wavelength is initially important in the final prediction, the accuracy will drop significantly after the permutation. Thus, this difference in prediction accuracy with and without permuting the feature (wavelength) was used in this study to measure the importance of the feature. A key advantage of the random forest variable importance is that it not only deals with the impact of each variable individually, but also looks at multivariate interactions with other variables [62]. Several approaches, such as [63,64], have built on the above measure to identify the relevant set of features. However, they are either computationally expensive or do not find non-redundant set of features (Figure 3).

2.6. Feature Selection Using Guided Regularized Random Forest

Random forest has been intensively used to reduce the high dimensionality of hyperspectral data while returning relatively good accuracy levels [31,65–67]. However, these studies have shown that although RF provides insight into the importance of each variable in the classification process, it fails to automatically select the key number of variables that could yield the lowest error rate [31]. Moreover, studies have shown that random forest’s preference for a highly correlated predictor variable in identifying variables in high-dimensional spectral space has been identified as its major limitation [44,68]. To address this shortcoming, a regularization framework that can be applied to random forest (regularized random forest) and boosted trees (regularized boosted trees) was developed by Deng and Runger [47]. The regularization framework avoids selecting a new feature for splitting the data in a tree node when that feature produces similar information to the feature already selected. The regularized framework builds one model that may considerably reduce the training time. Therefore, guided regularized random forest (GRRF) is an enhanced regularized algorithm that uses the importance scores from an ordinary random forest to guide the feature selection process [47]. GRRF utilizes the raw feature importance scores obtained from an initial RF model. The parameters involved in the GRRF model were \( mtry, ntree \) and \( \tau \), which were optimized over a grid search using a 10-fold cross-validation on the training set. The importance score of a feature in RF is obtained by averaging the information gain (based on the Gini index) over all nodes across all trees obtained where the feature is used to split. For the purpose of GRRF, the raw importance scores obtained from RF are normalized for each feature using Equations (4) to (6).

\[
NORM_{IS}(f_i) = \frac{IS(f_i)}{\left(\max_{i=1}^{F} IS(f_i)\right)}
\]  
(4)

Furthermore, the corresponding information gain is computed as:

\[
IG_{GRRF}(f_i, \varphi) = \begin{cases} 
IG(f_i, \varphi) & f_i \in F^* \\
\mu_i IG(f_i, \varphi) & \text{otherwise} 
\end{cases}
\]  
(5)

where \( F^* \) is the set of indices of features that were used for splitting in previous nodes. For the root node, \( F^* = \emptyset \). \( \mu_i \) is an importance co-efficient for feature \( f_i \) calculated as:

\[
\mu_i = (1 - \tau) + \tau IG_{GRRF}(f_i, \varphi)
\]  
(6)

\( \tau \) is the regularization constant. When \( \tau = 0 \), we obtain the same results as from RF.

Relative studies have shown that GRRF is effective at selecting high quality feature subsets while maintaining predictive accuracies [47]. Interested readers are referred to, for example, Deng and Runger [45], Deng [46] and Deng and Runger [47] for comprehensive descriptions of GRRF theory, the principles and mathematical formulation.
2.7. Accuracy Assessment

The accuracy of the RF classifier was assessed using the independent test dataset (30%) (Figure 3). OOB, which provided an unbiased estimate of the internal RF error, was used to assess the misclassification. A confusion matrix was subsequently constructed to compute the overall accuracy (OA), user’s accuracy (UA) and producer’s accuracy (PA) as criteria for evaluating the generalization ability (accuracy) of the RF classifiers [69]. OA is a ratio (%) between the number of correctly-classified samples and the number of test samples, while UA represents the likelihood that a sample belongs to a specific class and the classifier accurately assigns it such class. PA expresses the probability of a certain class being correctly recognized.

3. Results

3.1. Variables Importance Measurement and Selection

The ordinary RF classifier was able to determine the importance of each wavelength in discriminating between the four species, namely *Prosopis glandulosa*, *Acacia karroo*, *Acacia mellifera* and *Ziziphus mucronata*, as shown in Figure 4. Based on the mean decrease in the Gini index, the most important wavelengths are located across the electromagnetic spectrum. For example, the wavelengths 343.7 nm and 719.4 nm are the most important wavelengths in the visible (400 to 700 nm) and red edge (690 to 720 nm) regions, respectfully. Many of the most important wavelengths for discriminating among the species are also found in the near-infrared region. These are located between 1399.6 and 1407 nm. Figure 3 clearly indicates that the top important wavelength is located at 1410.9 nm.

These importance scores from the random forest were used to enable GRRF’s selection of subset wavelengths that can better discriminate between the four different species. GRRF was able to identify 11 optimal wavelengths that yield the lowest OOB error. These optimal wavelengths are located at 356.3 nm, 468.5 nm, 531.1 nm, 665.2 nm, 1262.3 nm, 1354.1 nm, 1361.7 nm, 1376.9 nm, 1407.1 nm, 1410.9 nm and 1414.6 nm (Figure 5). These wavelengths were then used as input variables for the RF classifier model to discriminate between *Prosopis* and co-existent species.
a sample belongs to a specific class and the classifier accurately assigns it such class. PA expresses the probability of a certain class being correctly recognized.

3. Results

3.1. Variables Importance Measurement and Selection

The ordinary RF classifier was able to determine the importance of each wavelength in discriminating between the four species, namely *Prosopis glandulosa*, *Acacia karroo*, *Acacia mellifera* and *Ziziphus mucronata*, as shown in Figure 4. Based on the mean decrease in the Gini index, the most important wavelengths are located across the electromagnetic spectrum. For example, the wavelengths 343.7 nm and 719.4 nm are the most important wavelengths in the visible (400 to 700 nm) and red edge (690 to 720 nm) regions, respectively. Many of the most important wavelengths for discriminating among the species are also found in the near-infrared region. These are located between 1399.6 and 1407 nm. Figure 3 clearly indicates that the top important wavelength is located at 1410.9 nm.

3.2. Accuracy Assessment

The best wavelengths selected by GRRF (*n* = 11) were input into the random forest classifier. The lowest OOB error of 11.41% was obtained using the best combination of *ntree* and *mtry*. The classification model yielded an overall accuracy of 88.59% using the selected wavelengths (*n* = 11), compared to an overall accuracy of 79.19% when the total number of wavelengths (*n* = 1825) was used (Table 2). A comparison between the producer and user accuracies for the two datasets is shown in Table 3 for each vegetation species.

### Table 2. Confusion matrix showing the overall classification and Kappa for discrimination among the four vegetation species; *Prosopis glandulosa* (PR), *Acacia karroo* (AK), *Acacia mellifera* (AM) and *Ziziphus mucronata* (ZM). The error was calculated using the out-of-bag (OOB) method and the test dataset.

<table>
<thead>
<tr>
<th>Class</th>
<th>Using 1825 Wavelengths</th>
<th>Class</th>
<th>Using the Selected 11 Wavelengths</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AK</td>
<td>AM</td>
<td>PR</td>
</tr>
<tr>
<td>AK</td>
<td>25</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>AM</td>
<td>2</td>
<td>34</td>
<td>3</td>
</tr>
<tr>
<td>PR</td>
<td>4</td>
<td>3</td>
<td>30</td>
</tr>
<tr>
<td>ZM</td>
<td>3</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>Total</td>
<td>34</td>
<td>40</td>
<td>40</td>
</tr>
</tbody>
</table>

OA = 79.19%
Kappa = 0.7201

### Table 3. Producer’s accuracy (%) and user’s accuracy (%) of the four classes (AK, AM, PR and ZM) using all of the variables (1825 wavelengths) and the most important variables (11 wavelengths).

<table>
<thead>
<tr>
<th>Class</th>
<th>Using 1825 Wavelengths</th>
<th>Using 11 Wavelengths</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Producer’s Accuracy (%)</td>
<td>User’s Accuracy (%)</td>
</tr>
<tr>
<td>AK</td>
<td>73.53</td>
<td>78.13</td>
</tr>
<tr>
<td>AM</td>
<td>85.00</td>
<td>85.00</td>
</tr>
<tr>
<td>PR</td>
<td>75.00</td>
<td>75.00</td>
</tr>
<tr>
<td>ZM</td>
<td>82.86</td>
<td>78.38</td>
</tr>
</tbody>
</table>
4. Discussion

Many studies have demonstrated the importance of spatial data in managing and controlling invasive plant species [70–72]. Since the 1800s, the invasion of the taxa of *Prosopis* has posed a significant threat to species diversity and caused substantial socio-economic damages world-wide [8]. Many plant invasion control methods, namely biological, chemical and mechanical, have been tried and tested over the years to reduce the impacts of mesquite with little success, as the plant is still spreading at a rate of 8% per annum in South Africa [14–16]. The lack of timely and accurate spatial data on the dynamics of the spread has been one of the major challenges [73]. This is due to the complexity of the mesquite characteristics, such as biology, rapid spread and many uncertainties associated with its niche colonization [74]. This study investigated the potential use of spectroscopy data in discriminating mesquite from three co-existent species in an arid environment. Results from this study show that mesquite can be accurately discriminated from other species in an arid environment of South Africa using hyperspectral data and machine learning algorithms.

The study integrated the traditional random forest and the newly-developed guided regularized random forest for hyperspectral variable selection in a multiclass classification. The traditional RF was used successfully to provide the variable importance measures to guide the regularized feature selection process. It was expected to find that many wavelengths share similar Gini information and score at a node, due to the high autocorrelation between neighboring wavelengths (1-nm interval) [75]. However, the GRRF method reduces the high dimensionality of the hyperspectral data while ensuring that such dimensionality reduction would not cause any loss of important information relevant to the object under study [76]. Many researchers have used random forest as a dimensionality reduction tool in different hyperspectral remote sensing applications [32, 58, 77–79]. However, studies have shown drawbacks to the use of random forest as a tool to measure variable importance, as well as a variable selection method [68, 80]. Therefore, in this study, we introduced a newly-developed method, which has never been tested before in hyperspectral variables selection. This newly-developed method (GRRF) was able to eliminate the irrelevant and redundant wavelengths and select key wavelengths \( n = 11 \) out of 1825 wavelengths on one iteration with less computational processes. The previous variables selection method was based on using variable selection from random forests (varSelRF) to build multiple RF models and iterations to add feature(s) with the highest importance scores(s) (forward variables selection) or to eliminate feature(s) with the least importance scores(s) in a backward variable selection method [81, 82]. Such methods are computationally expensive and are not applicable for a large number of features [47]. The selected wavelengths produced a lower OOB error than the complete feature set \( n = 1825 \) wavelengths). It is also notable that the selected wavelengths are distributed across the entire noise-free spectrum. This is because the regularization in GRRF does not select a new feature for splitting the data in a tree node if the new feature is similar in terms of information gain to the one that was already selected [45]. Such methods allow the exploration of the rich information content in hyperspectral data across the spectrum region rather than selecting only highly correlated features with redundant information [82]. The most important wavelengths selected by GRRF were at the visible and red edge (356.3 nm, 468.5 nm, 531.1 nm and 665.2 nm) and the short-wave infra-red (1262.3 nm, 1354.1 nm, 1361.7 nm, 1376.9 nm, 1407.1 nm, 1410.9 nm and 1414.6 nm) regions of the electromagnetic spectrum. The visible region of the spectrum is greatly affected by the selective absorption of the photosynthetic pigments [83]. The red edge region is the region in which the effect of vegetation biochemicals is most relevant [68]. The short-wave infrared (SWIR) is affected by water properties associated with vegetation, such as Leaf Area Index, strong leaf or canopy liquid water absorption and macronutrients [83–85].

The new variable selection method used in this study was first developed and tested by Deng and Runger [47] in a binary classification. The method has also shown a competitive accuracy performance in multiclass classification in this study. Following the recommendation of Deng and Runger [47], the selected wavelengths by GRRF \( n = 11 \) were input into the RF classifier to discriminate between the *Prosopis* and other species \( n = 4 \). This was due to the fact that the trees in GRRF are not designed
independently of feature selection, and they may therefore have a higher variance than RF [47].

The wavelengths selected by GRRF (n = 11) yielded high classification accuracy in the RF classifier compared to the entire wavelengths (n = 1825). This was expected due to the fact that the redundant variables in a model-based analysis decrease the performance of the classifiers, because the noise in the redundant data can cause convergence instability of the classification models [39].

This high overall accuracy achieved in this study shows the potential use of hyperspectral remote sensing for mapping Prosopis at the species level and therefore provides more detail about the spatial dynamics of the Prosopis invasion. Such details are useful for effective management of the species [73].

Previous attempts of mapping Prosopis were carried out using multispectral data, such as Landsat and some environmental data, to evaluate the susceptibility of certain areas to mesquite invasion [16]. Such approaches are suitable to characterize Prosopis invasion if the plant has large spatial coverage and, thus, are unable to discriminate the species from other vegetation species. In contrast, the use of higher spatial and spectral resolution data, such as used in this study, has a great potential in fighting the invasion of the species, since species-level identification is achieved satisfactorily.

5. Conclusions

By considering the results from the study, it can be concluded that:

1. One of the major problems in controlling mesquite has been the presence of mixed stands that consist of alien Prosopis mixed and indigenous species. Prosopis glandulosa can be accurately detected from its co-existent species, namely Acacia karroo, Acacia mellifera and Ziziphus mucronata, using hyperspectral data. Such potential data could provide environmental managers and ecologists insight into the development of possible appropriate spatio-temporal management practices to better control the invasive spread of mesquite.

2. The problem of high dimensionality associated with spectroscopy data processing can be reduced considerably by making use of the new-developed GRRF method. The new GRRF method created high quality feature variables for the traditional RF classifier and can thus be seen as a more efficient and effective feature selection tool to reduce the high dimensionality in spectroscopy data. However, this assertion should receive considerable additional testing and comparison with the commonly-used variable selection methods before it is accepted as a substitute for reliable high dimensionality reduction.

3. The wavelengths selected by GRRF showed the greatest discriminatory power of Prosopis from other species across the spectrum regions, mainly visible, red edge and short-wave infrared regions. These wavelengths are located at 356.3 nm, 468.5 nm, 531.1 nm, 665.2 nm, 1262.3 nm, 1354.1 nm, 1361.7 nm, 1376.9 nm, 1407.1 nm, 1410.9 nm and 1414.6 nm.

Overall, the results of this study offer a potential for using remote sensing to guide the physical, biological and chemical controls of Prosopis invasion. The results of this study still however need to be tested in different landscapes to establish a good understanding of the spectral characteristic of Prosopis and other co-existent vegetation at the species level. In addition, more studies are still needed to upscale these results to airborne or space-borne sensor resolutions to determine the optimal spectral and spatial resolutions to detect Prosopis taxa. These studies should consider the canopy structures of the species, as well as the understory and soil background characteristic.
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