Estimating Leaf Bulk Density Distribution in a Tree Canopy Using Terrestrial LiDAR and a Straightforward Calibration Procedure
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Abstract: Leaf biomass distribution is a key factor for modeling energy and carbon fluxes in forest canopies and for assessing fire behavior. We propose a new method to estimate 3D leaf bulk density distribution, based on a calibration of indices derived from T-LiDAR. We applied the method to four contrasted plots in a mature Quercus pubescens forest. Leaf bulk densities were measured inside 0.7 m-diameter spheres, referred to as Calibration Volumes. Indices were derived from LiDAR point clouds and calibrated over the Calibration Volume bulk densities. Several indices were proposed and tested to account for noise resulting from mixed pixels and other theoretical considerations. The best index and its calibration parameter were then used to estimate leaf bulk densities at the grid nodes of each plot. These LiDAR-derived bulk density distributions were used to estimate bulk density vertical profiles and loads and above four meters compared well with those assessed by the classical inventory-based approach. Below four meters, the LiDAR-based approach overestimated bulk densities since no distinction was made between wood and leaf returns. The results of our method are promising since they demonstrate the possibility to assess bulk density on small plots at a reasonable operational cost.
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1. Introduction

The amount and spatial distribution of foliage in a tree canopy has fundamental functional impacts on ecosystems by affecting energy and carbon fluxes through photosynthesis and transpiration. It governs radiative transfer in canopies, and the turbulent transfer of sensible heat, water and carbon dioxide between the atmosphere and the surface layer. These processes are incorporated in soil-vegetation-atmosphere transfer models (SVATS), in one or three dimensions [1–6]. These models have demonstrated that vegetation spatial distribution influences net primary production and water fluxes [3], radiation fluxes and vertical temperature profiles [6] and competition for light [4]. Foliage is also a component of the fine fuel that affects the propagation of forest fires [7] and fire emissions [8]. Its spatial distribution influences heat transfer, wind and fire behavior [9–11]. Process-based models for ecosystem functioning or wildfire behavior such as those referred to above either require the determination of leaf area density or leaf bulk density, which are related by specific leaf area (SLA).

The most accurate method for estimating the biomass of a forest canopy is to physically sample it, but this is not feasible on large samples of trees. At forest plot scale, a common method, hereinafter referred to as the inventory-based approach, is to combine a stem inventory and allometric equations for biomass and its vertical cumulative distribution in order to estimate leaf load and bulk density profile [12,13]. However, in order to be robust, allometric equations require significant sampling since leaf biomass does not only vary with stem diameter, but also with crown dimension, competition, stand age, basal area, management practices and even day in the year [13–15]. Sensitivity to type of equation for vertical distribution may also be high [13]. Remote sensing techniques have long been used in forest management and research, especially for estimating leaf area index [16]. These techniques include terrestrial LiDAR (Light Detection And Ranging), referred to hereinafter as TLS (Terrestrial LiDAR System), which emerged as a promising tool for leaf biomass or surface area estimation because the distribution of returns can be used to estimate density indices in voxels [17,18], which are volumetric pixels. The indices can be specifically computed for the leaves since the intensity can be used to distinguish leaf from wood returns [19] or finer elements from larger ones [20]. Density index approaches are based on the probability of light transmission, on the contact frequency method [19,21] or on the voxel-based canopy profiling method [22,23]. We will qualify these methods as “direct”, in the sense that they do not require any calibration, even if several assumptions are required to convert the density of LiDAR returns to leaf bulk density. These direct measurements have been used successfully at tree scale but require voxelization of the scanned scene at 0.001 to 0.1 m and multiple scans for a single tree. This is time-consuming in terms of measurements and post-processing, and this may be considered to be a limitation for operational use. Seielstad et al. [20], therefore, used a calibration approach to estimate branch biomass from scans and proposed to use randomized branch sampling to extrapolate to trees. Skowronski et al. [24] used upward sensing profiling paced at a constant rate and calibrated at stand scale using the inventory-based approach. This method provides
bulk density profiles at stand scale, but requires calibration from an existing inventory and the destructive sampling of trees. Also, it does not provide a 3D biomass distribution. Calibration of TLS has also been used for fuel and fire effect characterization [25–28], but never in the past for leaf biomass estimation at plot scale.

Herein, we propose a method to estimate the spatial distribution of leaf bulk density from TLS scans. It is based on the development of indices similar to those used at tree scale in earlier direct estimation studies. Here, the indices are computed in spherical volumes that are larger than the small voxels employed in earlier studies, and a field calibration is used to provide a less time-consuming but still robust estimation of the distribution at plot scale.

2. Material and Methods

2.1. Study Area and Plot Description

The study site is located in Southeast France, in the Saint-Lambert forest (Position: 44°0’16”N, 5°20’59”E; altitude: 780 m). The dominant species is *Quercus pubescens* with a dominant height of 9 m. A minor presence of other deciduous tree species is noted along with a sparse understory dominated by *Juniperus communis*. This site was selected from among those of a broader study of *Quercus pubescens* stands viewed as fuel types. Four contrasted plots were selected for the present study from among the 20 at the site (Table 1). Each plot is circular with a diameter of 12 m (Figure 1) and has flat topography.

Each plot was described by means of a field stem inventory (species, location, stem diameter and height). In the inventory-based approach, leaf bulk density profiles (kg·m$^{-3}$) and loads (integration of the vertical distribution of the bulk density, in kg·m$^{-2}$) were derived from the combination of the inventory and regression equations to estimate leaf biomass and vertical cumulative biomass distribution. Regression equations were derived from a sample of 11 harvested trees collected in the study site for the purpose of the present study. The regression equations for the tree leaf mass and for the cumulative leaf weight distribution had, respectively, determination coefficients of 0.91 and 0.95. Additional details are provided in Supplementary A. They include the cost of measurement (over 100 days of labor to get data required for model parameter estimation and four field hours for each stem inventory) and additional statistics (including RMSE and confidence intervals for predictions). Since the inventory-based bulk densities are the most accurate estimations we can get for the study site (without harvesting all plots, which would require tens of person-months), they will be used to evaluate the TLS-based approach developed here.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Plot 1</th>
<th>Plot 2</th>
<th>Plot 3</th>
<th>Plot 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stem number</td>
<td>31</td>
<td>59</td>
<td>42</td>
<td>65</td>
</tr>
<tr>
<td>Max height (m)</td>
<td>8.3</td>
<td>8.4</td>
<td>10.7</td>
<td>12</td>
</tr>
<tr>
<td>Total basal area (m$^2$·ha$^{-1}$)</td>
<td>18</td>
<td>30</td>
<td>30</td>
<td>40</td>
</tr>
<tr>
<td><em>Quercus pubescens</em> %</td>
<td>94</td>
<td>83</td>
<td>71</td>
<td>85</td>
</tr>
</tbody>
</table>

Note that stem number includes all stems with diameter larger than 2.5 cm. The *Quercus pubescens* percentage was computed from basal area per species.
2.2. Calibration Volumes (CV): Description and Measurement

In each plot, ten polystyrene balls (diameter 0.1 m) were placed at different locations in the canopy (Figures 1 and 2a). Balls were either glued to secondary branches (if low in the canopy) or hung from secondary branches (if high in the canopy) using a pole and a metal hook attached to each ball. The balls were randomly placed in the foliage except that their height was restricted to 8 m for practical reasons.

The balls were used to mark out the center of the Calibration Volumes (CV), which are virtual spherical volumes bounded by the 0.7 m diameter sphere that has the same center as the polystyrene target. The location of each polystyrene ball was measured in the cylindrical coordinate system centered on plot center and north oriented, using a measuring tape for horizontal distance, a pole for vertical distance and a compass for the azimuth. These measurements will only be used as rough estimates of ball locations to identify them within the point cloud.

Once the TLS scans had been performed on a plot, the leaves inside the calibration volume were collected. To facilitate this collection of the material inside the CV, a 0.30 m stick was first used to remove all the material outside the CV (Figure 2b). The collected leaves were then oven-dried at 60 °C for 24 hours and weighed.

For the 40 CV, the cost associated with setting and collection required less than two days of labor for two workers, whereas separating vegetation elements, oven-drying and weighing were on the order of three days of laboratory work for two workers. The total time for processing CV was then 10 days of labor.
Figure 2. Picture of a target used to locate the center of a calibration volume (CV). (a) A polystyrene ball target and (b) removing material outside the CV before leaf collection.

2.3. TLS Instrument and Measurements

A FOCUS 3D 120 S (FARO Technologies Inc., Lake Mary, USA) TLS instrument was used in this study. It is a phase-shift LiDAR that emits modulated laser beam pulses at 905 nm in a 305° (vertical) × 180° (horizontal) view window. Range of use is 0.6 to 120 m (with low ambient light). Beam diameter leaving the instrument is 3 mm, with divergence of 0.19 mrad, such that it was always less than 1 cm inside the plots scanned in this study. Basically, in each scanning direction, the scanner may receive a true returned signal, or echo, when the beam is reflected at sufficient intensity by an opaque surface element in the direction of the scanner. The distance from the scanner to the opaque surface element, and beam direction, define the 3D coordinates of the surface element that defines the data point. The FOCUS 3D has two material filters on its scanner: “Clear Sky” and “Clear Contour”. When scanning into the sky, no actual laser light is returned, but the scanner receives some light from the sky at the same wavelength as the laser (905 nm) at an intensity that can be of the same order of magnitude as real returns. The different phase lengths (used for disambiguating distances in a phase-shift TLS) show a specific pattern when scanning into the sky. This does not occur when scanning real objects (FARO technical support, personal communication). This pattern is used by “Clear Sky” to filter sky returns in the point cloud. Returns can also correspond to a mixing distance of several objects since the laser beam has a finite diameter and may only partially hit objects. This is known as mixed pixel noise [29]. The “Clear Contour” filter uses the different phase lengths of the scanner to identify the specific pattern associated with mixed pixels and filter out these points. The scans in our study were performed with both filters activated, because they remove false points. However, this filtering out of point clouds affects the computation of indices based on the contact frequency method. Corrections to account for these filters are developed in the next section.

Five scans were performed on each plot from the center and from the four corners of the square inscribed in the circular plot (Li with i between 1 and 5 in Figure 1). The scanner was placed 1.3 m above ground level. Resolution angle was 0.036° (43822090 pixels per scan) and measurement speed “x4” (488000 pixels·s⁻¹, which is 2⁴ = 16 fold minimum scanning speed), as recommended for outdoor scanning. Six 140 mm spherical artificial targets (Ri with i between 1 and 6 in Figure 1) were placed in
the scene for the five scans of each plot. In general, it is not required to have six targets within the scene, but at least three of them should be seen from each scanning position without occlusion. Additionally, they should be placed so that they do not constitute a narrow angle from the scanner position, otherwise placement is less accurate. Scanning each plot required, on average, one hour of labor for two technicians.

2.4. Definition of Density Indices in Spherical Volumes

In this section, we define three indices that can be derived from scans to estimate vegetation density. These indices were computed for spherical volumes such as the CVs described above, but can theoretically be computed for any volume.

Following [17], we defined an index of element density $I$ in a volume by the number of returns from inside this volume ($N_i$) divided by the number of beams that effectively went through the volume (estimated by the total number of beams that would go through the volume if no vegetation were present ($N_t$), minus the number of beams reflected by solid surfaces between the scanner and the volume ($N_b$)).

$$ I = \frac{N_i}{N_t - N_b} \quad (1) $$

To account for leaf orientation, this index can be refined using the $G$ function [30]:

$$ I_\theta = \frac{N_i}{(N_t - N_b) \cdot 2G(\theta)} \quad (2) $$

The $G$ function is the surface element projection function that accounts for the surface element orientation [30,19] and is commonly used in models of radiative transfer in plant canopies. $\theta$ is the angle between LiDAR beam and zenith. The factor 2 here is for convenience since the $G$ value is 0.5 when the distribution of surface elements is spherical [30,19]). A schematic view of the different returns is shown in Figure 3.

When estimating leaf bulk density $\rho$ as a function of density indices, $N_i$ should be restricted to leaf returns from inside the spherical volume. The authors of [19] showed that for broad leaf trees it was possible to distinguish leaf returns from wood returns using a threshold on the return intensity since leaf reflectance was lower than wood reflectance at the wavelength of their time-flight 1500 nm TLS. Wood must be understood as bark of trunks and branches. The difference between reflectances of wood and leaves is likely due to water content near the surface of these elements: water exhibits an absorption window of radiation near 1500 nm [31]. Working with a similar TLS on coniferous branches, [20] found that a threshold on intensity could also be used to separate the returns of leaves and twigs thinner than 6 mm from thicker wood returns given that the small elements were much smaller than beam size, resulting in geometrically weaker returns. In practice, using the FARO FOCUS 3D, we were unable to determine an intensity threshold to distinguish between the returns from inside the foliage (in the calibration volume) and those from trunks, probably because wood and green leaves may have similar reflectance values at 905 nm [32] and the leaves are far larger than the laser beam. Figure 4 provides intensity distributions for the central scan of Plot 2. Figure 4a shows the intensity distribution of returns from inside CVs, dominated by foliage and small branches located between 3.13
and 6.44 m from the scanner. Figure 4b shows the intensity distribution of returns manually extracted by FARO SCENE 5.1 software in the scan of tree trunks. Trunks were selected at various distances (between 1.12 and 6.87 m) from the scanner such that the range of distances was similar to that in the CVs. Returns from CVs showed a large range of intensity values between 0 and 1, whereas most of the intensities from trunk returns were between 0.75 and 0.85. This showed that leaf (and twig) intensities can either be lower or higher than trunk intensities on a similar distance range. As a consequence, no clear intensity threshold could be identified to separate leaf and wood. Therefore, all returns were considered and index \( I_1 \) thus corresponds to plant area density (leaf and wood). Here and further, we assumed that leaf area density (and thus leaf bulk density) is proportional to plant area density and that the calibration process took account of the proportionality coefficient. This assumption is realistic inside the crown given that woody elements are mostly thin twigs supporting leaves and their quantity is correlated to the quantity of leaves. However, this assumption is clearly not satisfactory in the lower part of the canopy where plant area density and thus LiDAR returns are mostly dominated by branches and trunks. The consequences of such a limitation are discussed later.

**Figure 3.** Schematic view of LiDAR return counts around a calibration volume. \( N_t \) is the total number of beams emitted in the cone emerging from the scanner and tangent to the calibration volume. It is the sum of the beams intercepted “before” the spherical volume \( (N_b) \), the returns from the polystyrene ball \( (N_e) \), the returns from vegetation “inside” the spherical volume \( (N_i) \), the beams passing through the spherical volume \( (N_g) \) and the noise returns in cone filtered by the scanner \( (N_n) \). The naming in this figure was adapted from [19].

The formulation used in Equation (2) has other practical limitations arising from scanner properties associated with noise and beam size. The “Clear Contour” filter removes wrong returns associated with mixed pixels, but causes an underestimation of the number of returns before, inside and beyond the spherical volume. The “Clear Sky” filter removes returns associated with sky and thus causes an underestimation of the beams passing through the spherical volume.
Figure 4. Intensity distributions of the TLS point cloud corresponding to: (a) points from inside calibration volumes, dominated by foliage and small branches, and (b) points from trunks at various distances from the scanner. These results show that no threshold on intensity can be used to separate leaf from wood in our scans. NB: Unlike in other studies, intensity was not normalized as a function of distance since the range of distances was similar between the two distributions and sufficiently narrow to assume that distance had no significant effect.

In practice, Equation (2) makes the implicit assumption that all mixed pixels correspond to returns that should have been either in the polystyrene ball (counted as $N_e$) or beyond the spherical volume (counted as $N_g$). This holds for returns filtered by “Clear Sky”, but not for those filtered by “Clear Contour”. When a significant number of returns are mixed pixels before or inside a spherical volume (especially in the upper part of the canopy), this causes underestimation of the index. On the other hand, we can make the simple assumption that filtered returns are associated with beams that should have been intercepted before the spherical volume (counted as $N_b$). This leads to the following formulation:

$$I_2 = \frac{N_i}{(N_i + N_e + N_g) 2G(\theta)}$$

(3)

For a spherical volume located between the scanner and forest gaps, index $I_2$ leads to an overestimation of biomass since the number of points filtered by “Clear Sky” is neglected, whereas they should have been included in the index denominator. A more rigorous approach is to assume that the returns filtered by “Clear Sky” should be counted as $N_g$, and that those filtered by “Clear Contour” can be proportionally distributed among $N_b$, $N_i$, $N_e$ and $N_g$. Given that mixed pixels are associated with beams that arrive at the periphery of leaves, and we can assume that their number is proportional to the number of beams that arrives at the central part of these elements. The number of returns from, respectively, inside and before the CV can be estimated by $N_i(1 + f_{cc})$ and $N_b(1 + f_{cc})$, if $f_{cc}$ is the fraction of points filtered by “Clear Contour” in the cone. This leads to the following formulation:
\[ I_3 = \frac{N_i (1 + f_{cc})}{(N_i - N_b (1 + f_{cc})) 2G(0)} \] (4)

Let \( N_{nc} \) and \( N_{nc}^{cc} \) be the number of returns filtered by “Clear Sky” and “Clear Contour”, respectively. According to the hypothesis of proportional distribution of \( N_{nc}^{cc} \) among \( N_b, N_i, N_e \) and \( N_g \) assumptions (as above), we obtain:

\[ N_t = N_b + N_i + N_e + N_g + N_{nc} + N_{nc}^{cc} \]
\[ \approx (N_b + N_i + N_e + N_g)(1 + f_{cc}) + N_{nc}^{cc} \] (5)

Such that \( N_t \approx (N_t - N_{nc}^{cc} - N_{nc})(1 + f_{cc}) + N_{nc}^{cc} = f_{cc} (N_t - N_{nc}) + N_t - N_{nc}^{cc} \) and the filtering factor is:

\[ f_{cc} \approx N_{nc}^{cc} \left( \frac{N_t - N_{nc}}{N_t} \right) \] (6)

It can be shown that if \( N_{nc}^{cc} = 0 \), indices \( I_2 \) and \( I_3 \) are equal.

2.5. Processing TLS Data

2.5.1. General Framework

For each plot, the TLS returns were first used to compute—by FARO SCENE 5.1 software (see Section 2.5.2)—the coordinates of the CV centers in the Cartesian system resulting from the scan placement. Then, for each scan, the biomass indices were computed for each CV. These computations first required the retrieval of information on filtered points in order to compute \( N_t \) and \( f_{cc} \) (see Supplementary B). The indices were then compared with bulk density data derived from field measurements in each CV (Section 2.2), to calibrate the parameters of the bulk density models (Section 2.5.3). Finally, these models were applied to the grid nodes in each plot to estimate leaf bulk density distributions (Section 2.5.4).

2.5.2. Computation of Calibration Volume Locations

For a given plot, the cylindrical coordinates of each polystyrene ball (measured in the field, Section 2.2) were converted into spherical coordinates in each scan system. When a given scan was opened using the FARO SCENE planar viewer, we sought out each polystyrene ball at the approximate location defined by its spherical coordinates. When the ball was visible, the software’s “sphere ray” tool was used to fit a virtual sphere on the ball. When the fit was satisfactory, we obtained the coordinates of the ball center (i.e. the CV center) in the Cartesian system common to the five scans. When the fitting was unsatisfactory (according to the criteria of the “sphere ray” tool for which accuracy is of the order of 1 mm), we clicked on the ball’s center to get the spherical coordinates (distance, azimuth and zenith angles) of this point, which is at the intersection between the sphere and the straight line passing through the scanner and the ball center. The spherical coordinates of the CV center (ball center) were estimated from the coordinates of the measured point on ball (adding 5 cm to the distance value). We then converted its coordinates into the Cartesian system (manual method). This method enabled us to obtain between 0 and 5 sets of Cartesian coordinates for a CV depending on the number of scans in which the ball was visible. To obtain a single, unique position for each CV, we averaged the different positions obtained by the “sphere ray” method, when at least one position was available. When the
“sphere ray” method did not function on any scan, we averaged the positions obtained by the manual method, provided that at least two positions were available and the difference between coordinates was less than 10 cm. The computation of calibration volume locations took approximately one day.

2.5.3. Model Calibration over Calibration Volumes

The coordinates of each CV and the five scans with extended information about filtered returns were used to compute $I_1$, $I_2$ and $I_3$ by a MATLAB script (MATLAB Release 2013b, The MathWorks, Inc., Natick, MA, USA). Processing scans took approximately one day. The scan providing the best view on the CV was selected based on two distinct criteria: largest number of returns in the CV and largest number of beams entering the CV, referred to as $(N_i)_{\text{max}}$ and $(N_i - Nb)_{\text{max}}$, respectively. The authors of [19] initially used the second criterion.

Regressions to the origin of leaf bulk density data in relation to the indices were fitted for all three indices and both scan selection criteria. We also tested several hypotheses regarding leaf orientation distribution (Figure 5).

\[ \rho(I) = \sum_{c=1}^{nc} \frac{I(I)}{n_c} \left( 1 - \frac{K}{N} \right) \]

with the standard error of the prediction $\sigma_c(I)$, given by:

\[ \sigma_c(I) = \hat{\sigma}_c(I) = \sqrt{\frac{\sum_{i=1}^{n_c} (I(i) - \bar{I})^2}{n_c(n_c-1)}} \]
\[
\hat{\sigma}_c(I) = \sigma_c \sqrt{1 + \frac{1}{n_c} \sum_{j=1}^{n_c} \left( \frac{I^j - I_m^j}{I_m^j} \right)^2}
\]  
(8)

where \( I^j \) are the different values of index \( I \) in the \( n_c \) CV, \( I_m^j \) the mean value of \( I^j \), and \( \sigma_c \) the root mean square error of the regression.

2.5.4. Model Application to Bulk Density Estimation

We generated a 3D grid for each plot. Grids were uniform with a 0.7 m step. Models for estimating the bulk densities of leaves were applied to each grid point to estimate local leaf and twig bulk density in spherical volumes of diameter 0.7 m, centered on grid nodes. These discrete 3D bulk density distributions were then averaged horizontally over plot area (6 m radius disk) to build bulk density profiles at plot scale as a function of height in plot \( z \). At a given height, the number of grid points \( N_1 \) is 233. Let \( \bar{\rho}(z) \) be the mean actual bulk density in the slice \( \mathcal{S}(z) \) of height \( dz = 0.7 \) m. \( \bar{\rho}(z) = 1/V \iiint_{(x,y,z) \in \mathcal{S}(z)} \rho(x,y,z) \, dx \, dy \, dz \). \( \mathcal{S}(z) \) has a volume of \( V = 0.7\pi 6^2 \).

Let \( \tilde{\rho}(i) \) be the LiDAR estimated bulk density on a given volume \( v = 4/3 \pi 0.35^3 \) inside \( \mathcal{S}(z) \). The mean LiDAR-estimated bulk density for the whole slice \( \bar{\rho}(z) \) can be computed by partitioning the volume \( \mathcal{S}(z) \) with \( V/v \) volumes (assuming for simplicity that \( V/v \) is an integer). Let \( \mathcal{S}(z) \) be the union of the \( N_1 \) spherical volumes with centers on grid points in the slice \( \mathcal{S}(z) \). Let \( \bar{\rho}_1(z) \) be the mean LiDAR-estimated bulk densities averaged for the \( N_1 \) spherical volumes of \( \mathcal{S}_1(z) \), which are centered on grid points of the slice. The actual mean bulk density at \( z \) height can then be written:

\[
\bar{\rho}(z) = \bar{\rho}_1(z) + \left[ \bar{\rho}_1(z) - \bar{\rho}(z) \right] + \left[ \bar{\rho}(z) - \bar{\rho}(z) \right]
\]  
(9)

Equation (9) illustrates that when estimating the mean bulk density \( \bar{\rho}(z) \) with \( \bar{\rho}_1(z) \), the resulting error is the sum of the error of LiDAR estimates in slice (mean model error over \( V/v \) values) and of the error due to grid discretization on \( N_1 \) values, instead of the \( V/v \) values.

The mean error of the model in slice \( \mathcal{S}(z) \) can be estimated from the standard errors of the prediction \( \hat{\sigma}_c(I) \) of the \( V/v \) values:

\[
\sqrt{\sum_{j=1}^{V/v} \hat{\sigma}_c(I^j)^2} = \sqrt{\frac{\sum_{j=1}^{V/v} \hat{\sigma}(I^j)^2}{V/v}} \frac{1}{\sqrt{V/v}}
\]  
(10)

We can use the \( N_1 \) actual measurements of \( I \) computed on grid points and Equation (8) to estimate the quadratic mean of model error in points of slice \( \mathcal{S}(z) \). Assuming that the model has no bias and that each measurement is independent, the 95% confidence interval of the mean error of the model in slice \( \mathcal{S}(z) \) is given by:

\[
\pm \sqrt{\frac{\sum_{j=1}^{N_1} \hat{\sigma}_c(I^j)^2}{N_1}} \frac{1.96}{\sqrt{V/v}}
\]  
(11)
A rough estimate of the error associated to grid discretization can be computed assuming that $\bar{\rho}$ is the mean of a sample of random values of $\hat{\rho}$ taken in $\theta(z)$. Estimating the standard deviation $\sigma(\hat{\rho})$ with the $N_i$ values of $\hat{\rho}$ computed on the grid points, the 95% confidence interval of the error due to grid discretization is given by:

$$\pm \frac{\sigma(\hat{\rho})1.96}{\sqrt{N_i}}$$ (12)

This confidence interval is probably overestimated in Equation (12) since $\bar{\rho}$ is the mean of a finite number of $\hat{\rho}$ values that are spatially correlated.

Bulk density profiles were summed over the vertical direction and multiplied by $dz = 0.7$ m to estimate loads at plot scale. A similar work as above can be done to estimate confidence intervals for loads.

3. Results

3.1. CV Data

In all, 37 of the 40 polystyrene balls used for CV center location were detected on at least one of the 20 scans using the cylindrical coordinates measured in the field. The others were not detected on any scan due to occlusion. Two of the 37 CVs detected were not used for the calibration process given that either the manual method provided only one center position or the different estimated positions were inconsistent. The disagreement between the positions measured by TLS and those measured in the field (which are far less accurate than by the LiDAR method) was on average 0.15 m horizontally and 0.07 m vertically, with errors consistently less than 0.23 m. These errors are much smaller than the minimum distance between CV, illustrating that the leaf masses in CV were correctly associated with the LiDAR-estimated CV locations. The CVs showed a wide range of leaf and twig bulk densities (Table 2).

<table>
<thead>
<tr>
<th>CV Characteristics</th>
<th>Mean</th>
<th>Min</th>
<th>Max</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Leaf bulk density (kg·m$^{-3}$)</td>
<td>0.167</td>
<td>0.0388</td>
<td>0.313</td>
<td>0.0595</td>
</tr>
<tr>
<td>Center height (m)</td>
<td>4.23</td>
<td>1.69</td>
<td>7.83</td>
<td>1.37</td>
</tr>
</tbody>
</table>

3.2. Model Calibration

Figure 6 shows the calibration of leaf bulk density over the 35 selected CVs for the three indices $I_1$, $I_2$ and $I_3$. Figure 6a,c,e used the largest number of returns in the CV for scan selection ($\langle N_i \rangle_{\text{max}}$), whereas Figure 6b,d,f used the largest number of beams entering in the CV ($\langle N_i - N_b \rangle_{\text{max}}$). The determination coefficients exceeded 0.37 for all indices and both criteria, but it was only satisfactory with index $I_3$ and the $\langle N_i \rangle_{\text{max}}$ criterion ($R^2 = 0.73$). The largest number of returns in the CV ($\langle N_i \rangle_{\text{max}}$) was a slightly more accurate criterion than the largest number of beams entering the CV used by [19]. In addition, the calibration coefficients were less variable for index $I_3$ than for $I_1$ or $I_2$ (Table 3). The model confidence intervals at 95% (dotted lines) were estimated using Equation (8). These intervals overestimate the error for the lowest bulk density, since the model will never provide negative estimates of bulk density.
Figure 6. Calibration of indices $I_1$, and $I_2$, $I_3$ against leaf bulk densities in 35 CVs for the two scan selections, $(Ni)_{\text{max}}$ and $(Nt - Nb)_{\text{max}}$: (a) and (b) Index $I_1$; (c) and (d) Index $I_2$; and (e) and (f) Index $I_3$. Dashed lines are 95% confidence interval.
Table 3. Bulk density model characteristics.

<table>
<thead>
<tr>
<th>Index</th>
<th>Element Distribution</th>
<th>Criteria</th>
<th>Calibration Parameter</th>
<th>Standard Error</th>
<th>$R^2$</th>
<th>$R^2$ (on CV with $N_i &gt; 1000$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$I_1$</td>
<td>Spherical</td>
<td>$(N_i)_{max}$</td>
<td>0.0958</td>
<td>0.0035</td>
<td>0.60</td>
<td>−0.19</td>
</tr>
<tr>
<td>$I_1$</td>
<td>Spherical</td>
<td>$(N_i - N_0)_{max}$</td>
<td>0.0973</td>
<td>0.0043</td>
<td>0.42</td>
<td>−0.16</td>
</tr>
<tr>
<td>$I_2$</td>
<td>Spherical</td>
<td>$(N_i)_{max}$</td>
<td>0.0676</td>
<td>0.0026</td>
<td>0.53</td>
<td>0.34</td>
</tr>
<tr>
<td>$I_2$</td>
<td>Spherical</td>
<td>$(N_i - N_0)_{max}$</td>
<td>0.0728</td>
<td>0.0031</td>
<td>0.37</td>
<td>0.36</td>
</tr>
<tr>
<td>$I_3$</td>
<td>Spherical</td>
<td>$(N_i)_{max}$</td>
<td>0.0723</td>
<td>0.0021</td>
<td>0.73</td>
<td>0.45</td>
</tr>
<tr>
<td>$I_3$</td>
<td>Spherical</td>
<td>$(N_i - N_0)_{max}$</td>
<td>0.0740</td>
<td>0.0027</td>
<td>0.60</td>
<td>0.45</td>
</tr>
<tr>
<td>$I_3$</td>
<td>Plagiophile</td>
<td>$(N_i)_{max}$</td>
<td>0.0767</td>
<td>0.0022</td>
<td>0.74</td>
<td>0.32</td>
</tr>
<tr>
<td>$I_3$</td>
<td>Uniform</td>
<td>$(N_i)_{max}$</td>
<td>0.0776</td>
<td>0.0022</td>
<td>0.74</td>
<td>0.29</td>
</tr>
<tr>
<td>$I_3$</td>
<td>Erectophile</td>
<td>$(N_i)_{max}$</td>
<td>0.0782</td>
<td>0.0025</td>
<td>0.60</td>
<td>0.36</td>
</tr>
<tr>
<td>$I_3$</td>
<td>Planophile</td>
<td>$(N_i)_{max}$</td>
<td>0.0764</td>
<td>0.0039</td>
<td>0.22</td>
<td>−0.78</td>
</tr>
</tbody>
</table>

The fitted coefficients, standard errors and determination coefficients are specified in Table 3. The scan selections discussed above restricted the calibration process to scans that had the “best view” of the CVs (according to selection criteria). In order to evaluate index performance with more occlusion and/or at greater distances from the scanner, we also used a weaker selection criterion, i.e., the number of returns in the CV had to exceed 1000 (criterion $N_i > 1000$). In this dataset, a given CV bulk density was potentially associated with indices derived from several scans. The determination coefficients of each model on the scans corresponding to $N_i > 1000$ are shown in the last column in Table 3. As expected, $I_1$ performed poorly because the assumption that all filtered returns could be counted as “$N_g$” was incorrect when occlusion was significant. $I_3$ performed better ($R^2 = 0.45$).

Figure 7 shows the residuals of the model derived from $I_3$ with the $(N_i)_{max}$ scan selection criterion in order to investigate potential bias of this bulk density model. Residuals were computed as a function of $I_3$ to evaluate potential bias due to vegetation density and as a function of height in the canopy to evaluate potential spatial bias. They were computed on the $(N_i)_{max}$ data (Figure 7a,b) and on the $N_i > 1000$ data (Figure 7c,d). No significant bias was identified, except a minor one on the $N_i > 1000$ data (Figure 7b). In this later case, the model could underestimate the highest leaf bulk densities in case of high occlusion or of a long distance between the spherical volume and the scanner. Again, the plots of Figure 7 demonstrate that estimated confidence intervals are overestimated for low density of returns. These results illustrate that assumptions made for index $I_3$ lead to sound results and increased confidence regarding index $I_3$. This index was preferentially used for in the model application that follows.

We also assumed that foliage orientation was not spherical (i.e., that the G function was not constant, see Figure 5) and tested it with the $(N_i)_{max}$ scan selection criteria over $(N_i)_{max}$ and $N_i > 1000$ data (Table 3). Index $I_3$ performed far better for spherical, plagiophile and uniform distributions than for erectophile or planophile distributions. We retained the working hypothesis that the distribution was spherical since its performance was better in cases of occlusion given that the model’s determination coefficient was much higher than for models with $N_i > 1000$.

We also assumed that foliage orientation was not spherical (i.e., that the G function was not constant, see Figure 5) and tested it with the $(N_i)_{max}$ scan selection criteria over $(N_i)_{max}$ and $N_i > 1000$ data (Table 3). Index $I_3$ performed far better for spherical, plagiophile and uniform distributions than for erectophile or...
planophile distributions. We retained the working hypothesis that the distribution was spherical since its performance was better in cases of occlusion given that the model's determination coefficient was much higher than for models with \( N_i > 1000 \).

![Figure 7. Analysis of residuals of the model based on \( I_3 \) and the (\( N_i \))_{max}: (a) function of \( I_3 \) on the (\( N_i \))_{max} data set; (b) function of \( I_3 \) on the \( N_i > 1000 \) data set; (c) function of calibration volume heights on the (\( N_i \))_{max} data set; and (d) function of calibration volume heights on the \( N_i > 1000 \) data set.]

3.3. Model Application and Evaluation

The models derived from indices \( I_1 \), \( I_2 \), and \( I_3 \) were used to build leaf bulk density distributions for each plot. Figure 8 shows the TLS- and inventory-derived leaf bulk density profiles. Variations in height and maximum bulk densities between plots, and the general shape of profiles, were in good agreement except in the lower part of the canopy (mostly below 4 m) where TLS-derived values clearly overestimated inventory-derived values. This overestimation was not caused by shrubs or trees with stems less than 25 mm in diameter (not accounted for in the inventory-based method), since they were less than 2 m in height, but by the interpretation of woody element returns as leaves, as mentioned in the method section. This is supported by Figure S2 (Supplementary A) which shows that more than 90% of the mass of woody elements of diameter >25 mm were below 4–5 m in height in Plots 1, 2 and 3. In Plot 4, the 90% threshold was reached at 6 m, suggesting that the LiDAR prediction may be accurate only above 6 m.
Figure 8. Leaf bulk density profiles estimated from TLS- and inventory-based methods: (a) Plot 1; (b) Plot 2; (c) Plot 3 and (d) Plot 4.

Because it neglected the returns that were removed by “Clear Contour” filtering, index $I_1$ underestimated bulk densities in the upper part of the canopy, and maximum tree height. Index $I_2$ slightly overestimated leaf bulk densities, which could be assigned to the returns filtered by “Clear Sky” (see Section 2.4). Index $I_3$ took account of both filters and provided results that were mostly in agreement with inventory profiles above 4 m.

Using Equations (11) and (12), confidence intervals were computed for index $I_3$ and are plotted on Figure 9. Most of the inventory-based points fell in the confidence intervals of the LiDAR-based method. For reasons explained above, some of the inventory-based points were out of confidence intervals of LiDAR-based method in the lower part of canopies, mostly below 4 m. It was also the case at several heights in Plot 2 and below the bulk density peak in Plot 4. In Plot 2, the LiDAR predicted a slightly higher biomass than the inventory approach, with larger estimations of bulk density in the upper part of the canopies and lower below 5.5 m.

Figure 10 shows the comparison between leaf load predictions by TLS (using index $I_3$) and the inventory restricted to the upper part of the canopy (above 4 m), in order to eliminate bias due to the presence of trunks and branches in the lower part of the canopy. In this restricted zone of the canopy, the convergence between TLS and inventory was very marked and the two methods very similarly reproduced the load gradient between the four plots. Although the profiles were different between the two methods in Plot 2, no visible difference can be seen on their loads, suggesting that differences
were only due to spatialization of biomass. The load of Plot 4 was estimated higher with the inventory method than with the LiDAR.

**Figure 9.** Leaf bulk density profiles estimated from \( I_3 \) with their confidence intervals (dashed lines) and inventory-based methods: (a) Plot 1; (b) Plot 2; (c) Plot 3 and (d) Plot 4.

**Figure 10.** TLS-based (using \( I_3 \)) against inventory-based leaf loads above 4 m. The horizontal and vertical bars represent the confidence interval at 95% for both inventory and TLS approaches.
Examples of leaf density horizontal slices derived from TLS are plotted on Figure 11. It shows that the bulk density at a given height (here 6.9 m) varied along the x- and y-axis, depending on tree clumps and canopy structure and is very different from one plot to another.

![Figure 11. Horizontal leaf bulk density derived from TLS in Plots 1 to 4 at z = 6.9 m: (a) Plot 1; (b) Plot 2; (c) Plot 3 and (d) Plot 4. The point (0,0) corresponds to plot center.](image)

4. Discussion

4.1. Method Performance for LiDAR-Derived Bulk Densities

In the study presented herein, the calibration process employed yielded encouraging results. The determination coefficient of 0.73 for index $I_3$ (Figure 5c,f,i) shows that the assumptions made for the processing of noise and occlusion were reasonable. Similar conclusions can be drawn about the assumptions of spherical foliage orientation and the proportionality between leaf bulk density and index even without leaf and wood separation. The clearly linear (Figure 6e) relationship between the index and the leaf bulk density over a range of bulk densities (0.039–0.31 kg·m$^{-3}$) shows that the spherical volume used for the calibration was appropriate in size. Were this volume to be too large, the occlusion inside the calibration volume would induce saturation of the index with leaf biomass.

The specific processing of noise described in this study was necessary when using our phase-shift TLS. This type of TLS has become very popular in forestry because of its low cost and high scanning speed. It is apparently more prone to the mixed-pixel effect [29] than is time of flight TLS. Mixed pixels can often be filtered out by manufacturer tools, such as the “Clear contour” filter, used here. In our study,
we used these filters to avoid false returns and also made post-processing corrections. This option provided satisfactory results in terms of calibration and estimated bulk density distribution compared with the inventory-based method. We believe that this approach is more satisfactory than using unfiltered data that is associated with a large number of false returns between different elements of vegetation.

The hypothesis of spherical distribution for foliage orientation was satisfactory since none of the classical orientation functions tested provided significantly better results. This finding is in agreement with those of [20] who obtained similar correlations between their indices and fine fuel biomasses of coniferous branches regardless of orientation.

The hypothesis of proportionality between leaf bulk density and TLS index provided reasonable results in the upper part of the canopy, but did not hold in the lower part where trunks and large branches were dominant. This is a weakness of the present study, but may be attributed to the specific TLS wavelength employed (905 nm) rather than to the method itself. The determination coefficient of the calibration would have probably been better had the leaf returns been separated from the wood returns.

4.2. Accuracy and Cost Comparison of Inventory- and LiDAR-Based Method

Inventory-based profiles and loads have their own limits that could lead to an overestimation of biomass in high basal area plots, such as Plot 4, and to an underestimation of biomass in the lower part of canopies (see Supplementary A). It was not possible to compute confidence intervals for the inventory-based profiles, because the derivative of the fitted cumulative equation (Supplementary Material A, Figure S1b) was used to compute the profiles. However, the confidence intervals computed for loads were wider for inventory than for TLS method, which indicates that TLS-derived data using I3 have the potential to be at least as accurate as inventory-based data in parts where trunks and large branches are negligible.

The time associated with model calibration for the inventory and LiDAR-based were, respectively, of 100 and 12 days of labor (including field work, laboratory work and data processing). The working time per plot was of the same order of magnitude for both methods (when including post-processing of LiDAR data). When based on DBH only, allometric equations lack of robustness for being applied to sites other than the ones where measurements were made. More complete allometric equations, that include crown dimension, competition, stand age, basal area, management practices, etc. are robust between sites [13–15], but requires a much larger data collection that in the present study. For the reasons stated below, the LiDAR calibration for a given species or group of species could be much more robust. As a consequence, the model development for the LiDAR method is at least eight times faster than for the inventory-based method. The measurement time of a given plot is similar, but the data provided by the LiDAR method are tree-dimensional, whereas the inventory approach only provided vertical distribution.

4.3. Benefits and Drawbacks of Calibration vs. Direct Estimation by LiDAR

Leaf area density at plant scale has in the past been estimated directly by several authors [19,21–23]. This direct approach required a determination of leaf angle distribution, a correction for laser beam size, and very small voxels (between 1 mm and about 10 fold leaf size) to avoid inaccuracies caused by local heterogeneity (Jensen inequality, see [9,34,35]). At the same time, the number of beams entering
a given voxel must be high. This requires a number of high resolution scans per tree and reconstruction of occluded areas. One of the main benefits of our calibration approach is that the spherical volume has a length scale 10-fold the size of the voxel in the direct approach [19,21–23]. Far fewer scans are therefore required to obtain a satisfactory view of the spherical volume. Computational costs are also greatly reduced since the number of volumes increases with the third power of the inverse of the grid step and index computation is faster on a sphere than on square boxes. Our current calibration approach is suitable for a small plot, but could also soon be operational on larger plots.

The cost of the calibration procedure is a limitation, especially if the calibration coefficients show poor stability. However, we expect these coefficients to be relatively stable as they depend only on the distribution of foliage element at the spherical volume scale, which should be relatively stable between plots. For a given species (or group of species with similar morphologies), we can expect variations to be limited and potentially predictable from element characteristics, such as SLA.

4.4. Future Work

Probably the first requirement for future method development would be to apply similar methodology but with a scanner able to distinguish leaf from wood returns [19,21]. The second step would be to enhance confidence in the indices and calibration coefficients by applying the method to various species and plant morphologies at calibration volume scale and thereby determining calibration coefficient variations. This would be useful for multispecific forests. Another aspect worthy of investigation is the application of a similar calibration methodology to thin twigs in a context of fuel measurements [20]. This was not possible here because of the LiDAR wavelength selected. The last step would be to optimize the number of scans and the spatial arrangement of scanning positions to increase sampling speed in slightly larger plots (20 m or more). The process should culminate in the development of an efficient, non-destructive, operational method that can be used to estimate 3D leaf and twig bulk density distributions in forest plots at a reasonable cost.

4.5. Applications

The development of efficient methodologies to estimate biomass distribution accurately is of great importance in order to capture the variability between stands of similar species composition arising from differences in climate, slope, soil fertility, forest management, stand age, and history of land use. All the aforementioned factors may impact the amount and distribution of foliage in the canopy. A non-destructive methodology is also well suited to monitoring the impact of disturbance and climate change over time.

In addition, compared to the inventory-based approach, the TLS-based approach provides a full characterization of the 3D spatial distribution of foliage in addition to the vertical profiles of leaf area or biomass that are usually produced. Fire behavior in stands with similar load and bulk density profiles is expected to differ if their internal spatial arrangements are different [10,11]. The probability of transition from surface to crown fire in conifer forests depends on some bulk density thresholds and decreases with crown base height [36,37]. However, these common metrics do not account for horizontal continuity between fuel clumps, which is also known as a factor for transition from surface
to crown fire. 3D distributions of leaf bulk density estimated with TLS can be used to compute new metrics that accounts for fuel heterogeneity (e.g. in Supplementary C).

Estimations of the 3D distribution of leaf quantities are also very promising as input data for process-based models of stand functioning or fire behavior. Airborne LiDAR data have already been used to assess vegetation structure in SVAT models [5] or fire behavior models [38], but tree height and crown base height are the best output data of these methods. To the best of our knowledge, TLS-derived bulk density distributions have never been used, but were cited as promising [4]. The method presented herein is a good candidate to provide input data for these models given that its averaging scale (0.7 m) is of the same order of magnitude as the voxel size of 3D physically-based models, generally about 1 m [6,10]. Highly variable spatial distributions of leaf bulk density (Figure 11) suggest that some impact of vegetation structure can be expected on model predictions. In addition, our method could be used to provide accurate input data for physics-based fire models in validation exercises such as those done on ICFME [39].

Efficient, operational methodology to estimate leaf distribution characteristics also has a great deal of potential for a combined application with data derived from airborne and space-borne remote sensing. These techniques provide very promising extended maps, but often require ground measurements for calibrations. The method presented herein could be used to measure leaf distribution characteristics on small plots that could then be combined with airborne and space-borne remote sensing techniques. For example, satellite images are used to remotely identify fuel types, but there is no efficient method to evaluate fuel loads associated to the each fuel types.

5. Conclusion

The present study describes a new method to estimate the three-dimensional leaf bulk density of tree canopy in small forest plots, based on a simple calibration of indices derived from T-LiDAR point clouds. Several indices were calibrated over spherical volumes from actual bulk density measurements. One of them accounted for noise and occlusion and used the highest density of returns for scan selection (best point of view), yielding the most encouraging results. The determination coefficient of this calibrated index over spherical volumes was 0.73 and the model had no spatial bias. At plot scale, it was used to compute bulk density profiles and loads of canopy leaves. They compared well with those derived from the inventory-based method above 4 m, but led to overestimation below, where most T-LiDAR points were wood returns. Unfortunately, the intensity distribution did not entail to separate leaf from wood returns with the scanner (FARO Focus 3D) used in the present study. Significant improvements of the method are expected from its application with a T-LiDAR that entails leaf and wood separation, especially in the lower part of the canopy.

Our new method requires little in the way of time-consuming calibration measurements, and so can be applied to larger areas quite rapidly and with a low computational cost/overhead. It is a good candidate to provide accurate estimations of 3D canopy bulk densities at plot scale. Among other applications, the method could be used for forest monitoring, for providing input data to process models and for calibrating coarser scale remote sensing techniques.
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