Evaluation of Land Surface Temperature Retrieval from FY-3B/VIRR Data in an Arid Area of Northwestern China
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Abstract: This paper uses the refined Generalized Split-Window (GSW) algorithm to derive the land surface temperature (LST) from the data acquired by the Visible and Infrared Radiometer on FengYun 3B (FY-3B/VIRR). The coefficients in the GSW algorithm corresponding to a series of overlapping ranges for the mean emissivity, the atmospheric Water Vapor Content (WVC), and the LST are derived using a statistical regression method from the numerical values simulated with an accurate atmospheric radiative transfer model MODTRAN 4 over a wide range of atmospheric and surface conditions. The GSW algorithm is applied to retrieve LST from FY-3B/VIRR data in an arid area in northwestern China. Three emissivity databases are used to evaluate the accuracy of different emissivity databases for LST retrieval, including the ASTER Global Emissivity Database (ASTER_GED) at a 1-km spatial resolution (AG1km), an average of twelve ASTER emissivity data in the 2012 summer and emissivity spectra extracted from spectral libraries. The LSTs retrieved from the three emissivity databases are evaluated with ground-measured LST at four barren surface sites from June 2012 to December 2013 collected during the HiWATER field campaign. The results indicate that using emissivity...
extracted from ASTER_GED can achieve the highest accuracy with an average bias of 1.26 and −0.04 K and an average root mean square error (RMSE) of 2.69 and 1.38 K for the four sites during daytime and nighttime, respectively. This result indicates that ASTER_GED is a useful emissivity database for generating global LST products from different thermal infrared data and that using FY-3B/VIRR data can produce reliable LST products for other research areas.
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1. Introduction

As one of the key parameters in land-surface process physics and a result of surface-atmosphere interactions at local and global scales, land surface temperature (LST) is important to climatology, meteorology, hydrology, ecology, and a wide range of interdisciplinary research areas [1–10]. Satellite remote sensing is the only possible way for measuring LST at a high spatial resolution and temporal frequency [11] due to the strong spatial heterogeneity in land surface characteristics, such as vegetation, topography and soil physical properties [11–13]. Using satellite infrared imagery to estimate LST has been a research focus since 1975. Although many algorithms and methods have been proposed to retrieve LST, highly accurate LST products have been difficult to obtain at the global scale [11]. According to [14], satellite-derived LST products with an accuracy of 0.3 K for ocean and 1 K for the land surface are required. Hence, improving the accuracy of satellite-derived LST is critical. Comprehensive reviews have summarized the algorithms for retrieving LST from satellite images [11,15,16]. These methods are grouped roughly into two major categories in Li *et al.* [11] according to whether the land surface emissivity (LSE) was used as a priori information. The single-channel, multi-channel, and multi-angle methods belong to the first category (*i.e.*, LSE is known and used as a priori information in these algorithms), while the stepwise retrieval method, simultaneous retrieval of LSEs and LST with known atmospheric information, and simultaneous retrieval with unknown atmospheric information belong to the second category. The split-window (SW) algorithm is a multi-channel method and is based on the fact that the difference of the atmospheric water vapor absorptions at selected longwave infrared channels is proportional to the difference in the brightness temperature (BT) at two channels [17]. Due to its simplicity and robustness, the SW algorithm has been applied widely to various satellite data, such as the Advanced Very High Resolution Radiometer (AVHRR) [18–20], Moderate Resolution Imaging Spectroradiometer (MODIS) [14,21,22], Landsat-8 [23,24], FengYun polar-orbiting meteorological satellite (VIRR/FY-3A) data [25–27], Spinning Enhanced Visible and Infrared Imager (SEVIRI) [28–30], Advanced Along-Track Scanning Radiometer (AATSR) [31], Geostationary Operational Environmental Satellites (GOES) [32], FengYun geostationary meteorological satellite (FY-2C) [33], and others.

The second generation of the Chinese polar-orbiting meteorological satellite, FengYun 3B (FY-3B), is an afternoon orbiting satellite and was launched on 5 November 2010. The Visible and Infrared Radiometer (VIRR) sensor carried on FY-3B provides observations of two thermal infrared spectral
bands (TIR 4: 10.3–11.3 μm and TIR 5: 11.5–12.5 μm) with a spatial resolution of 1 km, which are consistent with the two thermal bands (TIR bands 31 and 32) of MODIS. Several studies in the last few years have indicated that the generalized split-window (GSW) algorithm [14] and the subsequently refined GSW algorithm [21,22] work well in retrieving LST from MODIS TIR bands 31 and 32 [34–36]. Several SW formulas similar to the GSW algorithm are proposed to estimate LST from China’s meteorological satellite [25,26,33 and obtained reliable results. For example, Tang et al. [33] used the GSW algorithm to estimate LST from FY-2C data, Jiang et al. [26] adopted the GSW algorithm to estimate LST from FY-3A/VIRR data. However, a limitation of those studies is a lack of algorithm validation with in situ LST measurements. Validation of LST products generated from different satellite data not only provides LST users with product quality information, but also identifies possible deficiencies and further improves the LST retrieval algorithms. Thus, more LST product validations are needed, especially for Chinese satellite data.

The aims of this paper are to use the refined GSW algorithm [21] to estimate LST from FY-3B/VIRR data and to evaluate the results with long-term ground-measured LST for four barren surface sites collected during the Heihe Watershed Allied Telemetry Experimental Research (HiWATER) field campaign [37,38]. Previous studies [37,39] indicated that the split-window algorithms generally underestimate the LST over very warm arid regions, especially barren surfaces. The barren surface emissivity values used in the split-window algorithm are constants and only depend on surface type. However, the emissivity change caused by natural variation, such as vegetation and soil physical properties, was not considered within each surface type, which may explain the underestimation in LST. Using maps of surface emissivity physically retrieved from satellite data (like those from ASTER-TES, MODISMOD11B1 or MOD21 products) may address this issue. In this paper, three emissivity databases are used to evaluate the accuracy of different emissivity databases for LST retrieval, including the ASTER Global Emissivity Database (ASTER_GED) at a 1-km spatial resolution (AG1km), an average of twelve ASTER emissivity data in the 2012 summer and emissivity spectra extracted from spectral libraries. The framework of this paper includes four sections. Section 2 describes the refined GSW algorithm, how to obtain the coefficients in the GSW algorithm, and sensitivity analyses. The LST results and evaluation for four sites are presented in Section 3. Finally, Section 4 concludes this paper.

2. Methodology

2.1. The GSW Algorithm for FY-3B/VIRR

Due to less sensitivity to the uncertainties in the LSEs and the atmospheric conditions, the GSW algorithm has been applied widely to various new generation satellite data to retrieve LST and obtained reliable results [25–30,32]. Wan [21] proposed a refined GSW algorithm to improve the LST accuracy and it is directly applied to the FY-3B/VIRR data to retrieve LST in this paper. The brightness temperatures of FY-3B/VIRR thermal bands four and five (i.e., $T_4$ and $T_5$) in Equation (1) are used in this algorithm to estimate surface temperature $T_s$. A quadratic term representing the difference between the brightness temperatures of bands four and five (i.e., $\Delta T = T_4 - T_5$) based on the original GSW formula is added to the refined formula to improve the LST accuracy. The quadratic term in the split-window algorithm can be traced back to Coll and Caselles [40].
\[ T_s = C + ( A_1 + A_2 \frac{1 - \varepsilon}{\varepsilon} + A_3 \frac{\Delta \varepsilon}{\varepsilon^2}) \frac{T_{45}}{2} + ( B_1 + B_2 \frac{1 - \varepsilon}{\varepsilon} + B_3 \frac{\Delta \varepsilon}{\varepsilon^2}) \frac{\Delta T}{2} + D \Delta T^2 \]  

where \( \varepsilon = (\varepsilon_4 + \varepsilon_5)/2 \), \( \Delta \varepsilon = \varepsilon_4 - \varepsilon_5 \), \( T_{45} = T_4 + T_5 \) and \( \Delta T = T_4 - T_5 \), and \( \varepsilon_4 \) and \( \varepsilon_5 \) are the emissivities of the FY-3B/VIRR thermal bands four and five, respectively; \( A_1 \), \( A_2 \), \( A_3 \), \( B_1 \), \( B_2 \), \( B_3 \), \( C \), and \( D \) are the algorithm coefficients.

2.2. Obtaining GSW Algorithm Coefficients

The optimal coefficients (i.e., \( A_{1-3}, B_{1-3}, C \) and \( D \)) in Equation (1) are obtained in three steps in this paper: (1) building a look-up table (LUT) of the three atmospheric terms in an approximate radiative transfer expression (Equation (2)) under clear sky conditions [41], including the atmospheric transmittance, the atmospheric up-welling radiance, and the atmospheric down-welling radiance; (2) calculating the brightness temperatures at the top of the atmosphere (TOA) for FY-3B/VIRR bands four and five; and (3) building the LUT for the coefficients for the FY-3B/VIRR GSW algorithm based on different ranges of LST, emissivity, view zenith angles (VZAs) and water vapor content (WVC).

\[ B_i(T_s) = e_\theta B_i(T_s) \tau_\theta + L_{\text{atm} \uparrow i} + (1-e_\theta) \tau_\theta L_{\text{atm} \downarrow i} \]  

where \( \theta \) is the VZA, \( e_\theta \) is the surface emissivity for band \( i \), \( B_i(\cdot) \) is Planck’s function for band \( i \); \( T_s \) is LST, \( T_i \) is the TOA brightness temperature for band \( i \), \( \tau_\theta \) is the atmosphere transmittance for band \( i \) at VZA \( \theta \), \( L_{\text{atm} \uparrow i} \) is the atmospheric up-welling band radiance and \( L_{\text{atm} \downarrow i} \) is the atmospheric down-welling band irradiance.

Step 1 used the MODTRAN (MOderate resolution atmospheric TRANsmission) 4.0 [42] and the TIGR-3 (Thermodynamic Initial Guess Retrieval database 3) atmospheric profiles [43] to simulate the atmospheric transmittance and up-welling/down-welling radiance under different conditions. TIGR3 is a climatological library of 2311 representative atmospheric situations selected by statistical methods from 80,000 radiosonde reports from polar to tropical atmospheres on a worldwide scale. Because the LST estimation is based on clear sky conditions, only 874 profiles are selected to establish the simulated database, in which the relative humidity at every level is less than 80%. The WVC of the selected profiles ranges from 0.05 to 6.27 g/cm², and the air temperature (\( T_{\text{air}} \)) in the first boundary layer of the 874 selected atmospheric profiles ranges from 231 to 315 K. The scatter plot between \( T_{\text{air}} \) and the atmospheric WVC (Figure 1) indicates that the WVC is a function of \( T_{\text{air}} \), and that 280 K is an inflection point. The atmospheric transmittance \( \tau_\theta \) and the atmospheric up-welling radiance \( L_{\text{atm} \uparrow i} \) at 12 (0°, 10°, 20°, 30°, 40°, 50°, 56.05°, 59.84°, 62.84°, 65.27°, 67.29°, 69°) different VZAs and the atmospheric down-welling radiance at 53° [44] in Equation (2) are calculated in the 650–1252 cm⁻¹ spectral range at a 1-cm⁻¹ resolution using MODTRAN for extracted atmospheric profiles. Then, the results are convolved with the spectral response function of the FY-3B/VIRR bands four and five to obtain band-integrated atmospheric terms.

Equation (2) is used to calculate the TOA brightness temperature in step 2. The three atmospheric terms (\( L_{\text{atm} \uparrow i}, L_{\text{atm} \downarrow i}, \tau_\theta \)) are obtained from the LUT in step 1. \( T_s \) varies from \( T_{\text{air}} - 16 \) to \( T_{\text{air}} + 4 \) K for \( T_{\text{air}} \leq 280 \) K (cold atmosphere) and from \( T_{\text{air}} - 5 \) to \( T_{\text{air}} + 29 \) K for \( T_{\text{air}} > 280 \) K (warm atmosphere) in 1 K increments [21,45] to maximize algorithm performance over a wide range of conditions. \( \varepsilon \) varies from 0.89 to 1 with a step of 0.01, and \( \Delta \varepsilon \) varies from −0.037 to 0.027 with a step of 0.005. The TOA band radiance (\( B(T_i) \)) is converted to band brightness temperature using a built-in look-up table in steps of 0.1 K.
Finally, the coefficients in Equation (1) at 12 viewing angles are computed in two steps. First, a standard least squares regression is used to remove outliers with a 1.5-σ threshold. Second, a robust regression is used to compute the final coefficients with an iteratively reweighted least squares solution using a bi-square weighting function [46]. The averaged emissivity, WVC, LST are divided into several tractable sub-ranges to improve the fitting accuracy. The WVC is divided into six sub-ranges with an overlap of 0.5 g/cm²: [0, 1.5], [1, 2.5], [2, 3.5], [3, 4.5], [4, 5.5], [5, 6.5]; ε is divided into two groups: [0.89, 0.96], [0.94, 1]. LST is divided into five sub-ranges with an overlap of 5 K: <280 K, [275, 295], [290, 310], [305, 325], and >320 K.

**Figure 1.** Scatter plots between $T_{air}$ and WVC of the selected 875 atmospheric profiles in the TIGR-3 database.

Figure 2 shows that the coefficients are a function of cosine of VZA (here WVC $\epsilon [1, 2.5]$ g/cm² and $T_s \epsilon [290, 310]$ K). Similar results between these coefficients and the cosine of VZA are observed for other WVC and LST conditions. Therefore, the coefficients at other VZAs between 0° to 69° can be derived through polynomial curve fitting.

**Figure 2.** Examples of the GSW coefficients for VIRR/ FY-3B data with LST from 290 to 310 K and WVC from 1 to 2.5 g/cm² in two emissivity groups, respectively. (a) $\epsilon \epsilon [0.89, 0.96]$, WVC $\epsilon [1, 2.5]$, LST $\epsilon [290, 310]$: (b) $\epsilon \epsilon [0.94, 1.00]$, WVC $\epsilon [1, 2.5]$, LST $\epsilon [290, 310]$. 
Figure 3 shows the root mean square errors (RMSEs) between the estimated and actual $T_s$ as a function of the cosine of VZA for the two emissivity groups with different sub-ranges. It is worth noting that the RMSEs increase with VZA in all LST sub-ranges and rise sharply at larger VZA values (VZA > 60°), but the increase in RMSEs is small for drier atmospheres (i.e., WVC < 2 g/cm²). The RMSEs are less than 1.0 K for all sub-ranges when VZA ≤ 30° and WVC < 4.5 g/cm². Compared with the results for the entire LST range in Figure 3f, the RMSEs of others in Figure 3a–e are lower; thus, the fitting accuracy is improved.

**Figure 3.** RMSEs between the estimated and actual $T_s$ as a function of the cosine of VZA for the two emissivity groups with different sub-ranges. (a) LST < 280 K; (b) 275 K < LST < 295 K; (c) 290 K < LST < 310 K; (d) 305 K < LST < 325 K; (e) 320 K < LST; (f) The whole LST range.
It should be noted that two steps should be executed when using the coefficients to estimate LST from actual satellite data. First, an approximate LST is computed using the coefficients from the GSW algorithms for the sub-range of LSE, WVC and the entire LST range at 12 VZAs. Then, a more accurate LST is determined according to the approximate LST obtained in the first step using coefficients within the sub-range of LSE, WVC, and LST. LSE and WVC as model input also are required when estimating LST from actual satellite data. The MODIS total precipitable water product MOD05 with a similar overpass time and the method proposed by Li et al. (2003) can be used to derive the atmospheric WVC [45]. When the input data (LSE or WVC) falls within the overlapping interval of two consecutive sub-ranges, the more near sub-range (from the central of the range) will be chosen.

2.3. Sensitivity Analysis

An error analysis is performed to assess the sensitivity of the GSW algorithm. The theoretical error of this algorithm can be expressed as a Root Sum Square (RSS):

\[
\delta(T_s) = \sqrt{\left(\delta(LST_1)_s^2 + \delta(LST_2)_s^2 + \delta(WVC)_s^2 + \delta(AD)_s^2\right)}
\]

\[
= \sqrt{\left[\alpha_{BT}_s^2\delta(T_{45})_s^2 + \beta_{BT}_s^2\delta(\Delta T)_s^2 \right] + \left[\alpha^2 \delta(\frac{1 - \varepsilon}{\varepsilon})_s^2 + \beta^2 \delta(\frac{\Delta \varepsilon}{\varepsilon})_s^2 \right] + \delta(WVC)_s^2 + \delta(AD)_s^2}
\]

with:

\[
\alpha_{BT} = 0.5(A_1 + A_2 \frac{1 - \varepsilon}{\varepsilon} + A_3 \frac{\Delta \varepsilon}{\varepsilon^2})
\]

\[
\beta_{BT} = 0.5(B_1 + B_2 \frac{1 - \varepsilon}{\varepsilon} + B_3 \frac{\Delta \varepsilon}{\varepsilon^2}) + 2D(T_s - T_i)
\]

\[
\alpha = A_2 \frac{T_s + T_i}{2} + B_2 \frac{T_s - T_i}{2}
\]

\[
\beta = A_1 \frac{T_s + T_i}{2} + B_1 \frac{T_s - T_i}{2}
\]

where \(\delta(T_s)\) is the RSS of the errors/uncertainties in LST, \(\delta(LST_1)\), \(\delta(LST_2)\), \(\delta(WVC)\) and \(\delta(AD)\) are LST errors caused by the uncertainty of the brightness temperature, the emissivity, WVC, and algorithm itself, respectively. \(\delta(T_{45})\), \(\delta(\Delta T)\), \(\delta(\frac{1 - \varepsilon}{\varepsilon})\) and \(\delta(\frac{\Delta \varepsilon}{\varepsilon^2})\) are the uncertainties in the sum and difference of brightness temperatures at the top of atmosphere (TOA) in bands four and five \((T_{45}, \Delta T)\), the mean emissivity \(\varepsilon\) and the emissivity difference \(\Delta \varepsilon\), respectively. \(A_1, A_2, A_3, B_1, B_2, B_3\) and \(D\) are predetermined coefficients. Sections 2.3.1 to 2.3.4 describe the evaluations of these three individual errors \(\delta(LST_1), \delta(LST_2), \delta(WVC)\) and the RSS of uncertainties in LST \(\delta(T_s)\).

2.3.1. Sensitivity to Brightness Temperatures Uncertainty

The noise equivalent differential temperature (NE\(\Delta T\)) for FY-3B/VIRR bands 4 and 5 are 0.2 K \((i.e., \delta(T_4) = \delta(T_5) = 0.2)\) [47]. Hence, the value of 0.28 is used for \(\delta(T_{45})\) and \(\delta(\Delta T)\) \((\delta(T_{45}) = \delta(\Delta T) = \sqrt{\delta(T_{45})_s^2 + \delta(T_s)_s^2}\) to investigate the LST error caused by the BT uncertainty \(\delta(LST_1)\).
For example, the sensitivities of BT for the GSW algorithm in dry (WVC in 0–1.5 g/cm\(^2\)) and wet (WVC in 4–5.5 g/cm\(^2\)) atmospheric conditions with \(\varepsilon \in [0.89, 0.96]\), LST \(\varepsilon \in [275, 295]\) K and LST \(\varepsilon \in [305, 325]\) K are shown in Figure 4a,b, respectively. The same sub-ranges of WVC and LST with \(\varepsilon \in [0.94, 1.00]\) are shown in Figure 4c,d.

We can see from Figure 4 that the values of \(\beta_{BT}\) are larger than \(\alpha_{BT}\) in all sub-ranges, implying that the GSW algorithms are more sensitive to uncertainty in \(\Delta T\) than \(T_{45}\). The LST error when \(\varepsilon \in [0.89, 0.96]\) is within [0.63, 0.92] K with a mean of 0.74 K for a dry atmosphere (WVC in 0–1.5 g/cm\(^2\)) and [0.78, 3.40] K with a mean of 1.49 K for a wet atmosphere (WVC in 4–5.5 g/cm\(^2\)). The LST error when \(\varepsilon \in [0.94, 1.00]\) is [0.58, 0.90] K with the mean of 0.72 K for a dry atmosphere and [0.69, 3.25] K with a mean of 1.43 K for a wet atmosphere.

![Figure 4.](image)

**Figure 4.** Sensitivities of the uncertainty in BT for the FY-3B/VIRR GSW algorithm for the sub-ranges with LST \(\varepsilon \in [275, 295]\) and LST \(\varepsilon \in [305, 325]\) K for (a) \(\varepsilon \in [0.89, 0.96]\), WVC \(\varepsilon \in [0, 1.5]\) g/cm\(^2\); (b) \(\varepsilon \in [0.89, 0.96]\), WVC \(\varepsilon \in [4, 5.5]\) g/cm\(^2\); (c) \(\varepsilon \in [0.94, 1]\), WVC \(\varepsilon \in [0, 1.5]\) g/cm\(^2\); (d) \(\varepsilon \in [0.94, 1]\), WVC \(\varepsilon \in [4, 5.5]\) g/cm\(^2\).

2.3.2. Sensitivity to LSE Uncertainty

The LST error due to the uncertainty in the surface emissivity is \(\delta(LST)\). For example, the sensitivities of emissivity for the GSW algorithm in dry atmospheric conditions (WVC in 0–1.5 g/cm\(^2\)) and wet atmospheric conditions (WVC in 4–5.5 g/cm\(^2\)) with \(\varepsilon \in [0.89, 0.96]\), LST \(\varepsilon \in [275, 295]\) and LST \(\varepsilon \in [305, 325]\) K are shown in Figure 5a,b. The same sub-ranges of WVC and LST with \(\varepsilon \in [0.94, 1.00]\) are shown in Figure 5c,d.
We can observe the following from Figure 5:

(a) The values of $\alpha$ and the absolute values of $\beta$ when LST $\epsilon [305, 325]$ K are larger than those of LST $\epsilon [275, 295]$ K for each sub-range, implying that the emissivity sensitivity increases as LST increases, because the emissivity effect is compensated partially by the reflected downward atmospheric radiation.

(b) The absolute values of $\beta$ are two times greater than $\alpha$ in two LST sub-ranges in dry atmospheric conditions (Figure 5a,c) but are approximately the same in wet atmospheric conditions (Figure 5b,d), indicating that the GSW algorithm is more sensitive to uncertainty in $\Delta \epsilon$ in dry atmospheric conditions. This finding is consistent with the emissivity sensitivity analysis for MODIS, where the sensitivity decreases as WVC increases because of the compensative effect of the reflected downward atmospheric thermal infrared radiation [45].

(c) The value of $\alpha$ (absolute $\beta$) at VZA = 0° is approximately two times larger than that at VZA = 69° for a wet atmosphere but is the same for a dry atmosphere, implying that the effect of VZA on both $\alpha$ and $\beta$ increases from dry to wet atmospheres.
Assuming that the uncertainties of \((1 - \varepsilon)/\varepsilon\) and \(\Delta\varepsilon/\varepsilon^2\) are approximately 0.01 for well-known land surfaces [14], the LST error is within [0.88, 1.60] K with a mean of 1.18 K for a dry atmosphere and [0.18, 0.83] K with a mean of 0.40 K for a wet atmosphere when \(\varepsilon\) [0.89, 0.96]. The LST error is within [0.92, 1.68] K with a mean of 1.23 K for a dry atmosphere and [0.18, 0.89] K with a mean of 0.29 K for a wet atmosphere when \(\varepsilon\) [0.94, 1.00].

2.3.3. Sensitivity Analysis to Atmospheric WVC

The uncertainty of the atmospheric WVC in the GSW algorithm (i.e., \(\delta(WVC)\)) is caused by incorrect WVC sub-range selection. An error of \(\pm 0.4\) g/cm\(^2\) is used for low WVC (WVC < 1.5 g/cm\(^2\)) [48] and an error of 10% is considered for others [49] to numerically analyze the effect of atmospheric WVC uncertainty on the LST retrieval using the GSW algorithm (Equation (1)). \(\delta(WVC)\) can be calculated using Equation (4)

\[
\delta(WVC) = LST_{\Delta WVC} - LST_{WVC} = LST(WVC + \delta(WVC)) - LST_{WVC}
\]

where \(LST_{\Delta WVC}\) and \(LST_{WVC}\) are the LST retrieved using Equation (1) for the WVC with uncertainty and for the original WVC, respectively.

For example, the LST error between \(LST_{\Delta WVC}\) and \(LST_{WVC}\) for sub-ranges with LST \(\varepsilon\) [290, 310] K and \(\varepsilon\) in the range (a) 0.89–0.96 and (b) 0.94–1.00 are shown in Figure 6. \(\delta(WVC)\) increases as WVC increases at each VZA. The largest RMSEs, which appear in large VZA and a wet atmosphere, are approximately 1.8 and 1.4 K for the sub-ranges with LST \(\varepsilon\) [290, 310] K and \(\varepsilon\) [0.89, 0.96] and \(\varepsilon\) [0.94, 1.00], respectively.

**Figure 6.** The LST error due to uncertainty in the atmospheric WVC for the sub-ranges with LST \(\varepsilon\) [290 K, 310 K] and \(\varepsilon\) in the range (a) 0.89–0.96 and (b) 0.94–1.00.

2.3.4. Root Sum Square (RSS) of Uncertainties

The RSS of uncertainties in LST retrieved by the GSW algorithm for FY-3B/VIRR with LST \(\varepsilon\) [290, 310] K and \(\varepsilon\) in the range (a) 0.89–0.96 and (b) 0.94–1.00 are shown in Figure 7. The RSS increases with VZA and rises sharply for wetter atmospheres (WVC > 2 g/cm\(^2\)) from a VZA of 60°. The maximum RSS nears 1.8 K when VZA \(\leq 30°\) and 3.5 K for VZA = 69°. The individual uncertainties contribution to the RSS of the FY-3B/VIRR GSW algorithm with LST \(\varepsilon\) [290, 310] K
and $\varepsilon \in [0.94, 1.00]$ for dry and wet atmospheres are listed in Table 1. The primary error source for dry atmospheric conditions is emissivity. The BT provided the largest contribution to the RSS for small VZA ($VZA < 40^\circ$) for wet atmospheric conditions, and the algorithm error made the largest contribution for larger VZA. Similar results are obtained for other sub-ranges.

![Figure 7](image)

**Figure 7.** Error estimate using RSS of the FY-3B/VIRR GSW algorithm with LST $\varepsilon \in [290, 310]$ K, $\varepsilon \in [0.89, 0.96]$, and $\varepsilon \in [0.94, 1.00]$ for all WVC sub-ranges. (a) $\varepsilon \in [0.89, 0.96]$, LST $\varepsilon \in [290, 310]$; (b) $\varepsilon \in [0.94, 1.00]$, LST $\varepsilon \in [290, 310]$.

**Table 1.** The individual uncertainties contribution to the root sum square (RSS) of the Visible and Infrared Radiometer on FengYun 3B (FY-3B/VIRR) Generalized Split-Window (GSW) algorithm when land surface temperature (LST) $\varepsilon \in [290, 310]$ and $\varepsilon \in [0.94, 1.00]$ for dry and wet atmospheres.

<table>
<thead>
<tr>
<th>Uncertainties</th>
<th>Viewing Angle</th>
<th>0°</th>
<th>20°</th>
<th>40°</th>
<th>60°</th>
<th>69°</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>WVC $\in [0, 1.5]$, LST $\varepsilon \in [290, 310]$, $\varepsilon \in [0.94, 1.00]$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>error in algorithm</td>
<td>0.13</td>
<td>0.14</td>
<td>0.16</td>
<td>0.23</td>
<td>0.33</td>
<td></td>
</tr>
<tr>
<td>0.01 error in $(1 - \varepsilon)/\varepsilon$ and $\Delta \varepsilon/\varepsilon^2$</td>
<td>1.15</td>
<td>1.16</td>
<td>1.18</td>
<td>1.22</td>
<td>1.24</td>
<td></td>
</tr>
<tr>
<td>error due to $\Delta T$ and $T_{45}$ (0.28 K)</td>
<td>0.61</td>
<td>0.62</td>
<td>0.66</td>
<td>0.75</td>
<td>0.85</td>
<td></td>
</tr>
<tr>
<td>±0.4 g/cm$^2$ error in WVC</td>
<td>0.17</td>
<td>0.17</td>
<td>0.20</td>
<td>0.26</td>
<td>0.34</td>
<td></td>
</tr>
<tr>
<td>RSS (K)</td>
<td>1.32</td>
<td>1.33</td>
<td>1.37</td>
<td>1.47</td>
<td>1.58</td>
<td></td>
</tr>
<tr>
<td></td>
<td>WVC $\in [4, 5.5]$, LST $\varepsilon \in [290, 310]$, $\varepsilon \in [0.94, 1.00]$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>error in algorithm</td>
<td>0.53</td>
<td>0.56</td>
<td>0.73</td>
<td>1.36</td>
<td>2.27</td>
<td></td>
</tr>
<tr>
<td>0.01 error in $(1 - \varepsilon)/\varepsilon$ and $\Delta \varepsilon/\varepsilon^2$</td>
<td>0.52</td>
<td>0.52</td>
<td>0.48</td>
<td>0.39</td>
<td>0.24</td>
<td></td>
</tr>
<tr>
<td>error due to $\Delta T$ and $T_{45}$ (0.28 K)</td>
<td>1.04</td>
<td>1.07</td>
<td>1.19</td>
<td>1.54</td>
<td>1.75</td>
<td></td>
</tr>
<tr>
<td>10% error in WVC</td>
<td>0.59</td>
<td>0.63</td>
<td>0.75</td>
<td>1.27</td>
<td>1.29</td>
<td></td>
</tr>
<tr>
<td>RSS (K)</td>
<td>1.41</td>
<td>1.46</td>
<td>1.66</td>
<td>2.44</td>
<td>3.15</td>
<td></td>
</tr>
</tbody>
</table>
3. Evaluation with Ground-Measured LST

3.1. Study Area and Datasets

The ground-measured LST at four barren surface sites (GB, SSW, HZZ, JCHM), which are located in the Heihe River Basin of northwestern China, are used to validate the FY-derived LST (Figure 8). The Heihe River basin is located in an arid climate zone with a low atmospheric WVC [50]. The in situ measurements and remotely sensed data used in this study are from the HiWATER field campaign. HiWATER was designed as an ongoing watershed-scale eco-hydrological campaign to address the issues of heterogeneity, scaling, uncertainty and closing of the water cycle on the watershed scale [38]. Three key experimental areas (KEAs) are designed for HiWATER, the cold region experimental area in the upper reaches, the artificial oasis experimental area in the middle reaches, and the natural oasis experimental area downstream. The four sites are located in the KEA of the middle stream.

Figure 8. The ASTER L1B VNIR image covering the study area on 10 July 2012. The RGB components are channels 3 (0.81 μm), 2 (0.66 μm) and 1 (0.56 μm).

The geographic locations and descriptions of these four sites are presented in Table 2. The land cover types of VIRR/ FY-3B can be obtained from FY-3B/VIRR categories, which are similar to those from the International Geosphere-Biosphere Program (IGBP). The land cover types between FY-3B/VIRR and MODIS_IGBP are different. The four sites according to field surveys consist of three land surface types, Gobi (GB), sand dune (SSW) and desert steppe (HZZ, JCHM). The primary plant type within these sites is *A. sparsifolia* [51], and the desert steppe site has a higher vegetation...
coverage than GB and SSW with an *A. sparsifolia* ground cover fraction of approximately 0.1. Therefore, the four sites should be classified as barren soil (Barren or Sparsely Vegetated) rather than the misclassification in the land cover map. However, the three land surface types have different soil types. Gobi consists of small gravel and bare soil, the sand dune is primarily composed of quartz and the desert steppe consists of bare soil. The total WVC for the four sites ranged from 0.04 to 4.72 g/cm² from June 2012 to December 2013 with a mean of 0.78 g/cm² according to the atmospheric profile product from MODIS (MOD05).

### Table 2. Details of the four sites.

<table>
<thead>
<tr>
<th>Site</th>
<th>Latitude/Longitude</th>
<th>Elevation (m)</th>
<th>Land Cover</th>
<th>Land Cover type</th>
<th>Radiometers</th>
<th>Time Period (year/month/day)</th>
</tr>
</thead>
<tbody>
<tr>
<td>GB</td>
<td>38.9150°N 100.3042°E</td>
<td>1567</td>
<td>Gobi</td>
<td>7, 16</td>
<td>CNR1</td>
<td>2012/08/01–2013/12/31</td>
</tr>
<tr>
<td>SSW</td>
<td>38.7892°N 100.4933°E</td>
<td>1555</td>
<td>Sand dune</td>
<td>16</td>
<td>CNR1</td>
<td>2012/06/08–2013/12/31</td>
</tr>
<tr>
<td>HZZ</td>
<td>38.7652°N 100.3186°E</td>
<td>1735</td>
<td>Desert steppe</td>
<td>7, 16, 10</td>
<td>SI-111</td>
<td>2012/06/04–2013/12/31</td>
</tr>
<tr>
<td>JCHM</td>
<td>38.7781°N 100.6967°E</td>
<td>1625</td>
<td>Desert steppe</td>
<td>16</td>
<td>SI-111</td>
<td>2012/06/29–2013/12/31</td>
</tr>
</tbody>
</table>

Note: 10 is Grasslands in MODIS IGBP land cover type 7 is Open Shrublands, 10 is Grasslands, and 16 is Barren or Sparsely Vegetated for FY-3B/VIRR.

#### 3.2. Ground-Measured LST Estimation

The GB and SSW sites are equipped with a CNR1 (Kipp & Zonen) net radiometers observe the surface at nadir from 6 m height. The upwelling and downwelling longwave radiation measured by the CNR1 net radiometer is used to estimate LST by:

\[
T_s = \left[ \frac{F^\uparrow - (1-\varepsilon_b)F^\downarrow}{\sigma \varepsilon_b} \right]^{\frac{1}{4}}
\]

where \(T_s\) is the LST, \(F^\uparrow\) is the surface upwelling longwave radiation, \(\varepsilon_b\) is the surface broadband emissivity (BBE) for 8–13.5 μm, \(\sigma\) is the Stefan–Boltzmann’s constant \((5.67 \times 10^{-8} \text{ Wm}^{-2}\cdot\text{K}^{-4})\), and \(F^\downarrow\) is the atmospheric downwelling longwave radiation at the surface. The BBE is estimated from the ASTER narrowband emissivities using a linear equation [52]. The values of BBE are 0.955 ± 0.007 and 0.922 ± 0.005 for GB and SSW sites, respectively [37].

The HZZ site is equipped with two Apogee SI-111 8–14 μm infrared radiometer and directly measure the land surface brightness temperature. SI-111 observe the surface at nadir from 2.65 m height to obtain a target footprint of 3.6 m². Two SI-111 radiometers are also installed at the JCHM site, one observes an area of 8 m² at nadir from 4 m height and the other aims the sky at approximately 55° from the zenith measure the atmospheric downwelling longwave radiance. For the HZZ and JCHM sites, the emissivity value of 0.970 ± 0.002 can be used to estimate the true land surface temperature \(T_s\) by:

\[
B(T_s) = \left( \frac{B(T_s) - (1-\varepsilon) L^\downarrow_{\text{atm}}}{\varepsilon} \right)
\]

where \(B\) is the Planck function weighted for the spectral response function of the SI-111 radiometer, \(\varepsilon\) is the land surface emissivity, and \(L^\downarrow_{\text{atm}}\) is the downwelling radiance.

These sites are also equipped with other meteorological instruments to measure the magnitudes of the air temperature, humidity and wind speed (except for the JCHM site). For the temperature measurement, the total
uncertainty, included the effects of calibration, emissivity correction, temporal and spatial uncertainty, is 1.65 K, 1.72 K, 0.90 K and 0.75 K for the GB, SSW, HZZ and JCHM sites, respectively [37].

3.3. The LST Retrieval

TOA brightness temperatures, VZA, LSE, and atmospheric WVC from the clear-sky satellite data are required for LST estimation using the GSW algorithm as indicated by Equation (1). The WVC in this study is obtained from the MODIS total precipitable water product (MOD05) with absolute time differences of less than one hour. The satellite observation time is derived by linearly interpolating the start and end times of each FY-3B/VIRR swath. Calculations of the LSE and TOA BT are described in Sections 3.3.1 and 3.3.2.

3.3.1. Calculations of LSE

The classification-based emissivity method (CBEM) [53–55] can be used to estimate LSE for FY-3B/VIRR. This method assigns the emissivity from classification-based look-up tables to each class. However, a previous study indicated that assigning a fixed emissivity value to the barren soil may lead to an overestimation of the spectral emissivity values over very warm arid regions and generally results in an underestimation of the LST over these regions. Using maps of physically retrieved dynamic surface emissivities (like those from ASTER-TES, MODIS MOD11B1 or MOD21 products) as algorithm inputs may improve the inversion accuracy of the GSW algorithm [37,39] for barren surfaces. Hence, the ASTER emissivity dataset is used to calculate the band emissivities of the four evaluation sites. The fixed emissivity value extracted from spectral libraries is also assigned to the four sites to compare accuracy. Two ASTER emissivity datasets are used to calculate the emissivities of two FY-3B/VIRR thermal bands. One database is the ASTER Global Emissivity Database (ASTER_GED) [56]. ASTER_GED products are output as 1° × 1° tiles at 100-m (AG100) or 1-km (AG1 km) spatial resolutions (nominal) and include the mean emissivity and standard deviation for all five ASTER thermal infrared bands, mean land surface temperature (LST) and standard deviation, a re-sampled ASTER GDEM, land-water mask, mean normalized difference vegetation index (NDVI) and standard deviation, latitude, longitude, and observation count, which are developed by the National Aeronautics and Space Administration’s (NASA) Jet Propulsion Laboratory (JPL), California Institute of Technology, released by NASA’s Land Processes Distributed Active Archive Center (LP DAAC) on 2 April 2014 [57]. The AG1km does not include the years 2012 and 2013; hence, another dataset referred to as ASTER_2012 is used. ASTER_2012 is the average of twelve ASTER emissivity products collected during the HiWATER field campaign from 30 May 2012 to 28 September 2012. ASTER_2012 is derived from ASTER data using the Temperature Emissivity Separation (TES) algorithm [58] combined with the Water Vapor Scaling (WVS) atmospheric correction method [59,60], which is the same algorithm used for generating ASTER_GED products. In situ validation indicated that the emissivity accuracy of this algorithm is better than 0.01 for all bands [61]. Previous studies have shown that there are diurnal changes of land surface emissivity due to soil water content variations for the two infrared channels, which might affect the LST retrievals [62]; however, the emissivity values of the four sites can be assumed stable during the evaluation period, because the four sites are barren surfaces, which have a low fraction of vegetation cover with little change, and the surface structures are influenced rarely by human
activity. Thus the average emissivities from ASTER can be used for LST estimation. The fixed emissivity value is calculated using spectral emissivity integrals of soils samples and the spectral response functions of FY-3B/VIRR bands four and five. The spectral emissivities are chosen from two spectral databases, including the John Hopkins University (JHU) spectral library included in the ASTER spectral library [63] and the MODIS-UCSB emissivity library [64]. Finally, 102 soil samples are with a mean emissivity value of 0.9664 ± 0.0106 and 0.9758 ± 0.0061 for bands four and five, respectively, are used. These samples are used to build an LSE statistical relationship between the ASTER and FY-3B/VIRR TIR bands using a multiple linear regression analysis. The emissivity of bare soil in FY-3B/VIRR TIR bands four and five is expressed as a linear combination of emissivities from ASTER bands 13 (10.25–10.95 μm) and 14 (10.95–11.65 μm) using Equation (7). The precision of model fitting is very high through the determination coefficient ($r^2$) and the root-mean square error (RMSE).

$$
epsilon_{TIR4} = 0.0070 + 0.8882\epsilon_{ASTER\_13} + 0.1044\epsilon_{ASTER\_14} \quad R^2 = 0.995 \quad RMSE = 0.001$$
$$
epsilon_{TIR5} = 0.1968 - 0.1038\epsilon_{ASTER\_13} + 0.9064\epsilon_{ASTER\_14} \quad R^2 = 0.939 \quad RMSE = 0.002$$  (7)

The linear models are applied to calculate the LSE for the four evaluation sites in FY-3B/VIRR bands four and five. Mean emissivities ($\epsilon_{AG1km}$, $\epsilon_{2012}$, $\epsilon_{spec}$) and emissivity differences ($\Delta\epsilon_{AG1km}$, $\Delta\epsilon_{2012}$, $\Delta\epsilon_{spec}$) between FY-3B/VIRR bands four and five, which are derived from AG1km, ASTER_2012 and the emissivity spectral library, are shown in Table 3.

<table>
<thead>
<tr>
<th>Site</th>
<th>$\epsilon_{AG1km}$</th>
<th>$\Delta\epsilon_{AG1km}$</th>
<th>$\epsilon_{2012}$</th>
<th>$\Delta\epsilon_{2012}$</th>
<th>$\epsilon_{spec}$</th>
<th>$\Delta\epsilon_{spec}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>GB</td>
<td>0.966</td>
<td>-0.009</td>
<td>0.966</td>
<td>-0.010</td>
<td>0.971</td>
<td>-0.009</td>
</tr>
<tr>
<td>SSW</td>
<td>0.955</td>
<td>-0.018</td>
<td>0.957</td>
<td>-0.019</td>
<td>0.971</td>
<td>-0.009</td>
</tr>
<tr>
<td>HZZ</td>
<td>0.971</td>
<td>-0.005</td>
<td>0.975</td>
<td>-0.006</td>
<td>0.971</td>
<td>-0.009</td>
</tr>
<tr>
<td>JCHM</td>
<td>0.967</td>
<td>-0.008</td>
<td>0.975</td>
<td>-0.006</td>
<td>0.971</td>
<td>-0.009</td>
</tr>
</tbody>
</table>

Table 3 indicates that the value of $\epsilon_{AG1km}$ is similar to $\epsilon_{2012}$ at GB and SSW and is smaller than $\epsilon_{2012}$ at HZZ and JCHM. $\epsilon_{2012}$ was derived from twelve ASTER emissivity products collected in 2012 summer. The summer of 2012 was a rainy season. Thus, the emissivities of HZZ and JCHM are larger than other seasons because the fraction of vegetation cover and soil water content of these sites are relatively larger. However, the absolute difference between $\epsilon_{AG1km}$ ($\Delta\epsilon_{AG1km}$) and $\epsilon_{2012}$ ($\Delta\epsilon_{2012}$) is very small for GB, SSW and HZZ sites ($|\epsilon_{AG1km} - \epsilon_{2012}| < 0.004$, $|\Delta\epsilon_{AG1km} - \Delta\epsilon_{2012}| <0.001$). The values of $\epsilon_{spec}$ ($\Delta\epsilon_{spec}$) are similar to $\epsilon_{AG1km}$ ($\Delta\epsilon_{AG1km}$) for GB, HZZ and JCHM but are perceptibly larger for SSW. Hence, assigning the same emissivity value for the barren surface is unreasonable, especially for the sand dunes, which have low emissivity values.

3.3.2. Determination of the TOA BT

The TOA brightness temperatures $T_4$ and $T_5$ are calculated according to the infrared channel calibration method of FY-3B/VIRR. The accuracies of radiometric calibration for FY-3B/VIRR TIR bands from January 2012 to June 2013 are evaluated using the Low Earth Orbit (LEO)-LEO simultaneous nadir overpass intercalibration method [65]. Results indicate that the BT measured from
FY-3B/VIRR is consistent with that from Infrared Atmospheric Sounder Interferometer (IASI), and the annual mean biases are 0.84 ± 0.16 and −0.66 ± 0.18 K for bands four and five, respectively, which are unconcerned with scene temperature dependence and seasonal variation. The recalibration values of $T_4$ and $T_5$ from July 2012 to June 2013 are obtained from Xu et al. [65], and annual mean biases of 0.84 and −0.66 K for bands four and five are assigned to other times.

The clear-sky FY-3B/VIRR data for the four sites are used to retrieve LST using the GSW algorithm. Because an accurate cloud filter for the satellite data is critical for reliable results and a FY-3B/VIRR cloud mask product is unavailable, the standard MODIS cloud mask product (MYD35) is used. We only use data with an absolute overpass time difference between AQUA/MODIS and FY-3B/VIRR of less than one hour. Finally, the cloud-free FY-3B/VIRR LST is matched with the ground-measured LST according to the satellite observation time. It should be noted that masking errors exist in all cloud-mask products and cloud mask may change due to the overpass time difference. All valid points in the daytime are examined manually to exclude undetected clouds or poor data pixel quality to minimize the effect of cloud contamination in validation results in this work.

3.4. Results and Discussion

FY-3B/VIRR LST obtained using the emissivity derived from AG1km, ASTER_2012 and spectral library are referred to as $T_{AG1km}$, $T_{2012}$ and $T_{Spec}$, respectively. The LST of the four sites calculated using the above GSW algorithm with three different emissivity values are all compared with the ground-measured LST (i.e., $T_g$). The biases (FY-3B/VIRR LST−ground-measured LST), standard deviation (STD) and root mean squared errors (RMSEs) for each site are summarized in Tables 4 and 5 for the nighttime and the daytime, respectively.

The biases and RMSEs of $T_{AG1km}$ and $T_{2012}$ for the nighttime results are similar for the four sites, with average biases of −0.04 and −0.17 K and average RMSEs of 1.38 K and 1.43 K for $T_{AG1km}$ and $T_{2012}$, respectively. $T_{spec}$ has a larger bias and RMSE than $T_{AG1km}$ and $T_{2012}$ with an average bias of −0.41 K and average RMSE of 1.70 K for the four sites, which means using an ASTER-derived emissivity product for LST retrieval can achieve higher accuracy for barren surface. This result is more obvious for the SSW site, where $T_{spec}$ significantly underestimates the LST by more than 1.7 K compared with $T_{AG1km}$ due to overestimated emissivity.

<table>
<thead>
<tr>
<th>Site</th>
<th>Bias $T_{AG1km} - T_g$</th>
<th>Bias $T_{2012} - T_g$</th>
<th>Bias $T_{Spec} - T_g$</th>
<th>STD $T_{AG1km} - T_g$</th>
<th>STD $T_{2012} - T_g$</th>
<th>STD $T_{Spec} - T_g$</th>
<th>RMSE $T_{AG1km} - T_g$</th>
<th>RMSE $T_{2012} - T_g$</th>
<th>RMSE $T_{Spec} - T_g$</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td>GB</td>
<td>−0.28</td>
<td>−0.17</td>
<td>−0.47</td>
<td>1.38</td>
<td>1.38</td>
<td>1.38</td>
<td>1.41</td>
<td>1.38</td>
<td>1.45</td>
<td>279</td>
</tr>
<tr>
<td>SSW</td>
<td>−0.08</td>
<td>−0.08</td>
<td>−1.77</td>
<td>1.20</td>
<td>1.20</td>
<td>1.21</td>
<td>1.20</td>
<td>1.20</td>
<td>2.14</td>
<td>271</td>
</tr>
<tr>
<td>HZZ</td>
<td>0.61</td>
<td>0.54</td>
<td>1.08</td>
<td>1.63</td>
<td>1.62</td>
<td>1.62</td>
<td>1.73</td>
<td>1.71</td>
<td>1.94</td>
<td>235</td>
</tr>
<tr>
<td>JCHM</td>
<td>−0.30</td>
<td>−0.84</td>
<td>−0.31</td>
<td>1.13</td>
<td>1.13</td>
<td>1.13</td>
<td>1.17</td>
<td>1.41</td>
<td>1.17</td>
<td>290</td>
</tr>
<tr>
<td>ALL</td>
<td>−0.04</td>
<td>−0.17</td>
<td>−0.41</td>
<td>1.38</td>
<td>1.42</td>
<td>1.65</td>
<td>1.38</td>
<td>1.43</td>
<td>1.70</td>
<td>1075</td>
</tr>
</tbody>
</table>
Table 5. Summary of daytime evaluation results for FY-3B/VIRR at the four sites.

<table>
<thead>
<tr>
<th>Site</th>
<th>Bias</th>
<th>STD</th>
<th>RMSE</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$T_{AG1km} - T_g$</td>
<td>$T_{2012} - T_g$</td>
<td>$T_{Spec} - T_g$</td>
<td></td>
</tr>
<tr>
<td>GB</td>
<td>−1.60</td>
<td>−1.50</td>
<td>−1.85</td>
<td>2.06</td>
</tr>
<tr>
<td>SSW</td>
<td>−0.10</td>
<td>−0.12</td>
<td>−2.05</td>
<td>2.22</td>
</tr>
<tr>
<td>HZZ</td>
<td>−1.17</td>
<td>−1.28</td>
<td>−0.70</td>
<td>2.71</td>
</tr>
<tr>
<td>JCHM</td>
<td>−2.23</td>
<td>−2.89</td>
<td>−2.28</td>
<td>1.95</td>
</tr>
<tr>
<td>ALL</td>
<td>−1.26</td>
<td>−1.44</td>
<td>−1.74</td>
<td>2.38</td>
</tr>
</tbody>
</table>

The accuracy of $T_{AG1km}$ and $T_{2012}$ are also better than $T_{Spec}$ for the daytime results, except for the JCHM site, which is similar to the nighttime results. Because the $\varepsilon_{2012}$ are overestimated by approximately 0.008 compared with the $\varepsilon_{AG1km}$ for JCHM site, which would result in an underestimation of LST. The average bias is −1.26 K, −1.44 K and −1.74 K and the average RMSE is 2.69, 2.85 and 2.87 K for $T_{AG1km}$, $T_{2012}$ and $T_{Spec}$, respectively. The daytime biases are negative for the four sites, indicating an underestimation of the LST for barren surface types. The JCHM site has the largest bias (−2.23, −2.89, −2.28 K) for all three emissivity values. The largest bias difference between $T_{AG1km}$ and $T_{Spec}$ is near 2 K at SSW, which is larger than the nighttime result because there exists a greater heterogeneity of LST during daytime. The accuracy improves significantly at the sand dune site (SSW) when the emissivity derived from AG1km is used, which is consistent with previous studies indicating that the ASTER-derived emissivities for sand dunes is in good agreement with ground measurements [66].

The RMSE values in Tables 4 and 5 show that the difference between $T_{AG1km}$ and $T_g$ is slightly smaller than the difference between $T_{2012}$ and $T_g$, meaning $T_{AG1km}$ has a slightly higher accuracy than $T_{2012}$. Therefore, the following analysis is based on $T_{AG1km}$. Figure 9 shows the scatterplots between ground-measured LST ($T_g$) and $T_{AG1km}$ at the four sites. It shows that the LST algorithm works well at SSW site for both nighttime and daytime and works well at GB, HZZ and JCHM for nighttime. However, its performance for daytime at these three sites is slightly bad, especially at JCHM. Previous MODIS C5 LST validation indicated two possible sources for the large LST errors for the split-window algorithm for the barren surface type [21]. First, the original split-window algorithm does not completely cover the wide range of LST; namely, the daytime LST are larger than the $T_{air}$ at the surface by more than 16 K, which is beyond the upper limit ($T_{air} + 16$ K) used in the current MODIS C5 LST product algorithm development. Second, the large errors in the surface emissivity values in MODIS bands 31 and 32 are estimated from land cover types. However, these issues have been considered in the development of the algorithm in this work. An air temperature upper limit of $T_{air} + 29$ K can cover the range of LST at the four sites based on Table 6, which shows the differences between the ground-measured LST and the 5-m $T_{air}$ for the daytime. As indicated by the sensitivity analysis in Section 2.3.2, the LST algorithm is more sensitive to uncertainty in emissivity in higher LST conditions. The four sites are in the hot zone with higher LST in the daytime, where a slight emissivity error, especially for the error in $\Delta \varepsilon$, will lead a larger error in the LST. Daytime LST have a larger bias because ASTER TIR bands 13 and 14 do not match the FY-3B/VIRR band five well and the ASTER emissivity products have errors [67]. Additionally, the errors in the satellite data, such as the accuracy of geometrical correction and radiometrical calibration, also influence the retrieval accuracy. Moreover, the
fact that the uncertainty in ground-measured LST, like ground instrument calibration, tower installations, and LST spatial variations, cannot be represented by only one point may also contribute to the errors.
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**Figure 9.** Scatterplots between the FY-3B/VIRR LST and ground LST for daytime and the nighttime at the four sites.

**Table 6.** Difference statistics between the ground-measured LST and \( T_{air} \) for the daytime in summer.

<table>
<thead>
<tr>
<th>Site</th>
<th>Bias</th>
<th>Std</th>
</tr>
</thead>
<tbody>
<tr>
<td>GB</td>
<td>16.81</td>
<td>3.30</td>
</tr>
<tr>
<td>SSW</td>
<td>21.62</td>
<td>2.91</td>
</tr>
<tr>
<td>HZZ</td>
<td>19.86</td>
<td>5.83</td>
</tr>
</tbody>
</table>

A series of correlation tests are completed between the LST difference (i.e., \( \Delta LST = FY-3B/VIRR \) LST – ground-measured LST) and other related variables to further analyze the potential factors that may cause the errors, which include the FY-3B/VIRR sensor view zenith angle (\( \theta \)), soil water content at 2 cm underground, surface air humidity at 5 m, wind speed at 5 m, \( T_{air} \) at 5 m, \( T_g \), and the difference between \( T_g \) and \( T_{air} \). The statistical results and scatterplots between \( \Delta LST \) and these variables are shown in Table 7 and Figure 10, respectively. Because these ground-measurements for the JCHM site are unavailable, only three sites are used for analysis. Table 7 and Figure 10 show that there are no obvious correlations between \( \Delta T \) and these variables, and the overall coefficients of determination \( r^2 \) are small (<0.1) for both daytime and nighttime. Hence, the LST results of this work are independent of these variables. It should be noted that only one year and a half of the LST data are used for analysis; the
amount of the data may not suffice to obtain a clear conclusion. Moreover, the impacts from these variables are intricate and interact among one another [68]. More long-term data are needed to perform a comprehensive evaluation in the future, such as long-term measurements from the Surface Radiation budget (SURFRAD) network.

Figure 10. Relationship between $\Delta LST$ and sensor VZA, soil water content, surface air humidity, wind speed, $T_{air}$, $T_g$, and the difference between $T_g$ and $T_{air}$ for daytime (red dot) and nighttime (black dot).
Table 7. The $r^2$ between $\Delta$LST and sensor view zenith angles (VZA), soil water content, surface air humidity, wind speed, $T_{air}$ (5 m), $T_g$ and the difference between $T_g$ and $T_{air}$ for daytime and nighttime.

<table>
<thead>
<tr>
<th>Variable</th>
<th>All</th>
<th>GB</th>
<th>SSW</th>
<th>HZZ</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$R^2$</td>
<td>$R^2$</td>
<td>$R^2$</td>
<td>$R^2$</td>
</tr>
<tr>
<td></td>
<td>Daytime</td>
<td>Nighttime</td>
<td>Daytime</td>
<td>Nighttime</td>
</tr>
<tr>
<td></td>
<td>Daytime</td>
<td>Nighttime</td>
<td>Daytime</td>
<td>Nighttime</td>
</tr>
<tr>
<td></td>
<td>Daytime</td>
<td>Nighttime</td>
<td>Daytime</td>
<td>Nighttime</td>
</tr>
<tr>
<td></td>
<td>Daytime</td>
<td>Nighttime</td>
<td>Daytime</td>
<td>Nighttime</td>
</tr>
<tr>
<td>VZA</td>
<td>0.010</td>
<td>0.002</td>
<td>0.050</td>
<td>0.009</td>
</tr>
<tr>
<td></td>
<td>0.006</td>
<td>0.015</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Soil Water Content</td>
<td>0</td>
<td>0.013</td>
<td>0</td>
<td>0.021</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>0</td>
<td>0.001</td>
<td>0.055</td>
</tr>
<tr>
<td>Surface Air Humidity</td>
<td>0.013</td>
<td>0</td>
<td>0.015</td>
<td>0.021</td>
</tr>
<tr>
<td></td>
<td>0.002</td>
<td>0.002</td>
<td>0.099</td>
<td>0.030</td>
</tr>
<tr>
<td>Wind Speed</td>
<td>0.013</td>
<td>0</td>
<td>0.007</td>
<td>0.036</td>
</tr>
<tr>
<td></td>
<td>0.015</td>
<td>0.013</td>
<td>0.029</td>
<td>0.004</td>
</tr>
<tr>
<td>$T_{air}$</td>
<td>0.012</td>
<td>0</td>
<td>0.003</td>
<td>0.004</td>
</tr>
<tr>
<td></td>
<td>0.208</td>
<td>0.001</td>
<td>0.028</td>
<td>0.004</td>
</tr>
<tr>
<td>$T_g$</td>
<td>0.073</td>
<td>0.002</td>
<td>0.016</td>
<td>0.002</td>
</tr>
<tr>
<td></td>
<td>0.193</td>
<td>0.004</td>
<td>0.201</td>
<td>0.002</td>
</tr>
<tr>
<td>$T_g - T_{air}$</td>
<td>0.014</td>
<td>0.002</td>
<td>0.063</td>
<td>0.009</td>
</tr>
<tr>
<td></td>
<td>0.121</td>
<td>0.006</td>
<td>0.030</td>
<td>0</td>
</tr>
</tbody>
</table>

4. Conclusions

A refined GSW algorithm proposed by Wan [21] is presented in this paper to retrieve LST from FY-3B/VIRR data. MODTRAN 4.0 and TIGR-3 are used to create a simulation database to fit the algorithm coefficients. The average emissivity, WVC, LST are divided into several sub-ranges in each VZA to improve retrieval accuracy. The simulation analysis show that the fitting RMSEs are less than 1.0 K for all sub-ranges when VZA $\leq 30^\circ$ and WVC $< 4.5$ g/cm$^2$.

A sensitivity analysis is completed to determine the uncertainty in the brightness temperatures (due to NE$\Delta$T), the LSE and the WVC. The results showed that, given an instrument noise NE$\Delta$T = 0.2 K, 1% uncertainties in $(1 - \varepsilon)/\varepsilon$ and $\Delta\varepsilon/\varepsilon^2$, and an error of $\pm 0.4$ g/cm$^2$ in low WVC ($WVC < 1.5$ g/cm$^2$) [48] and an error of 10% for others, the maximum RSS in sub-ranges of LST $\varepsilon$ [290, 310] K and $\varepsilon$ in ranges of 0.89–0.96 and 0.94–1.00 nears 1.8 K when VZA $\leq 30^\circ$ but is close to 3.5 K for VZA = 69$^\circ$.

Finally, the long-term ground-measured LST for the four sites during the period of June 2012 to December 2013 collected during the HiWATER field campaign is used to evaluate the GSW algorithm of FY-3B/VIRR. Three emissivity databases are used to estimate the LST, including the ASTER Global Emissivity Database (ASTER_GED) at a 1-km spatial resolution (AG1km), an average of twelve ASTER emissivity data in the 2012 summer and emissivity spectra extracted from spectral libraries. The best results are obtained from the emissivity derived from AG1 km for the four sites with an average bias of 1.26 and $-0.04$ K and an average RMSE of 2.69 and 1.38 K during daytime and nighttime, respectively. The sand dune site (SSW) is the most improved site, with an improved bias from $-1.77$ to $-0.1$ K and from $-2.05$ to $-0.1$ K for nighttime and daytime, respectively. Hence, ASTER_GED is a useful emissivity dataset for generating global LST products from different thermal infrared databases, especially for barren surfaces. In the future, the FY-3B/VIRR LST products will be evaluated over different locations and different periods with in situ LST measurements, such as using measurements from the SURFRAD network. Besides, the MODIS C6 LST products with high accuracy will also be used to cross-validate the FY-3B/VIRR LST product.
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