Mapping Oil Palm Plantations in Cameroon Using PALSAR 50-m Orthorectified Mosaic Images
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Abstract: Oil palm plantations have expanded rapidly. Estimating either positive effects on the economy, or negative effects on the environment, requires accurate maps. In this paper, three classification algorithms (Support Vector Machine (SVM), Decision Tree and K-Means) were explored to map oil palm plantations in Cameroon, using PALSAR 50 m Orthorectified Mosaic images and differently sized training samples. SVM had the ideal performance with overall accuracy ranging from 86% to 92% and a Kappa coefficient from 0.76 to 0.85, depending upon the training sample size (ranging from 20 to 500 pixels per class). The advantage of SVM was more obvious when the training sample size was smaller. K-Means required the user’s intervention, and thus, the accuracy depended on the level of his/her expertise and experience. For large-scale mapping of oil palm plantations, the Decision Tree algorithm outperformed both SVM and K-Means in terms of speed and performance. In addition, the decision threshold values of Decision Tree for a large training sample size agrees with the results from previous studies, which implies the possible universality of the decision threshold. If it can be verified, the Decision Tree algorithm will be an easy and robust methodology for mapping oil palm plantations.
1. Introduction

Oil palm (Elaeis guineensis Jacq.) is one of the most productive vegetable oil crops in the world. It was reported that oil palm plantations have an average annual production of 3.5 tons of edible oil per hectare [1] in the humid tropical lowland rainforest regions of the world. In addition, the development of high-yield varieties has made oil palm planting a lucrative and profitable agricultural pursuit. Such significant economic value is attractive, and has driven extensive land cover change in the humid forest zones of Cameroon. The southwest, south and littoral areas of Cameroon have been the most attractive regions for investors. After drastic price drops for cocoa and coffee in Cameroon, many small- and medium-sized farms invested in palm oil production, and it was reported [2] that the area of oil palm plantations had steadily increased over the period of 2003–2010. The area of oil palm plantations owned by small and medium farms increased from 50,000 ha in 2003 to 98,000 ha in 2010; the area of oil palm plantation owned by large-scale agro-industrial estates increased from 115,000 ha to 170,000 ha [2]. A recent survey reported a total area of 190,000 ha and a total production of 230,000 tons of crude palm oil in Cameroon [3]. Because of the increasing global demand and good bioclimatic conditions in some parts of Cameroon for high production of oil palm, it is likely that the area of oil palm plantations will continue to increase in Cameroon in the next few decades.

Oil palm plantation expansion is directly related to deforestation, which can result in a series of negative impacts [4] such as forest estate loss, social costs, alternative revenue loss, biodiversity and ecological connectivity decrease, and greenhouse gas emissions [5,6]. Despite these unintended consequences, the government policy favors expansion of oil palm plantations, due to the belief that increased plantation area reduces costs associated with forest loss [3]. If planned carefully, the expansion of oil palm production can fully develop local economies and reduce rural poverty [3]. If not, it may harm the local society, economy, and environment, and threaten sustainable development. To assess both its positive and negative effects and to provide scientific data to support planning for the expansion of oil palm plantations, size and location of oil palm plantations are necessary. Thus, it is very important to map the existing plantations to provide all these information.

Satellite remote sensing provides continuous observations of land surface and has been used to map oil palm plantations in many studies [7–10]. Optical data based methods which are commonly used can be divided into two broad categories: image-based approaches and phenology-based approaches. Image-based approaches use spectral signatures (image statistics) to delineate oil palm trees, for example, Thenkabail et al. [11] used certain spectral class thresholds combined with texture measures to separate oil palm plantations from other West African land use/land cover (LULC) categories in both wet and dry seasons IKONOS images. Shafri et al. [12] implemented the spectral angle mapper (SAM) classifier using high spatial resolution, airborne imaging spectrometer data in 2004 to extract oil palm trees in Selangor, Malaysia. However, whether using certain spectral class thresholds or implementing spectral angle mapper classifier, image-based methods are challenging because of the rapidly developed
canopy that makes oil palm plantations spectrally similar to other land cover types [13,14]. Phenology-based methods usually rely on the temporal signals of optical sensors to identify oil palm plantations. For example, Gutierrez-Velez et al. [15] analyzed temporal changes in vegetation greenness using MODIS data to map the area deforested by industrial-scale high-yield oil palm expansion in the Peruvian Amazon from 2000 to 2010. For the same area, Gutierrez-Velez [16] used the 16 day composite EVI (Enhanced Vegetation Index) from MODIS to detect the oil palm expansion at a coarse scale and applied a temporal categorical filter to an ALOS-PALSAR scene from September 2010 and Landsat TM/ETM+ images for every year from 2000 to 2011 to map the area converted into oil palm plantations at a fine scale. Phenology-based methods usually use MODIS data, which have a relatively coarse spatial resolution (250–500 m), and are thus not ideal methods due to the distribution of oil palm plantations in fragmented landscapes. In addition, saturation of the optimal images caused by canopy closure will also reduce the possibility of detecting structural characteristics [12]. In moist tropical regions, frequent cloud cover makes it impossible to acquire cloud-free optical satellite images to monitor large-scale oil palm plantations. In comparison, Synthetic Aperture Radar (SAR) is all-weather and all-time capable. Therefore, many researchers turn to SAR data for monitoring in tropical areas [17,18]. SAR data have successfully shown potential and suitability for oil palm mapping [13,14,19].

The Phased Array L-band Synthetic Aperture Radar (PALSAR) carried by the Advanced Land Observing Satellite (ALOS), which was launched on 24 January 2006 and was declared non-functional in orbit on 12 May 2011, used an L-band microwave (wavelength, 23.6 cm, corresponding center frequency, 1270 MHz) that is suitable for mapping forests. Several studies have used PALSAR data for forest monitoring and classification [17,20–29]. PALSAR data are often combined with optical images such as Landsat and MODIS. For oil palm identification with PALSAR data, backscatter characteristics of individual bands (HH, HV, and HH-HV) were used [30], and texture features of HH and HV bands were also taken into account [26]. All these previous studies reported that the PALSAR data are valuable for forest mapping, and especially suitable for oil palm monitoring, but their accuracies varied, dependent upon classification methods.

The objective of this study is twofold: (1) to evaluate the potential of PALSAR imagery to map oil palm plantations in Cameroon and (2) to evaluate the effectiveness of various classification methods in the use of PALSAR data. We implemented Support Vector Machine (SVM), K-Means, and Decision Tree methods to map oil palm plantations in a small region in Cameroon. To assess the performance of various classification methods, we randomly selected training samples of different sample sizes from a large set of training points. We aimed to provide feasible algorithm selection reference of oil palm plantation mapping with PALSAR data [31].

2. Materials and Methods

2.1. Study Area

The study area is located in the Sud Province of the Republic of Cameroon from 2°44′N to 2°53′N and 9°52′E to 10°11′E (Figure 1). Annual precipitation ranges from 1500mm to 2000mm in the interior and from 2000 mm to 3000 mm in the coastal zone. Annual temperature is about 25 °C. The humid, equatorial climate is suitable for oil palm plantations, and oil palm has become one of the major cash
crops in the region. The elevation of Sud in Cameroon increases gradually from sea level at the west coast to 300–600 m above sea level in the Kribi-Douala basin at the east of Sud. Our study area is relatively flat.

Figure 1. The location of the study area in Cameroon.

2.2. PALSAR 50-m Orthorectified Mosaic Image Data and Preprocessing

ALOS-PALSAR launched by the Japan Aerospace Exploration Agency (JAXA) is the first civilian spaceborne fully polarimetric synthetic aperture radar (SAR) to use L-band horizontally (H) and vertically (V) polarized electromagnetic waves for transmission and reception. We selected ALOS-PALSAR 50-m orthorectified mosaic images with fine beam dual (FBD) polarization (HH and HV) data to map oil palm plantations. The data were acquired in the ascending path from 13 June 2009 to 17 November 2009. This time period can be considered as the dry season in the South Province of Cameroon. The off-nadir angle is 34.3°. The pixel spacing of the PALSAR images was 50 m. The PALSAR data were downloaded from the ALOS Kyoto and Carbon Initiative official website [32] at no cost.

The PALSAR images were pre-processed in the following steps: cross-track illumination correction, geometrical correction, and geo-referencing to geographical latitude and longitude coordinates. Geometrical rectification was implemented using a 90-m digital elevation model (DEM) in the form of the Shuttle Radar Topography Mission (SRTM) DEM [33]. To minimize location error, bi-linear interpolation was used to resample 90-m SRTM DEM pixels to 50-m and then one can align raster grids of resampled data with PALSAR 50-m mosaic data. Pre-processing methods including calibration and
validation were documented in previous publications by Shimada et al. [34,35] and Touzi et al. [36]. The HH and HV normalized radar backscattering coefficients ($\sigma^0$ in decibels (dB)) were converted from digital number (DN) values with the following equation [37]:

$$\sigma^0(dB) = 10 \times \log_{10} DN^2 + CF$$

where $CF$ represents the absolute calibration factor of −83 dB for both HH and HV. Two other composited images seemed to be valuable for land cover classification [30,38] and were converted in this way: the ratio image of HH and HV (Ratio = HH/HV) and the difference image between HH and HV (Difference = HH − HV). The false color image composed of HH, HV, and the difference image is shown in Figure 2.

**Figure 2.** A sample of false color composites of PALSAR imagery in the study area in Cameroon. Two small maps show the false color map of ETM and topography from 30 m digital elevation data.

### 2.3. Regions of Interest (ROIs) for Algorithm Training and Product Validation

As we focused on oil palm plantation mapping in this study, we used a simple classification scheme. The samples were divided into four main land cover types: water, oil palm, forest, and other land cover type such as buildings and crops. We digitized ROIs from high spatial resolution imagery in
Google Earth, data that was obtained from 2009–2010 for algorithm training and validation of land classification [23,39–42]. The ROI polygons were created in the middle of individual land cover patches and distributed in the study area as widely as possible. All these ROIs geo-linked with Google Earth were saved in KML format. The Jeffries-Matusita (J-M) distance between two ROIs [21] was computed to determine the separability scores of the ROIs. The J-M distance of all the ROI pairs in our study was greater than 1.9, which is commonly used as a threshold value to judge whether the separability between two classes is sufficient [43].

The resultant ROIs in KML format were converted to shape files with ArcGIS. Considering the image data, phenology, and ROIs size, we used a total of 662 polygon ROIs (about 12,405 pixels, 4.9% of total pixels), including 181 oil palm ROIs (2895 pixels), 349 forest ROIs (7342 pixels), 8 water ROIs (1249 pixels), and 124 other ROIs (919 pixels). Training ROIs and validation ROIs were obtained by randomly dividing these ROIs. To assess the classification performance of various sample sizes, differently sized samples were randomly selected from this ROI pool. To examine the performance with a confusion matrix, 92 oil palm ROIs (1298 pixels), 227 natural forest ROIs (4889 pixels), 5 water ROIs (785 pixels), and 76 ROIs (562 pixels) for other land cover types were included.

2.4. Signature Analyses of Backscatter Data of Oil Palm and other Land Cover Types

To obtain the desired classification result, it is necessary to understand the backscatter signatures of various land cover types. Many factors such as polarization, frequency, surface roughness, geometric shape (e.g., inclination of land surface) and dielectric properties of the target will affect microwave backscatter values. L-band PALSAR penetrates far more than C or X-band [44], and is more sensitive to the structure and the size of trunks, branches and leaves. Oil palm has no branches but it has a trunk and leaves, so oil palm is readily recognized in PALSAR images. To compare the difference between oil palm plantation and other land cover types, we calculated the mean and standard deviation of ROIs using the HH, HV, ratio and difference images (Figure 3). Water has the lowest values in HH and HV because of absorption and mirror reflection, but the highest values in the difference and the ratio values, compared to the other three land cover types. Thus, water can be easily identified. Oil palm has HH and HV values between water and forest although closer to forest, but higher difference values and lower ratio values than those of forest. Note that the difference in the ratio values among different land cover types is of too small an order of magnitude to recognize. Therefore, even though the HH/HV ratio values of oil palm are the lowest, it is not easy to pick up oil palm based on the HH/HV ratio values. To further understand these characteristics, especially of oil palm, the histograms of the HH image, HV image, the ratio image and the difference image for different land-cover types are shown in Figure 4, which verifies that water has the lowest backscatter values. Though oil palm and natural forest have partially overlapped HH data, oil palm has lower HV backscatter data than natural forest, which is mainly caused by their differences in branch, trunk, and canopy. At the same time, natural forest has very low difference values (HH-HV image) and is separable from oil palm plantations at the value of 6.5 or so, which is consistent with the results of previous work [28]. Therefore, taking both the HV values and HH-HV difference values into account, oil palm plantations can be separated from natural forests and other type.
**Figure 3.** A comparison between statistical value of different land cover types. The backscatter statistical character of buildup land cover type is given to stand for “other” land cover type.

**Figure 4.** Cont.
Figure 4. A comparison between histograms of different land cover types in four images. (A) HH polarization; (B) HV polarization; (C) Difference image(HH-HV); and (D) Ratio image(HH/HV); (E) The Regions of Interest (ROIs) used for training. The backscatter histogram of crop land cover type is given to stand for “other” land cover type.

2.5. Mapping Algorithms for Oil Palm Plantations with PALSAR

The workflow for oil palm mapping is shown in Figure 5. Multiple classification approaches were carried out and their accuracies were assessed. We evaluated an unsupervised method (K-Means classification), a decision tree method (QUEST), and a machine learning method (SVM). SVM and K-Means algorithms were implemented with ENVI 5.0 software. The QUEST algorithm was implemented with RuleGenTool embedded into ENVI 5.0. The results for these three classification methods were compared, and performance with different parameters for these methods was also tested.

As an unsupervised classification method, K-Means classification needs no training samples. In our study, four land cover classes (oil palm, forest, water bodies and other land cover types) were used. We ran the K-Means method with an initial value of \( k = 20 \) (class 1, 2, ..., 20), and the resultant 20 classes were interpreted and combined into the four land cover classes. K-Means classification guarantees that each intensity value is sorted into the nearest class with a minimum distance. ENVI software chose the initial clusters randomly and then adjusted the class members by iterative processing. To optimize the setting parameters, a range of values were set for the two parameters: Change Threshold (0.1~10) and Maximum Iterations (1 through 10, 50, 100 and 200). K-Means classification was repeated until the threshold was met for every class. The best combination with the highest classification accuracy was used for the classification results.
Figure 5. The workflow for mapping oil palm based on PALSAR 50-m orthorectified mosaic imagery.

The decision tree classification is widely used in remote sensing application. QUEST is a nonparametric decision tree procedure that makes decisions by creating splits automatically without additional user’s intervention. According to the above microwave signatures analysis, the rules for QUEST are explicit. The QUEST classification was implemented using the RuleGenTool that can be embedded in ENVI [45]. Four classes, oil palm, forest, water, and other (including vegetation as well as non-vegetated surfaces and built-up), were labeled with a categorical value from 1 to 4. To test the impact of training sample size, different sizes (20, 50, 100, 200, 300, 400, 500 pixels for each type) of samples were used for creating the QUEST models. The same randomly selected training samples were used for both QUEST and SVM classification methods.

To take advantage of a linear classifier which can separate classes with maximum margin, the SVM linearizes complex decision boundaries by mapping the input of low dimensional space to high dimensional space with a kernel function. To get good classification results, we must select kernel functions carefully. Kernel functions that fit the optimal separating hyper plane in the high dimensional space used in ENVI include four types: linear, polynomial, sigmoid, and radial basis function (RBF). Many studies [46–50] have compared the kernel function and parameters setting, and RBF is considered to work well in most cases. We also tried two more kernel functions: linear and polynomial, in additional to RBF. Considering the importance of optimizing the kernel parameters [48], a range of values were
used for each kernel function. For the polynomial and RBF kernel, the kernel radius ($\gamma$), which should be a value greater than 0, ranged from 0.1 to 10 in our study, while the regularization parameter (C) varied from 1 to 100. Other parameters such as the number of pyramid levels to use and the classification probability threshold value were set according to the suggestions in the ENVI User’s Manual [51]. The various combinations of these parameter values were tested for classification accuracy and Kappa coefficient. The kernel function and the parameters with the highest accuracies were used for comparison purposes. In addition, to investigate the effect of sample volume, training datasets with different training sample sizes, ranging from 20 to 500 pixels, for each land cover type were examined, as were done in the QUEST method.

2.6. Accuracy Assessment and Error and Uncertainty Analysis

To validate the oil palm plantation maps generated by the K-Means, QUEST and SVM algorithms, we randomly selected 400 ROIs (7534 pixels, 3.0% of total pixels) as samples in representative sites from the whole study area, as shown in Section 2.3. The accuracy statistics, including overall accuracy and Kappa coefficient, were calculated for these three classification results. A confusion matrix was computed to evaluate the resultant maps of oil palm plantations. In addition, the significance of differences among these classification algorithms was estimated using the McNemar’s significance testing. The McNemar’s test based on a chi-square statistics was done using the following definition [52,53]:

$$Z = \frac{c_{12} - c_{21}}{\sqrt{c_{12} + c_{21}}}$$  \hspace{1cm} (2)

where $c_{12}$ refers to the pixels that are correctly classified by method 1 but falsely classified by method 2, while $c_{21}$ refers to the pixels that are correctly classified by method 2 but falsely classified by method 1. If $Z \geq 1.96$ for a 95% confidence level, it means that method $i$ provides a statistically significant improvement in classification results at the 5% level [54].

3. Results

3.1. Oil Palm Plantation Map at 50m Spatial Resolution

Oil palm plantation maps generated by the SVM, QUEST, and K-Means methods were shown in Figure 6.

The accuracy of the classification results based on PALSAR was very high according to ROI validation. The overall accuracies and Kappa coefficients for the three classification methods are shown in Table 1. For simplicity, we only show here the results for situations using a bigger training sample size (2453 pixels for forest, 1597 pixels for oil palm, 464 pixels for water and 357 pixels for other land cover types). It can be seen that for a bigger training sample size (i.e., more than 500 pixels per class), the overall accuracies and Kappa coefficients were above 88% and 0.79, respectively, for all the three classification methods and above 92% and 0.85, for the two supervised classification methods.
Figure 6. Maps of oil palm plantations from SVM, Decision Tree and K-Means classification methods. The figure shows that the oil palm and natural forest have good separability in the result.

Table 1. Confusion matrix for accuracy assessment of oil palm mapping.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Overall Accuracy (%)</th>
<th>Kappa Coefficient</th>
<th>Class</th>
<th>Ground Truth Samples (Pixels)</th>
<th>Total Classified Pixels</th>
<th>User Acc. (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Oil Palm</td>
<td>1165  215  0  61</td>
<td>1441</td>
<td>80.84</td>
</tr>
<tr>
<td>SVM</td>
<td>92.34</td>
<td>0.8581</td>
<td>Forests</td>
<td>133   4580  0  62</td>
<td>4775</td>
<td>95.92</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Water</td>
<td>0     0   785  12</td>
<td>797</td>
<td>98.50</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Other</td>
<td>0     94   0   427</td>
<td>521</td>
<td>81.96</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Total ground truth pixels</td>
<td>1298  4889  785  562</td>
<td>7534</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Prod. Acc. (%)</td>
<td>89.75 93.68 100 75.98</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Decision Tree</td>
<td>92.63</td>
<td>0.8650</td>
<td>Oil Palm</td>
<td>1157  74   0   57</td>
<td>1277</td>
<td>89.83</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Forests</td>
<td>46    4614  0   62</td>
<td>4733</td>
<td>97.71</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Water</td>
<td>0     0   780  15</td>
<td>795</td>
<td>98.11</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Other</td>
<td>95    201   5   428</td>
<td>729</td>
<td>58.71</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Total ground truth pixels</td>
<td>1298  4889  785  562</td>
<td>7534</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Prod. Acc. (%)</td>
<td>89.14 94.38 99.36 76.16</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 1. Cont.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Overall Accuracy (%)</th>
<th>Kappa Coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>K-Means</td>
<td>88.28</td>
<td>0.7855</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Class</th>
<th>Ground Truth Samples (Pixels)</th>
<th>Total Classified Pixels</th>
<th>User Acc. (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Oil Palm</td>
<td>1063 307 0 34</td>
<td>1404</td>
<td>75.71</td>
</tr>
<tr>
<td>Forests</td>
<td>235 4378 0 79</td>
<td>4692</td>
<td>93.31</td>
</tr>
<tr>
<td>Water</td>
<td>0 0 783 22</td>
<td>805</td>
<td>97.27</td>
</tr>
<tr>
<td>Other</td>
<td>0 204 2 427</td>
<td>633</td>
<td>67.46</td>
</tr>
<tr>
<td>Total ground truth pixels</td>
<td>1298 4889 785 562</td>
<td>7534</td>
<td></td>
</tr>
<tr>
<td>Prod. Acc. (%)</td>
<td>81.90 89.55 99.75 75.98</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

3.2. Accuracy Assessment with Various Sizes of Training Samples and McNemar’s Test

To test the performance variation of the three classification methods with different training sample sizes, we computed the overall accuracies and Kappa coefficients for different training sample sizes, and the results are shown in Figure 7.

![Figure 7. The overall accuracies and Kappa coefficients from SVM, Decision Tree and K-Means classification methods.](image)

According to the overall accuracies and Kappa coefficients, the performance of SVM exceeded QUEST and K-Means for almost all given training sample sizes. For big training sizes (i.e., no less than 500 pixels per class), the overall accuracy and Kappa coefficient of SVM were 92% and 0.85, respectively. SVM’s results were almost the same as those of QUEST (93% for overall accuracy and 0.86 for Kappa coefficient) and slightly outperformed those of K-Means (88% for overall accuracy and 0.78 for Kappa coefficient). When the training sample size was smaller, the SVM and K-Means methods had higher overall accuracies and Kappa coefficients, with superior overall accuracies 8% above QUEST. For the QUEST method, when the training samples increased, accuracy performance improved.
rapidly. When the training size was big enough (more than 500 pixels per class), QUEST and SVM were similarly accurate, and better than the K-Means method. The same trends appeared in Kappa coefficients as in the overall accuracies. It is obvious that training sample size had less of an impact on the SVM classification than on Decision Tree (QUEST). The overall accuracies and Kappa coefficients suggest that SVM exceeded the other two classification methods.

Table 2 shows that the McNemar’s test value $Z$ between SVM and Decision Tree ranged from 19.055 (significant) to −0.7182 (negligible), dependent upon the training sample size. SVM had a significant advantage with small sample sizes that diminished with increased training sample size. For SVM and K-Means, the McNemar’s test yielded $Z$ values varying from −5.424 to 8.471 in favor of SVM at greater training sample sizes. For Decision Tree and K-Means, $Z$ values varied according to the training sample size; when the training sample size increased, the $Z$ value increased too. It should be noted that as an unsupervised method, the K-Means method needed no training sample, so the increasing $Z$ values further proves that the performance of SVM/Decision Tree improved along with training size increases. Therefore, SVM had significant advantage over Decision Tree and K-Means.

<table>
<thead>
<tr>
<th>Size of Training Samples</th>
<th>20 Pixels (Per Class)</th>
<th>50 Pixels (Per Class)</th>
<th>100 Pixels (Per Class)</th>
<th>200 Pixels (Per Class)</th>
<th>300 Pixels (Per Class)</th>
<th>400 Pixels (Per Class)</th>
<th>500 Pixels (Per Class)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM vs. Decision Tree</td>
<td>18.987</td>
<td>11.932</td>
<td>9.379</td>
<td>6.432</td>
<td>2.763</td>
<td>1.846</td>
<td>−0.757</td>
</tr>
</tbody>
</table>

4. Discussion

4.1. Source of Uncertainty and Errors in the Oil Palm Map

Many factors affect the accuracy of classification, such as classification method, remote sensing data source, and training sample selection. In this study, PALSAR data from 2009 was used, but we selected training samples and validation samples based on Google Earth whose remote images in our study area were obtained in 2009–2010. During this period, some land cover change may have occurred. The difference in image acquisition time may have introduced some uncertainty or even error in our result.

The water area might be underestimated. In the study area, there are two long rivers. The width of the rivers is narrow, usually less than 50 m, which is less than one pixel width in PALSAR images. In addition, the PALSAR images we used were acquired in the dry season, which means some rivers had little water or had even run dry. Thus, we can be fairly confident that the water samples we selected did not include the area of the rivers.

The area of oil palm plantations calculated is likely to be smaller than the actual area. In this study, mature oil palm plantations were the primary target. The training samples of oil palm were mainly from groves of mature oil palms. Some newly planted oil palm plantations, which are usually surrounded by grass or legumes, could be overlooked due to differences in the backscatter characteristics between
newly planted oil palm and mature oil palm. For example, in the L-band JERS-1 data, the difference between newly planted areas and mature oil palm plantations is about 4 dB [55]. In future work, studies with extensive samples at different growth stages will be used to analyze backscatter characteristics and identify oil palm at different ages.

4.2. Potential Application of These Classification Methods

In order to make optimal use of each classification method, we need a good understanding of the performance of these methods. SVM outperforms the other two algorithms in classification accuracy in most situations. However, to select a suitable algorithm, we must take into account all the likely pros and cons specific to the situation, not only in accuracy but also in model parameters, speed, and easy-of-use. The SVM method needs to set and adjust model parameters as described above. Bad parameters will most likely yield bad results. When it comes to speed, SVM loses to Decision Tree and K-Means. Especially for a large remote sensing dataset, SVM classification will take a much longer time at the training stage and the actual data classification stage, making SVM unsuitable for regional or global scale classification. Decision Tree and K-Means algorithms need no additional model parameters, and they are less time-consuming. The K-Means method needs time neither for training nor for any prior statistical backscatter analyses, but it does need an expert’s involvement, so its performance depends on the skills and knowledge of the operator. Using the Decision Tree method, the structure of the decision tree varies along with the training data size. If enough training samples are available, the threshold values for classifying oil palm will be less than $-14$ dB for HV image and greater than 6.5 dB for HH-HV difference image, which agrees with the previous studies [4,28]. If this rule can be universally applied to oil palm mapping, the decision method will also need no training samples and will be the fastest and easiest among the three methods.

For a given application, additional considerations for algorithm selection should also include the input data and the desired output. SVM is not good at dealing with noisy data. Therefore, for microwave remote sensing data, the pre-processing is very important when using SVM to map the land cover types. In addition, the quality of training samples is of great concern for automatic classification. For SVM, a relatively small number of mislabeled training samples will dramatically impair the classification result. Thus, although SVM needs fewer samples, it needs high quality training samples. The Decision Tree method needs training samples not only in good quality but also in good quantity.

Given its speed and classification accuracy, SVM is the optimal method for sub-regional level classification, while Decision Tree is the superior algorithm for land-cover classification at regional and global scales, if there are a large number of training samples available. If no training samples are available, K-Means is the second to none selection among these three methods. Furthermore, the universality of the Decision Tree threshold needs to be examined in the future. If the decision tree derived is suitable for other areas, the Decision Tree method will also need no training samples and will be the most applicable method in any situation.

When come to the data sources, ALOS PALSAR is not operational anymore, so we cannot get new SAR data from it. Fortunately, its successor ALOS-2 also called Daichi-2, was launched on 24 May 2014. The PALSAR-2 radar carried by ALOS-2 also works at 1.2 GHz (L-band) and provides effective extension of the PALSAR radar.
5. Conclusions

Global demand for palm oil has resulted in a wide expansion of oil palm plantations. Oil palm plantation expansion also results in land cover conversion from natural tropical rainforests to cultivated agro-forest with associated deforestation over a large area, especially in tropical regions. To monitor and assess the impacts of these land cover conversions on the environment, biodiversity, and carbon cycle, as well as on local economy, oil palm plantations must be mapped accurately and in a timely manner. In this paper, PALSAR data and three classification algorithms were explored for mapping oil palm plantations in Cameroon, a hotspot region for oil palm plantations. To compare the performance of the three different classification methods, different training sample sizes (20, 50, 100, 200, 300, 400, 500 pixels for each type) and parameters were used to conduct the classification experiments. The results showed that a map of oil palm plantations at 50m spatial resolution can be obtained using PALSAR data with the overall accuracies and Kappa coefficients above 88% and 0.79 respectively, for a bigger training sample size (i.e., more than 500 pixels per class). The smaller the training sample size was, the more pronounced the superiority the SVM. However, SVM was the most time-consuming method, especially when it came to mapping a large area. K-Means, an unsupervised classification method, runs faster and needs no training data. However, it is less accurate with inferior overall accuracies 4% below SVM and 5% below QUEST for a bigger training sample size, and it requires a person to interpret image clusters and label the land cover types which makes it less desirable. QUEST was a compromise on speed and accuracy, but it needed sufficient training data. That said, if the decision tree derived from QUEST can be proven to be universal, it will be the most viable method. To select a suitable algorithm for oil palm mapping, data size, the available training data, study area extent, and time requirement should be taken into account.
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