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Abstract: Ground-based estimates of aboveground wet (fresh) biomass (AWB) are an important input for crop growth models. In this study, we developed empirical equations of AWB for rice, maize, cotton, and alfalfa, by combining several in situ non-spectral and spectral predictors. The non-spectral predictors included: crop height (H), fraction of absorbed photosynthetically active radiation (FAPAR), leaf area index (LAI), and fraction of vegetation cover (FVC). The spectral predictors included 196 hyperspectral narrowbands (HNBs) from 350 to 2500 nm. The models for rice, maize, cotton, and alfalfa included H and HNBs in the near infrared (NIR); H, FAPAR, and HNBs in the NIR; H and HNBs in the visible and NIR; and FVC and HNBs in the visible; respectively. In each case, the non-spectral predictors were the most important, while the HNBs explained additional and statistically significant predictors, but with lower variance. The final models selected for validation yielded an $R^2$ of 0.84, 0.59, 0.91, and 0.86 for rice, maize, cotton, and alfalfa, which when compared to models using HNBs alone from a previous study using the same spectral data, explained an additional 12%, 29%, 14%, and 6% in AWB variance. These integrated models will be used in an up-coming study to extrapolate AWB over 60 × 60 m transects to evaluate spaceborne multispectral broad bands and hyperspectral narrowbands.
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1. Introduction

The quantification of the terrestrial carbon balance is important for understanding anthropogenic climate change and costing ecosystem services, but remains a challenge, due to uncertainties in simulations of carbon sources and sinks over space and time [1]. Agriculture accounts for approximately 25% of the global greenhouse gas budget [2]. The two main sources of agriculture-related emissions—nitrous oxide and methane—come mostly from fertilizer/manure use and production, livestock ruminants and manure management, bush fires, and rice cultivation, while carbon dioxide (CO₂) emissions are second to emissions from fossil fuel consumption and are primarily due to land use/cover change [3]. Given its importance in the global greenhouse gas budget and climate forcing, methods for estimating CO₂ emissions from agriculture are important for designing appropriate mitigation strategies [4]. Plant biomass, defined here as the total aboveground dry-weight biologically-produced matter, is an important surrogate and relatively easy measure of carbon assimilation [5].

Physiological-based crop growth models are used to monitor and forecast crop condition and production to inform farm-level management and local, national, and global policy-making [6]. These models typically use the crop or variety-specific fraction of harvestable crop biomass (harvest index: [7]) to estimate yield [8]. Airborne/spaceborne remote sensing technology has been used since the early 1980s to estimate crop biomass and other biophysical components of crop growth models, because it offers a near real-time snapshot or long-term record of crop condition over multiple spatial scales [9]. The accuracy of remote sensing methods varies and depends largely on the ability of modelers to collect and scale up in situ data for model calibration/validation [10]. In order for remote sensing methods to accurately capture biomass, therefore, rapid and cost-effective ground-based techniques are needed that account for spatial heterogeneity.

Ground-based estimates of crop biomass can be made using either in situ destructive, non-spectral or spectral methods [11]. Due to the difficulty of collecting below-ground biomass, biomass estimation tends to focus on the above-ground portion only. In situ destructive methods are time-consuming and costly, because they involve harvesting, pruning, and weighing to estimate aboveground wet (fresh) biomass (AWB) and further drying to estimate crop biomass. In addition, this technique may be prohibited by land owners or managers, because it is destructive. In situ non-spectral and spectral techniques, on the other hand, facilitate intensive and extensive sampling campaigns with minimal financial impact on growers. In addition, with a high density of biomass estimates generated by these techniques, transects can be made that account for uncertainties over heterogeneous canopies for remote sensing applications [12]. Reviews of in situ non-spectral methods pertaining to crops and rangelands can be found in [13–15]. These techniques involve: visual assessment (e.g., [16]), crop height (H) (e.g., [17]), fraction of absorbed photosynthetically active radiation (FAPAR) derived from a ceptometer, fraction of vegetation cover (FVC) derived from red-green-blue (RGB) band photographs (e.g., [18]), electronic capacitance probes (e.g., [19]), weighted discs (e.g., [20]) or pendulum sensors (e.g., [21]).

Spectral techniques rely on the unique spectral absorption and scattering characteristics of crops and varieties. Ollinger [22] reviews these relationships and concludes based on previous studies that the visual and near infrared (NIR) regions of the spectrum are the most important for simulating biophysical and biochemical plant processes. In the visible range, preferential absorption occurs in the
blue around 450 nm, scatter in the green around 550 nm, and absorption of red around 630–690 nm, due to chlorophyll and accessory pigments in plant leaves. In the NIR (700–1000 nm), plants scatter largely from the lack of absorption by chlorophyll and accessory pigments and alignment of plant cell walls [23]. The spectral region where a rapid change in absorption in the visible red and scatter in the NIR occurs ("red-edge": 700–740 nm) is effective at detecting differences in crop stage [24] and leaf nitrogen content [25]. Ustin et al. and Goetz [26,27] review these relationships and extend the discussion to the Short-Wave Infrared 1 (SWIR1: 1000–1700 nm) and Short-Wave Infrared 2 (SWIR2: 1700–2500 nm) in the context of hyperspectral narrow bands (HNBs) retrieved from airborne/spaceborne sensors. Light around 1450, 1940, and 2500 nm is especially sensitive to leaf water content [28], while light around 2000 and 2200 nm is sensitive to structural carbon (lignin-cellulose) [29].

The primary goal of this manuscript is to convey a non-destructive method for calibrating/validating airborne/spaceborne remote sensing crop biomass estimates that integrates in situ non-spectral and spectral methods. The data were collected over several 60 × 60 m transects to identify the optimal blend of high, medium, and coarse broadband and hyper-spectral spaceborne sensors for estimating crop biomass over the Central Valley of California in an upcoming study. It is anticipated that the method can be used to calibrate/validate crop biomass models derived from upcoming missions, such as the Hyperspectral Infrared Imager (HyspIRI: [30]) as well. The dataset was calibrated empirically using in situ destructive measurements of AWB. We used AWB, because it is simple to implement in the field and highly correlated with crop biomass used in productivity modeling [31,32]. The dataset consisted of California’s leading water-intensive crops (alfalfa, cotton, maize, and rice). The in situ non-destructive techniques involved measuring or collecting: (a) H; (b) FAPAR; (c) FVC; and (d) canopy HNBs from 350 to 2500 nm at 1–10 nm intervals, depending on the spectral region. Given the large number of HNBs, data mining techniques discussed in [33,34] were used to develop indices of AWB, thus eliminating redundant bands and utilizing the non-redundant optimal wavebands to extract the best possible information.

2. Material and Methods

2.1. Study Area

In the summer of 2011 and 2012, spectral data, canopy structure, and AWB were collected during the major phenological phases (sprouting, flowering/silking, and bud/grain-filling) of alfalfa, cotton, maize, and rice varieties in the Central Valley of California. California is the most agriculturally productive state in the United States (US), representing approximately 12% of US agriculture revenues in 2012 [35]. The Central Valley of California spans a distance north to south of more than 700 km and covers an area of approximately 60,000 km² between the Coastal and Sierra Nevada ranges of California (Figure 1). It includes seven of the most productive counties of the state (Fresno, Tulare, Kern, Merced, Stanislaus, San Joaquin, and King). Agricultural irrigation accounts for 75%–80% of the state’s annual water budget [36]. Climate variability and change, land use change, and other conspiring factors are expected to put further strain on water resources [37]. Alfalfa, cotton, maize, and rice are California’s largest water users by crop type [38] yet the tradeoffs between crop productivity and water conservation for these crops remains uncertain, necessitating improved modelling inputs and
techniques. In this study, more than 500 AWB samples were collected evenly across crop type and phenological phase on 18 privately owned and University of California, Davis research farms to (1) develop accurate non-destructive estimates of AWB and (2) create 60 × 60 m transects for airborne/spaceborne remote sensing model calibration/validation at Landsat resolution. The transects where measurements were taken are shown in Figure 1 and are stratified across three of the four sub-regional basins of the Central Valley: the Sacramento Basin, the Delta and Eastside Streams, and the Tulare Basin [39].

![Figure 1](image_url)

**Figure 1.** The spatial extent of non-spectroradiometric, spectroradiometric, and aboveground wet biomass (AWB) samples taken in the Central Valley of California in 2011 and 2012. More than 500+ samples were taken for alfalfa, cotton, maize, and rice. The 60 × 60 m transects where AWB and non-destructive predictors were taken (•) are overlaid with the National Agricultural Statistics Service Cropland Data Layer for 2012 [40].

2.2. Non-Spectral Measurements and Processing

Non-spectral measurements collected for each crop included: AWB (g·m⁻²), visible canopy and background RGB light intensity, H (cm), and the above and below canopy irradiance. The fraction of vegetation cover was calculated using RGB intensity, while above and below canopy irradiance was used to estimate the canopy gap fraction (β) expressed as a decimal percent and Leaf Area Index (LAI in m²·m⁻²). Two to four replicate samples were taken for each measurement over a square-meter
quadrat and averaged, so that the empirical AWB models driven by these predictors yielded square-meter units. The location of each quadrat was stored in a Garmin Geographic Information System® (precision = 1 m), so that the measurements could be repeated at each major phenological phase during the growing season. Ten quadrats were taken per 60 × 60 m transect following [41]. Approximately 10 transects were randomly distributed on each farm. The size of the transects were designed to account for geolocation error for the anticipated Landsat (30 m resolution) study. In order to minimize damage to the canopy and prevent the degradation of spectral retrievals, (1) AWB was only taken at one quadrat per transect and visit and (2) AWB samples were taken after all other measurements were taken per visit. The mean and standard deviation of each non-spectral plant measurement at each phenological phase for those quadrats where AWB was measured are shown in Table 1.

Table 1. Summary of statistics of alfalfa, cotton, maize, and rice AWB and non-spectral samples taken for each major phenological crop stage during the 2011 and 2012 growing seasons. Where N is the number of samples, H is height (cm), LAI is the leaf area index (m²·m⁻²), β is the gap fraction (%), EXG is the excess greenness index, EXGR is the excess green minus excess red index, NDI is the normalized difference index, meanG is the mean chromatic greenness, and medianG is the median chromatic greenness.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Crop Stage</th>
<th>Statistic</th>
<th>Alfalfa (N = 136)</th>
<th>Cotton (N = 147)</th>
<th>Maize (N = 151)</th>
<th>Rice (N = 106)</th>
</tr>
</thead>
<tbody>
<tr>
<td>AWB</td>
<td>Sprouting</td>
<td>µ</td>
<td>1984 g·m⁻²</td>
<td>776</td>
<td>7558</td>
<td>774</td>
</tr>
<tr>
<td></td>
<td></td>
<td>σ</td>
<td>2517</td>
<td>757</td>
<td>3882</td>
<td>589</td>
</tr>
<tr>
<td></td>
<td>Flowering</td>
<td>µ</td>
<td>16132 g·m⁻²</td>
<td>8134</td>
<td>13959</td>
<td>2703</td>
</tr>
<tr>
<td></td>
<td></td>
<td>σ</td>
<td>12945</td>
<td>4025</td>
<td>2810</td>
<td>1089</td>
</tr>
<tr>
<td></td>
<td>Senescence</td>
<td>µ</td>
<td>-</td>
<td>9447</td>
<td>11857</td>
<td>2727</td>
</tr>
<tr>
<td></td>
<td></td>
<td>σ</td>
<td>-</td>
<td>5770</td>
<td>3460</td>
<td>1133</td>
</tr>
<tr>
<td>H</td>
<td>Sprouting</td>
<td>µ</td>
<td>20.92</td>
<td>31.30</td>
<td>173.74</td>
<td>34.46</td>
</tr>
<tr>
<td></td>
<td></td>
<td>σ</td>
<td>13.65</td>
<td>10.38</td>
<td>87.07</td>
<td>14.50</td>
</tr>
<tr>
<td></td>
<td>Flowering</td>
<td>µ</td>
<td>51.41</td>
<td>98.21</td>
<td>292.18</td>
<td>77.36</td>
</tr>
<tr>
<td></td>
<td></td>
<td>σ</td>
<td>14.00</td>
<td>16.67</td>
<td>29.47</td>
<td>12.72</td>
</tr>
<tr>
<td></td>
<td>Senescence</td>
<td>µ</td>
<td>-</td>
<td>103.13</td>
<td>316.39</td>
<td>79.82</td>
</tr>
<tr>
<td></td>
<td></td>
<td>σ</td>
<td>-</td>
<td>20.03</td>
<td>22.56</td>
<td>15.71</td>
</tr>
<tr>
<td>LAI</td>
<td>Sprouting</td>
<td>µ</td>
<td>0.77</td>
<td>0.98</td>
<td>3.77</td>
<td>0.93</td>
</tr>
<tr>
<td></td>
<td></td>
<td>σ</td>
<td>1.09</td>
<td>0.88</td>
<td>1.86</td>
<td>1.43</td>
</tr>
<tr>
<td></td>
<td>Flowering</td>
<td>µ</td>
<td>3.89</td>
<td>4.18</td>
<td>5.49</td>
<td>3.86</td>
</tr>
<tr>
<td></td>
<td></td>
<td>σ</td>
<td>1.63</td>
<td>1.78</td>
<td>1.63</td>
<td>1.68</td>
</tr>
<tr>
<td></td>
<td>Senescence</td>
<td>µ</td>
<td>-</td>
<td>3.62</td>
<td>3.99</td>
<td>4.86</td>
</tr>
<tr>
<td></td>
<td></td>
<td>σ</td>
<td>-</td>
<td>1.76</td>
<td>1.01</td>
<td>1.13</td>
</tr>
<tr>
<td>β</td>
<td>Sprouting</td>
<td>µ</td>
<td>0.74</td>
<td>0.72</td>
<td>0.19</td>
<td>0.78</td>
</tr>
<tr>
<td></td>
<td></td>
<td>σ</td>
<td>0.26</td>
<td>0.18</td>
<td>0.18</td>
<td>0.25</td>
</tr>
<tr>
<td></td>
<td>Flowering</td>
<td>µ</td>
<td>0.15</td>
<td>0.15</td>
<td>0.05</td>
<td>0.15</td>
</tr>
<tr>
<td></td>
<td></td>
<td>σ</td>
<td>0.14</td>
<td>0.16</td>
<td>0.06</td>
<td>0.13</td>
</tr>
<tr>
<td></td>
<td>Senescence</td>
<td>µ</td>
<td>-</td>
<td>0.21</td>
<td>0.08</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td></td>
<td>σ</td>
<td>-</td>
<td>0.19</td>
<td>0.07</td>
<td>0.06</td>
</tr>
</tbody>
</table>
Individual plants were taken from the ground up and averaged in two different ways, because alfalfa is a perennial, while cotton, maize, and rice are annuals. Cotton, maize, and rice AWB was determined by weighing the replicate plants with a spring scale (precision = 0.1 g) in the field and multiplying the average by the number of plants in the quadrat from which the samples were taken. On the same day, a Nikon DX-90 digital camera® was used to collect top-of-canopy RGB light intensity at nadir during ±2 h of solar noon. As with all light-sensitive measurements, this reduced errors in shadowing and other solar illumination effects. The digital photos were taken at a fixed height (1.5 m for alfalfa, cotton, and rice and 2.5 m for maize) and cropped to fit the boundaries of the quadrat. These photos were then used to estimate the number of cotton, maize, and rice plants during the sprouting phase, when it was easy to distinguish between plants. This number was decreased over the season, according to the number of samples removed from the quadrat. Since alfalfa grows in clusters, replicate clusters were taken, along with their length and width, assuming that the clusters grow in ellipses. The clusters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Crop Stage</th>
<th>Statistic</th>
<th>Alfalfa (N = 136)</th>
<th>Cotton (N = 147)</th>
<th>Maize (N = 151)</th>
<th>Rice (N = 106)</th>
</tr>
</thead>
<tbody>
<tr>
<td>EXG</td>
<td>Sprouting</td>
<td>μ</td>
<td>0.61</td>
<td>0.67</td>
<td>0.58</td>
<td>0.54</td>
</tr>
<tr>
<td></td>
<td></td>
<td>σ</td>
<td>0.12</td>
<td>0.14</td>
<td>0.25</td>
<td>0.29</td>
</tr>
<tr>
<td></td>
<td>Flowering</td>
<td>μ</td>
<td>0.81</td>
<td>0.71</td>
<td>0.54</td>
<td>0.82</td>
</tr>
<tr>
<td></td>
<td></td>
<td>σ</td>
<td>0.26</td>
<td>0.10</td>
<td>0.32</td>
<td>0.09</td>
</tr>
<tr>
<td></td>
<td>Senescence</td>
<td>μ</td>
<td>-</td>
<td>0.59</td>
<td>0.53</td>
<td>0.60</td>
</tr>
<tr>
<td></td>
<td></td>
<td>σ</td>
<td>-</td>
<td>0.22</td>
<td>0.32</td>
<td>0.06</td>
</tr>
<tr>
<td>EXGR</td>
<td>Sprouting</td>
<td>μ</td>
<td>0.24</td>
<td>0.21</td>
<td>0.51</td>
<td>0.34</td>
</tr>
<tr>
<td></td>
<td></td>
<td>σ</td>
<td>0.20</td>
<td>0.09</td>
<td>0.17</td>
<td>0.17</td>
</tr>
<tr>
<td></td>
<td>Flowering</td>
<td>μ</td>
<td>0.72</td>
<td>0.45</td>
<td>0.40</td>
<td>0.58</td>
</tr>
<tr>
<td></td>
<td></td>
<td>σ</td>
<td>0.14</td>
<td>0.12</td>
<td>0.16</td>
<td>0.12</td>
</tr>
<tr>
<td></td>
<td>Senescence</td>
<td>μ</td>
<td>-</td>
<td>0.33</td>
<td>0.25</td>
<td>0.13</td>
</tr>
<tr>
<td></td>
<td></td>
<td>σ</td>
<td>-</td>
<td>0.15</td>
<td>0.17</td>
<td>0.10</td>
</tr>
<tr>
<td>NDI</td>
<td>Sprouting</td>
<td>μ</td>
<td>0.48</td>
<td>0.56</td>
<td>0.51</td>
<td>0.45</td>
</tr>
<tr>
<td></td>
<td></td>
<td>σ</td>
<td>0.14</td>
<td>0.14</td>
<td>0.19</td>
<td>0.21</td>
</tr>
<tr>
<td></td>
<td>Flowering</td>
<td>μ</td>
<td>0.79</td>
<td>0.58</td>
<td>0.52</td>
<td>0.68</td>
</tr>
<tr>
<td></td>
<td></td>
<td>σ</td>
<td>0.09</td>
<td>0.10</td>
<td>0.13</td>
<td>0.12</td>
</tr>
<tr>
<td></td>
<td>Senescence</td>
<td>μ</td>
<td>-</td>
<td>0.53</td>
<td>0.40</td>
<td>0.34</td>
</tr>
<tr>
<td></td>
<td></td>
<td>σ</td>
<td>-</td>
<td>0.23</td>
<td>0.21</td>
<td>0.08</td>
</tr>
<tr>
<td>meanG</td>
<td>Sprouting</td>
<td>μ</td>
<td>0.34</td>
<td>0.34</td>
<td>0.37</td>
<td>0.35</td>
</tr>
<tr>
<td></td>
<td></td>
<td>σ</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
</tr>
<tr>
<td></td>
<td>Flowering</td>
<td>μ</td>
<td>0.41</td>
<td>0.34</td>
<td>0.35</td>
<td>0.39</td>
</tr>
<tr>
<td></td>
<td></td>
<td>σ</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td>Senescence</td>
<td>μ</td>
<td>-</td>
<td>0.33</td>
<td>0.33</td>
<td>0.30</td>
</tr>
<tr>
<td></td>
<td></td>
<td>σ</td>
<td>-</td>
<td>0.03</td>
<td>0.03</td>
<td>0.02</td>
</tr>
<tr>
<td>medianG</td>
<td>Sprouting</td>
<td>μ</td>
<td>0.38</td>
<td>0.38</td>
<td>0.41</td>
<td>0.37</td>
</tr>
<tr>
<td></td>
<td></td>
<td>σ</td>
<td>0.03</td>
<td>0.04</td>
<td>0.04</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td>Flowering</td>
<td>μ</td>
<td>0.45</td>
<td>0.39</td>
<td>0.38</td>
<td>0.44</td>
</tr>
<tr>
<td></td>
<td></td>
<td>σ</td>
<td>0.02</td>
<td>0.04</td>
<td>0.05</td>
<td>0.04</td>
</tr>
<tr>
<td></td>
<td>Senescence</td>
<td>μ</td>
<td>-</td>
<td>0.36</td>
<td>0.36</td>
<td>0.34</td>
</tr>
<tr>
<td></td>
<td></td>
<td>σ</td>
<td>-</td>
<td>0.03</td>
<td>0.04</td>
<td>0.04</td>
</tr>
</tbody>
</table>
were weighed and averaged, as above, however, the number of clusters in a quadrat was estimated by dividing a square-meter times FVC (estimated visually from the camera independent of the methods described in Section 2.2.1) by the average area of the ellipse.

Crop height was measured with a measuring tape for short canopies (alfalfa, cotton, and rice) and a telescoping measuring rod for maize (Figure 2A).

**Figure 2.** Non-spectroradiometric and spectroradiometric measurements used to predict aboveground wet biomass: (A) height (cm) using a measuring stick or telescoping rod; (B) fraction of vegetation cover derived from red-green-blue photos (in this case the excess green minus excess red index); (C) gap fraction and leaf area index derived from a ACCUPAR LP-80 ceptometer; and (D) hypersonic narrowbands retrieved from an Analytical Spectral Devices Field Spec Pro 3 and white reflectance mounted to a tripod.

2.2.1. Fraction of Vegetation Cover (FVC)

The fraction of absorbed photosynthetically active radiation was estimated using indices derived from RGB digital numbers. An automated threshold-based approach described in [42] was first used to derive FVC, but showed poor performance compared to the indices discussed below. The three indices evaluated in this study were:

\[
NDI = \frac{(G - R)}{(G + R)} \quad (1)
\]

\[
EXG = 2G - R - B \quad (2)
\]

\[
EXGR = EXG - (1.4R - G) \quad (3)
\]
where NDI is the normalized difference index [43], EXG is the excess greenness index [44], and EXGR is the excess green minus excess red index [45]. Indices were calculated for each pixel in the cropped images. The green and red variables shown in Equations (1)–(3) are expressed as chromatic coordinates. Binary images were generated for each index: vegetation pixels received a value of one and background pixels received a value of zero. The Otsu threshold method [46] was used to create the binary images for NDI and EXG. The threshold technique assumes the distribution of the image is bimodal and uses the index histogram to optimize discrimination between vegetation and background. In order to better distinguish image background from vegetation and to reduce camera bias, [47] developed EXGR. By subtracting the redness index from EXG shown in Equation (3), a threshold technique is not required: values less than zero are background, while values greater than zero are vegetation (Figure 2B). The mean (meanG) and median (medianG) chromatic greenness of each image was also calculated and included as relative predictors, because the former has shown to be superior to EXG in forested canopies [48], while the latter is less sensitive to outliers than the mean.

2.2.2. Gap Fraction (β) and Leaf Area Index (LAI)

The gap fraction and LAI were estimated using an ACCUPAR LP-80® ceptometer [49]. The LP-80 is comparable to other commonly used ceptometers, such as LAI-2000® and SunScan®, when evaluated against destructive measurements of LAI in maize fields under a wide array of sky conditions [50]. The LP-80 is connected to a datalogger and consists of a probe containing 80 independent photosensors, 1 cm apart (Figure 2C). The photosensors measure PAR from 400 to 700 nm in units of \( \mu \text{mol} \cdot \text{m}^{-2} \cdot \text{s}^{-1} \) [51]. An external PAR sensor was mounted to a pole that extended above the canopy and connected to the datalogger, so that below and above canopy irradiance readings could be taken simultaneously. Ten above and below canopy measurements were taken for each replicate sample and averaged internally. The leaf area index or the area of leaves per unit area of soil surface was measured by inverting the below and above canopy irradiance. Solar zenith angle and fractional beam readings were internally computed and used along with a leaf area distribution parameter (\( \chi \)) for the inversion. \( \chi \) was computed at the beginning of daily ceptometer readings. \( \chi \) describes how leaves of a plant are oriented. Planophile crops have \( \chi > 1 \), while erectophile crops have \( \chi < 1 \). \( \chi \) was approximated as the ratio of the vertical gap fraction to the horizontal gap fraction determined from shadows of a representative canopy segment projected on a white gridded screen. The gap fraction was computed as follows:

\[
\beta = \frac{I_b}{I_a} 
\]  

where \( \beta (1 - F_{\text{APAR}}) \) was determined using ceptometer readings of above canopy irradiance (Ia) and below canopy irradiance (Ib).

2.3. Spectral Measurements and Processing

Spectral data were collected using an Analytical Spectral Devices (ASD) Field Spec Pro 3® [52]. A full description of spectroradiometric energy retrieval procedures and analysis can be found in [53]. Spectra consisted of energy between 350 and 2500 nm, were collected using an 18° field of view foreoptic connected to a pistol grip, and were transmitted to the spectroradiometer witha fiber optic
cable (Figure 2D). The Field Spec Pro 3 yielded spectra at 1 nm intervals resampled from 3 nm beyond 700 nm and 10 nm beyond 1400 nm. The foreoptic was mounted to (at) the same pole (height) as the camera, so that spectra and RGB photos were taken simultaneously. To improve spatial and spectral uniformity across quadrats (see [54]), five replicate spectra were taken at random positions over each quadrat. Spectral data were collected for each quadrat in which in situ non-spectral measurements were made. To further increase the signal-to-noise ratio (S/N), each replicate spectrum consisted of internally averaged spectra: 30 spectra for clear sky conditions and 40 spectra for sub-optimal sky conditions. The Field Spec Pro 3 collected raw radiance (W·sr$^{-1}$·m$^{-2}$), which was standardized as surface reflectance (0–100%) using reference or “white” spectra and accompanying software (ViewSpec Pro®). Depending on sky conditions, white reflectance was collected every 2–10 min using a panel composed of BaSO$_4$. Re-optimization was frequently performed as well, because current generated from the spectroradiometer (i.e., “dark current”) decreased the S/N over the day.

The ASD Field Spec Pro 3 fiber optic cable collected light and diverted it to three detectors, so inconsistencies in overlapping spectral regions did occur. To reduce these minor inconsistencies, the visible and NIR and SWIR2 portions of the replicate spectra were normalized using simple ratios with the endpoints of the SWIR1 portion of each replicate spectra. Each replicate spectrum group of five was then averaged after spectra exceeding one standard deviation of the group were omitted. Generally, one outlier was removed in every group. These processing steps yielded 576 spectra and AWB pairs for model-building. Regions of the spectra where atmospheric O$_3$, H$_2$O, and CO$_2$ seriously degrade S/N (350–390 nm, 1350–1450 nm, 1790–2000 nm, and 2300–2500 nm) were masked before the 1 nm spectra were aggregated by simple averaging to 10 nm intervals. Previous studies [32,33] have performed this operation to reduce the number of redundant predictors. These two processes yielded a total of 196 bands, 10 nm wide, and over 350–2500 nm, which will be identified by their median wavelengths for the remainder of the paper.

2.3.1. Hyperspectral Data Transformations

The spectra were initially analyzed in four formats: untransformed, inverse-log, 1st order derivative transformed and 2nd order derivative transformed. Transformations and all further analytical procedures discussed were performed in R® [55]. The inverse-log transformation creates a pseudo-absorbance curve and has been used in a limited number of hyperspectral studies (e.g., [56]). First and 2nd order derivative transformations [57] are typically applied to spectra to amplify the vegetation signal, as changes in soil and other background spectra are more gradual than changes in the vegetation signal. The derivative signals are particularly strong at inflection points, such as the red-edge. Cubic spline functions in the “stats” package were used to smooth the spectra before 1st and 2nd order derivatives were computed for each HNB. The untransformed and 1st order derivative transformed spectra are presented here, because the other transformations were evaluated and performed worse.

2.3.2. Data Reduction for Model-building

The stepwise regression approach discussed in Section 2.4.1 requires that the number of predictors (p) is less than the number of samples (N), so a selection process was used a priori to remove predictors with relatively limited explanatory power. Other data reduction techniques were tried such
as Principal Components Analysis (PCA), but yielded poorer results during validation (not shown). In addition, [53] found that PCA regression which uses the components of PCA for predictive purposes performed more poorly than other empirical methods using the same spectral data. In our procedure, a cutoff threshold was determined based on the highest ranked predictors: p values were ranked from highest to lowest based on their correlation with AWB and only the N – 1 highest ranked p was selected for further analysis.

2.4. Model Building

2.4.1. Multiple-Band Vegetation Index (MBVI)

The reduced list of untransformed or transformed HNBs and non-spectral (H, β, EXG, EXGR, NDI, meanG, and medianG) predictors were evaluated using stepwise regression to identify the optimal MBVI for each crop:

\[
MBVI = \sum_{i=1}^{j} m_i X_i + b
\]

where i is the number of predictors used to build the model, j is the maximum number of predictors, \(X_i\) is the untransformed or transformed reflectance or non-spectral model input, \(m_i\) is the respective predictor slope, and \(b\) is the model intercept.

Seventy percent of the data were selected at random and stratified by crop type to build the models, while the remaining 30% of the data were held back for validation. The biomass data were inherently non-linear, so they were log (base 2) transformed to facilitate linear model-building. The models were developed for each crop, as an “all crops” model showed significantly lower correlations with AWB. The linear models were developed using the “regsubsets” function in the “leaps” package. The reg subsets function performs a stepwise search for the linear model that minimizes the Bayesian Information Criterion (BIC). The BIC, as with the Akaike Information Criterion, penalizes over-fitting when new predictors are introduced [58]. The reg subset function identifies the optimal (minimum BIC) model using one or more predictors. The results are displayed in a convenient tabular format up to j, which is defined \textit{a priori}. The maximum number of predictors was set using the ratio of the number of bands (M) to the number of samples (N) or M/N criterion [32]. When the M/N ratio exceeds a threshold of 0.15, over-fitting is likely to occur. The sample size for the calibration subset was 71, 103, 100, and 53 for alfalfa, cotton, maize, and rice, respectively. If a sample had any missing predictor values, it was omitted to maintain consistency across samples. Based on the M/N criterion, j = 9, 11, 11, and 6 for alfalfa, cotton, maize, and rice were used in the regsubsets function, respectively.

2.4.2. Two-Band Vegetation Index (TBVI)

The two-band vegetation index approach was handled differently from the single band approach. Two channels were selected and combined analogous to the Normalized Difference Vegetation Index [59]:

\[
TBVI = \frac{R_j - R_i}{R_j + R_i}
\]
where $R_i$ is one untransformed or transformed HNB and $R_j$ is another untransformed or transformed HNB. The TBVIs were ranked from highest to lowest correlated with AWB, again to eliminate relatively low explanatory predictors, so that the sample size requirement was met. The optimal combination of TBVIs and non-spectral predictors were determined using the `regsubsets` function as above.

2.4.3. Hyperspectral Narrowband versus Broadband Predictors

There are spectroradiometers that are considerably less expensive than the ASD Field Spec Pro, because they collect energy over broad ranges commensurate with multi-spectral broadband spaceborne sensors. Skye® [60], for example, designs sensors that measure ground reflectance for comparison with MODIS bands 1–7 (620–670, 841–876, 459–479, 545–565, 1230–1250, 1628–1652, and 2105–2155 nm). In order to evaluate the potential of multispectral broadband detectors such as this, the sample spectra were convolved over the MODIS ranges in ViewSpec Pro. These bands were combined with the non-spectral predictors to build MBVIs and TBVIs as above. In each case, however, the MODIS bands added little ($\Delta R^2 < 0.01$) and statistically insignificant explanatory power when combined with non-spectral predictors and were therefore not included in the comparison with HNBs.

2.5. Model Validation

The final model selected from the calibration subset was used to estimate AWB for the validation subsets. The final model was selected that met the M/N criterion. The M/N criterion tended to yield models with fewer degrees of freedom that did not explain additional AWB variability, so a $\Delta R^2$ criterion was developed after visual inspection of the standardized residual plots (not shown) for models using the M/N criterion alone. The $\Delta R^2$ criterion, defined here as the first model to explain less than an additional one percent of AWB variability from the previous step of the stepwise regression, was selected for the validation phase. The $\Delta R^2$ criterion yielded models with high explanatory power and lower risk of over-fitting. The models developed from the calibration dataset in this manner were evaluated graphically and numerically using the coefficient of determination ($R^2$) and the root mean square error (RMSE) with the validation subset.

3. Results

3.1. Non-Spectral Measurement Summary

Aboveground wet biomass across the full range of sample values varied from 1984–16,132, 776–9447, 7558–11,857, and 774–2727 g·m$^{-2}$ for alfalfa, cotton, maize, and rice, respectively (Table 1). Alfalfa is primarily used for cattle feed and is cut at the beginning of the flowering stage to maximize nutrient content, so it does not have a senescence phase. Even so, alfalfa yielded the largest AWB (16,132 g·m$^{-2}$) of any of the crops during senescence. Rice yielded the lowest end-of-season AWB (2727 g·m$^{-2}$). The standard deviation in AWB for the other crops increased substantially from the sprouting to flowering/tasseling and then bud/grain-filling stages. Conversely, maize sprouting means were closer to flowering (tasseling) than the other crops, because samples were taken for each crop around the same time and it has a longer growing season and is planted relatively earlier than the others. Maize overall was the tallest crop measured (mean = 316.39 cm during grain-filling), while rice
was the shortest (mean = 79.82 cm during grain-filling). Height consistently increased with crop age over the period measured. Furthermore, with the exception of maize, variability increased with crop age, though not as dramatically as AWB. The leaf area index was less consistent with crop age, particularly for cotton and maize. For cotton and maize, LAI decreased from 4.18 and 5.49 to 3.62 and 3.99 from flowering/tasseling to bud/grain-filling, respectively. Similarly, $\beta$ decreased for all crops between sprouting and flowering/tasseling phases, but increased from 0.15–0.21 and 0.05–0.08 for flowering/tasseling and grain/bud-filling cotton and maize, respectively. The results of the RGB derived FVC were less consistent than LAI and $\beta$. As with LAI and $\beta$ estimates, cotton and maize FVC increased between sprouting and flowering/tasseling, but decreased between flowering/tasseling and bud/grain-filling. With maize, however, this was only the case for NDI—the other two indices showed a decrease between the first two stages as well. Rice also showed a decrease in FVC between flowering and grain-filling.

### 3.2. Spectral Measurement Summary

Figure 3 shows the strength and direction of relationships between AWB and non-spectral and untransformed spectral predictors using Pearson R correlations. The dotted lines show the cutoff for predictors that had high Pearson R correlations and met the sample size requirement for model building. Non-spectral predictors and HNBs that fall between the two lines were not included in the model-building process. The cutoff for untransformed rice (R = |0.73|) constrained spectral predictors to the NIR (783–1286 nm) and included H, LAI, and $\beta$ as non-spectral predictors (Figure 3A). Height (R = 0.93) showed the strongest positive correlation with AWB, while $\beta$ (R = −0.90) showed the strongest negative correlation. The highest and lowest correlated HNBs occurred at 1094 nm (R = 0.81) and 428 nm (R = −0.67), respectively. The cutoff for untransformed alfalfa (R = |0.66|) similarly included NIR HNBs, but due to its larger sample size, also included visible (428–682 nm) and SWIR1 (1437–1538 nm) (Figure 3B). Height, LAI, and $\beta$, as with rice, were included in the model-building phase; however, several FVCs were also included. The excess green minus excess red index (R = 0.87) showed the highest positive correlation, while the HNB at 672 nm (R = −0.81) showed the highest negative correlation with AWB. The HNB with the highest alfalfa biomass correlation occurred at 763 nm (R = 0.76). Cotton (cutoff R = |0.58|) included similar visible, NIR, and SWIR1 HNBs to alfalfa, and a very narrow range of significant correlations in the SWIR2 around 1992 nm (Figure 3C). As with the other crops, strong correlations were found between AWB and H, LAI, and $\beta$. Like alfalfa, EXGR also showed strong correlations with AWB. Height (R = 0.89) had the strongest positive correlation with biomass, while $\beta$ had the strongest negative correlation (R = −0.90). The highest positively correlated HNB occurred at 1084 nm (R = 0.69), while the highest negatively correlated HNB occurred at 672 nm (R = −0.82). Maize (cutoff R = |0.13|) overall showed the lowest correlations and included predictors primarily in the NIR range (Figure 3D). Height, LAI, and $\beta$ showed much stronger correlations with AWB than the HNBs, with H showing the highest positive correlation (R = 0.81) and $\beta$ showing the highest negative correlation (R = −0.74). The best positive and negatively correlated HNB predictors were at 1084 nm (R = 0.42) and 428 nm (R = −0.16), respectively.

Figure 4 shows the strength and direction of relationships between biomass and non-spectral and 1st order derivative transformed spectral predictors using Pearson R correlations. Sample sizes for cutoff
thresholds were the same, while Pearson thresholds \((R = |0.70|, |0.72|, |0.53|, \text{ and } |0.20|)\) for rice, alfalfa, cotton, and maize, respectively, were comparable. Correlations in general were over much narrower wavelength ranges than the untransformed HNBs. Correlations between rice AWB and HNBs were primarily at inflection points in the NIR, though important inflection points in the SWIR1 were above the cutoff threshold as well (Figure 4A). The maximum correlation occurred at 1245 nm \((R = 0.85)\) and the minimum correlation occurred at 1336 nm \((R = -0.88)\). As with the untransformed HNBs, alfalfa (Figure 4B) and cotton (Figure 4C) exhibited strong relationships in the visible, NIR, and SWIR1. The maximum and minimum correlation for alfalfa were at 712 nm \((R = 0.84)\) and 560 nm \((R = -0.86)\), while the maximum and minimum correlation for cotton were at 1235 nm \((R = 0.86)\) and 1145 nm \((R = -0.85)\). For maize, correlations improved significantly after the transformation, but were still considerably lower than the untransformed HNBs. Overall, SWIR2 remained the least significant spectral region, while NIR remained the most significant spectral region for AWB estimation (Figure 4D). The maximum and minimum correlations occurred at 773 nm \((R = 0.66)\) and 1336 nm \((R = -0.52)\).
Figure 3. Pearson correlation between aboveground wet biomass and candidate non-spectral and untransformed spectral predictors for (A) rice, (B) alfalfa, (C) cotton, and (D) maize. The dashed line shows the threshold used to include predictors in the model-building phase. LAI is the leaf area index, $\beta$ is the gap fraction, EXG is the excess greenness index, EXGR is the excess green minus excess red index, NDI is the normalized difference index, meanG is the mean chromatic greenness index, and medianG is the median chromatic greenness index. The hyperspectral narrowbands are in nm.
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Figure 4. Pearson correlation between aboveground wet biomass and candidate non-spectral and 1st order derivative transformed spectral predictors for (A) rice, (B) alfalfa, (C) cotton, and (D) maize. The dashed line shows the threshold used to include predictors in the model-building phase. LAI is the leaf area index, $\beta$ is the gap fraction, EXG is the excess greenness index, EXGR is the excess green minus excess red index, NDI is the normalized difference index, meanG is the mean chromatic greenness index, and medianG is the median chromatic greenness index. The hyperspectral narrowbands are in nm.

3.3. Model-Building

3.3.1. MBVI

Each MBVI selected for validation, included both spectral and non-spectral predictors (Table 2). The model predictors and intercepts were significant at $p = 0.05$. Height was the most important non-spectral predictor of AWB, followed by $\beta$. Leaf area index was also significant, but exhibited strong multicollinearity with $\beta$ and was excluded from all of the final models selected for validation. Although EXG, EXGR, and NDI were moderately correlated with rice, alfalfa and cotton, and maize AWB, none of the absolute FVC methods were included in the final models. Spectral predictors from the NIR were
the most important for AWB estimation. Rice included HNBs in the 900–1200 nm range. The final model selected was comprised of two untransformed HNBs (963 and 993 nm) and H. The two HNBs only explained an additional 4% of the calibration subset variance after H. More variables in the NIR could have been included, but yielded little additional explanatory power ($\Delta R^2 < 0.01$). Alfalfa was the only crop with the optimal MBVI model to include 1st order derivative transformed HNBs. These transformed HNBs were primarily in the visible blue and red portions of the spectrum. It was the only crop that included a relative FVC metric in the final model. Cotton only included three predictor variables: one HNB in the visible green (539 nm), one HNB in the NIR (1134 nm), and H. It explained 88% of the calibration subset variance. Height and $\beta$ were the primary predictors for maize, as the final model included three NIR HNBs (794, 845, and 865 nm) that only explained an additional 6% of the calibration subset variance.

**Table 2.** The multiple-band vegetation index with the highest $R^2$ and lowest Bayesian Information Criterion at each step in the regsub set function. H is height (cm), LAI is the leaf area index (m$^2$·m$^{-2}$), $\beta$ is the gap fraction, EXGR is the excess green minus excess red index, and meanG is the mean chromatic greenness. hyperspectral narrowbands are preceded by “$\lambda$.” First derivative transformed bands are identified with ('). Only the first five models are displayed for convenience. X, m, and b indicate the predictor, slope, and intercept of each model. The significance (p) is expressed as (***) for <0.001 and (**) for $\geq 0.001$ and <0.05. Models shaded in gray were selected based on the (1) M/N and (2) $\Delta R^2$ criteria (Section 2.5) and plotted in Figure 5.
3.3.2. TBVI

The selected TBVIs yielded correlations to AWB that were equal to or higher than the MBVIs on the calibration subset (Table 3). Again, the model predictors and intercepts were significant at $p = 0.05$. Height explained the most AWB variance of any non-spectral variable, while $\beta$ (LAI) and relative FVC metrics (meanG and medianG) explained significant, but less variance for maize and alfalfa, respectively. In each case, however, the added performance of the TBVIs was small compared to the added number of predictors used. For the rice model, as before, H was the most important predictor, followed by NIR HNBs (753, 993, 1235, and 1256 nm). The TBVI included two more predictors than the number of predictors included in the MBVIs, but yielded the same explanatory power. The 1st order derivative transformed HNBs were selected for the final alfalfa TBVI. Narrowbands were in the visible blue (438, 458, and 499 nm) and SWIR1 (1508 and 1528 nm). Eight versus four predictor variables in the MBVI explained an additional 7% of calibration subset variance. Cotton included four HNBs in the visible green (539 and 560 nm) and NIR (943 and 963 nm) and explained only an additional 2% of the calibration subset, versus the MBVI selected that consisted of three predictors. The maize model ($R^2 = 0.73$) performed worse than the MBVI, while including three additional variables in the visible blue and NIR.

**Table 3.** The two-band vegetation index with the highest $R^2$ and lowest Bayesian Information Criterion at each step in the regsubset function. Only the first five models are displayed for convenience. H is height (cm), LAI is the leaf area index (m$^2$·m$^{-2}$), $\beta$ is the gap fraction, EXGR is the excess green minus excess red index, and meanG is the mean chromatic greenness. Hyperspectral narrowbands are preceded by $\lambda$. First derivative transformed bands are identified with ('). Only the first five models are displayed for convenience. X, m, and b indicate the predictor, slope, and intercept of each model. The significance (p) is expressed as (*** for <0.001 and (**) for $\geq 0.001$ and <0.05. Models shaded in gray were selected based on the (1) M/N and (2) $\Delta R^2$ criteria (Section 2.5) and plotted in Figure 6.
### 3.4. Model Validation

With the exception of cotton, the MBVIs (Figure 5) performed equally well or better and with lower RMSE than the TBVIs in the validation subset (Figure 6). The cotton and maize distributions appeared nearly bimodal, revealing that more intermediate samples could be introduced in the future to reduce the residuals. The TBVI for cotton explained 91% *versus* 87% of the validation subset (N = 36) variance. The TBVI for rice explained two percent less variance in the validation subset (N = 37), while the TBVI for alfalfa showed no improvement in the validation subset (N = 37). Although the maize models related well to the calibration subset, they performed only moderately well on the validation subset (N = 38) and worse than the MBVIs.

#### Table 3. Cont.

<table>
<thead>
<tr>
<th>Rice</th>
<th>X</th>
<th>M</th>
<th>b</th>
<th>$R^2$</th>
<th>$\Delta R^2$</th>
<th>p</th>
<th>Alfalfa</th>
<th>X</th>
<th>m</th>
<th>b</th>
<th>$R^2$</th>
<th>$\Delta R^2$</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\lambda_{1588}, \lambda_{428}$</td>
<td>-3.96</td>
<td>9.30</td>
<td>0.86</td>
<td>0.01</td>
<td>***</td>
<td></td>
<td>$\lambda_{1528}, \lambda_{438}$</td>
<td>-16.82</td>
<td>9.24</td>
<td>0.89</td>
<td>0.02</td>
<td>***</td>
</tr>
<tr>
<td></td>
<td>meanG</td>
<td>49.84</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>medianG</td>
<td>-48.77</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\lambda_{499}, \lambda_{458}$</td>
<td>-2.72</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$\lambda_{1508}, \lambda_{448}$</td>
<td>14.98</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cotton</td>
<td>$\lambda_{1124}, \lambda_{550}$</td>
<td>-15.09</td>
<td>1.07</td>
<td>0.83</td>
<td>***</td>
<td></td>
<td></td>
<td>$\lambda_{1104}, \lambda_{529}$</td>
<td>105.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\lambda_{1124}, \lambda_{539}$</td>
<td>-9.33</td>
<td>2.96</td>
<td>0.90</td>
<td>0.07</td>
<td>***</td>
<td></td>
<td>$\lambda_{1155}, \lambda_{428}$</td>
<td>22.15</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>meanG</td>
<td>46.66</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>medianG</td>
<td>-44.81</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\lambda_{499}, \lambda_{458}$</td>
<td>-4.46</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$\lambda_{1104}, \lambda_{529}$</td>
<td>105.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\lambda_{1508}, \lambda_{448}$</td>
<td>14.98</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Figure 5. Scatterplots of observed (validation subset) versus predicted aboveground wet biomass using the multiple-band vegetation indices shaded in gray from Table 2 for rice (A); alfalfa (B); cotton (C); and maize (D). The diagonal line represents a 1:1 relationship. With the exception of alfalfa, which is built on 1st order derivative transformed spectra, equations are built on the untransformed spectra.

Figure 6. Cont.
4. Discussion

Combining the explanatory power of non-spectral and spectral predictors improved the accuracy of AWB estimation for each crop versus models built from spectral predictors alone. Hyperspectral narrowbands and non-spectral predictors exhibited multicollinearity, meaning that HNBs were an important predictor of AWB (see [53]), but were less significant in the presence of non-spectral predictors, which explained more and unique variance. The new MBVI approach resulted in an increase of 12% explained variance ($R^2 = 0.84$ versus $R^2 = 0.72$) versus the MBVI developed for rice using the same spectral data presented in [53] (Figure 5A). Lower but significant improvements were seen for alfalfa (Figure 5B) and cotton (Figure 5C): 6% ($R^2 = 0.86$ versus $R^2 = 0.80$) and 7% ($R^2 = 0.87$ versus $R^2 = 0.80$) in explained variance, respectively. The explained variance in maize biomass increased 29% ($R^2 = 0.59$ versus $R^2 = 0.30$) when including non-spectral predictors (Figure 5D), emphasizing the benefit of including non-spectral predictors in the presence of potentially mediocre spectral data (see below). The RMSE in each case was lower in this study than those reported in [53]: 1.51 g·m$^{-2}$ (rice), 2.07 g·m$^{-2}$ (alfalfa), 1.95 g·m$^{-2}$ (cotton), and 1.39 g·m$^{-2}$ (maize). The TBVIs for cotton (Figure 6C) and maize (Figure 6D) showed sizable improvements, 14% ($R^2 = 0.91$ versus $R^2 = 0.77$) and 38% ($R^2 = 0.55$ versus $R^2 = 0.17$) in explained variance, while rice (Figure 6A) and alfalfa (Figure 6B) showed only a modest 5% improvement ($R^2 = 0.82$ versus $R^2 = 0.77$, $R^2 = 0.86$ versus $R^2 = 0.81$) in explained variance. The RMSE in each case was lower in this study than those reported in [53] as well: 1.45 g·m$^{-2}$ (rice), 2.03 g·m$^{-2}$ (alfalfa), 2.05 g·m$^{-2}$ (cotton), and 1.44 g·m$^{-2}$ (maize). Multiple-band vegetation and two-band vegetation indices were developed to mimic multispectral broadbands by convolving HNBs, but proved ineffective at estimating AWB, revealing that HNBs are essential for developing AWB models that use both spectral and non-spectral predictors.
Other spectral studies, with the exception of maize, yielded correlations similar to or lower than the combination approach taken here, but should be compared with caution, due to different sampling and modeling procedures. Mariotto et al. [61] evaluated spectra against AWB estimated with a spectroradiometer and hyperspectral/broadband spaceborne sensors. The MBVI approach developed from spectroradiometric data yielded the highest $R^2$. For cotton ($N = 150$), the $R^2$ was lower than for this study and incorporated HNBs from the NIR and SWIR1. Alfalfa ($N = 9$) and rice ($N = 9$) yielded $R^2$s of 1.0 and 0.99 with five and three HNBs, respectively, but these should be scrutinized, due to clear over-fitting. Gnyp et al. and Atzberger et al. [62,63] used similar statistical methods to the ones described here and partial least squares regression to estimate AWB and leaf dry weight for rice at major phenological stages, respectively. Similar to our findings, the most highly correlated HNBs were in the NIR and the MBVI approach performed better than the TBVI approach. However, across all stages, the optimal model in the Gnyp study ($R^2 = 0.72$) used six 1st order derivative transformed HNBs to explain 12% lower variance than this study, while the optimal model in Nguyen and Lee study ($R^2 = 0.79$) used 12 untransformed HNBs to explain 5% lower variance than the combined model that used only three untransformed predictors presented here. Moran et al. [64] used ground-based broadband reflectance collected over alfalfa in order to evaluate the sensitivity of TBVIs to changes in water status and incoming solar radiation. The most accurate and least sensitive TBVI to changes in water and light was a simple ratio of visible red: NIR. The index used morning hour reflectance and yielded an $R^2 = 0.86$, which is comparable to the results here using three 1st order derivative transformed HNBs and one non-spectral predictor. The strength of the correlations in [64] could be influenced, however, by the small size of their dataset and the presence of leverage points in their correlation plots. Hyperspectral narrowbands were used to estimate AWB for cotton using 1st order derivative transformed single and multiple-band regression in [65]. The models with the highest $R^2$, as in this study, were primarily in the visible and NIR, though SWIR1 bands showed high correlations with AWB in the Bai study as well. The highest ranked model used only one predictor at 502 nm, yielding $R^2 = 0.89$—only two percent lower than the model selected here using four HNBs and one non-spectral predictor. Maize clearly underperformed compared to other studies. In [32], for example, similar statistical methods were used to develop a model employing visible (410 and 496 nm), red-edge (654 nm), and NIR (954 nm) HNBs, yielding an $R^2 = 0.78$, while [61] used 27 data points to generate an MBVI including four HNBs in the NIR and SWIR ($R^2 = 0.96$). The spectral relations over which HNBs were selected to estimate AWB differ between studies, revealing the limitation of empirical models for areas outside the region of interest. In a future study, the empirical models for AWB developed here will be compared with a more process-based, leaf-optic-canopy-reflectance model (PROSAIL: [66]) in areas outside the Central Valley of California to evaluate the robustness of the approach.

The relative insignificance of spectral predictors compared to non-spectral predictors underlines an important new avenue for airborne/spaceborne remote sensing research. Many of the non-spectral predictors cannot be scaled up to remote sensing resolution without performing intensive and extensive field surveys. One alternative would be to derive these metrics with remote sensing data. For example, $H$, overall the most important predictor of AWB, could be derived over large areas directly from LiDAR, which involves the measurement of light reflected from a surface illuminated by a laser [67]. This information could be combined with airborne/spaceborne reflectance to yield more
accurate measurements of AWB. Mariotto [61] showed that spaceborne hyperspectral sensors outperform spaceborne multispectral broadband sensors for AWB estimation. The combination of spectra collected from the upcoming HyspIRI mission with LiDAR, therefore, could be a powerful new tool for reducing uncertainty in areal biomass estimates.

Height consistently increased as AWB increases throughout the growing season, highlighting that inconsistency in non-spectral model inputs across phenological phases impacted their significance during model-building. The gap fraction and LAI, unlike H, increased and then decreased as AWB increased for maize and cotton. In addition, H, β, and LAI exhibited correlations with each other for cotton (not shown), which is why β and LAI were not included in the final models for cotton. The importance of β and LAI in the final maize models may be an indication of the quality of the spectral data collected (see below). With the exception of alfalfa, crops were irrigated on a deficit schedule, meaning water was gradually reduced and eventually eliminated beginning in the bud/grain-filling phase. Without water, plants lose their structure, as leaves dry out and turgor pressure reduces. This is particularly true for cotton and maize. For rice, the structure is maintained, because it is densely planted and flooded throughout the season. Alfalfa is on a modified schedule, as water is eliminated at flowering and harvested shortly after, so it never achieves senescence. The absolute RGB methods for FVC were highly inconsistent and appear to be poor tools for AWB prediction, and this could be due to any number of factors, such as poor image thresholding in the presence of soils and shadows. The relative measures tended to do better for alfalfa, but this could have been influenced by the method in which alfalfa data were sampled.

Overall, NIR was the most statistically significant and highly correlated spectral region for AWB estimation, particularly around 794, 845, 865, 943, 963, and 993 nm, followed by the visible at 438, 468, 539, 560, and 631 nm. The NIR and visible portions of the spectrum may explain internal biochemical processes and light geometry affecting plant and cell development unrelated to H. The SWIR1 region was much less important than the NIR and visible, and this could be due to a lack of crop water stress under irrigation. The SWIR2 region exhibited a low S/N ratio, so many of the HNBs in this region were not included in the analysis, potentially obscuring its significance. As in [53], by crop, NIR was the most statistically significant and highly correlated spectral region for rice and maize, while NIR and visible were the most significant spectral regions for alfalfa and cotton. The spectral response to maize AWB, as in [53] was poor. Due to instrumentation and time constraints, many of the maize spectra were collected at a height that was not sufficiently above the canopy. As a consequence, some spectra may have captured individual leaves, instead of the entire canopy. In the follow-up study where broadband and hyperspectral spaceborne sensors will be compared, if poor ground-based maize spectra are the culprit behind the lower performance of the AWB vegetation indices for maize, the spaceborne sensors should yield significantly higher correlations.

The multiple-band vegetation indices incorporating untransformed spectra clearly performed better than the 1st order derivative transformed spectra or the TBVI approach when non-spectral predictors were included. The performance of the MBVI approach is well documented (see [68]). In previous studies, TBVI typically involved only one HNB ratio. Here, we evaluated many two-band ratios together, but found in general that the approach performed worse and used more HNBs than the MBVI approach. Interestingly, a higher correlation between AWB and the TBVI was seen on the cotton validation subset compared to the MBVI, but only marginally. In general, however, the advantage of
the TBVIs was seen primarily when only two HNBs were combined with non-spectral predictors to predict AWB, i.e., adding a second two-band ratio added little or no additional explanatory power. The 1st order derivative transformation tends to perform better than the untransformed spectra when transmission data are not available [69]. In our case, since the non-spectral predictors were the most significant predictors and explained the most AWB variance, the advantage of the 1st order derivative transformation could be less important. In addition, the threshold technique used to meet the $p < N$ requirement for MBVI development was biased, in that highly correlated predictors that may have been highly correlated with each other were entered into the regsubsets function. In the future, an alternative data reduction technique that does not require $p < N$, such as partial least squares regression [70] or artificial neural network models [71], will be compared along with the techniques presented here.

5. Conclusions

This study combined the explanatory power of ground-based spectral and non-spectral predictors to demonstrate a non-destructive alternative for areal AWB estimation in order to facilitate the calibration/validation of remote sensing biomass models with field data. Non-destructive non-spectral and spectral measurements were collected over nearly 1200 quadrats per visits lasting 1–1.5 months with minimal impact to the fields under study. The subset where destructive measurements of AWB were taken in conjunction with non-destructive measurements was used to develop empirical models via (1) stepwise regression with HNBs and (2) stepwise regression with two-band HNB ratios. Based on the findings, it is recommended that field campaigns take measurements of H and HNBs collected from the visible and NIR (400–1000 nm) for effective AWB estimation on a per crop basis, while β and HNBs collected from the SWIR1 (1000–1700 nm) are useful if the research budget permits. The stepwise regression approach with untransformed HNBs was the most effective in this study; however, other empirical and process-based approaches should be compared in the future. The empirical models developed here will be used to create AWB transects over the Central Valley of California to evaluate the performance of several space-borne sensors. Although transferability is typically a concern with empirical models, it is expected that the methods described here can be used to develop AWB transects in other regions of the world to answer a number of research questions where issues of scale are important.
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