A Comparison of Advanced Regression Algorithms for Quantifying Urban Land Cover
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Abstract: Quantitative methods for mapping sub-pixel land cover fractions are gaining increasing attention, particularly with regard to upcoming hyperspectral satellite missions. We evaluated five advanced regression algorithms combined with synthetically mixed training data for quantifying urban land cover from HyMap data at 3.6 and 9 m spatial resolution. Methods included support vector regression (SVR), kernel ridge regression (KRR), artificial neural networks (NN), random forest regression (RFR) and partial least squares regression (PLSR). Our experiments demonstrate that both kernel methods SVR and KRR yield high accuracies for mapping complex urban surface types, i.e., rooftops, pavements, grass- and tree-covered areas. SVR and KRR models proved to be stable with regard to the spatial and spectral differences between both images and effectively utilized the higher complexity of the synthetic training mixtures for improving estimates for coarser resolution data. Observed deficiencies mainly relate to known problems arising from spectral similarities or shadowing. The remaining regressors either revealed erratic (NN) or limited (RFR and PLSR) performances when comprehensively mapping urban land cover. Our findings suggest that the combination of kernel-based regression methods, such as SVR and KRR, with synthetically mixed training data is well suited for quantifying urban land cover from imaging spectrometer data at multiple scales.
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1. Introduction

Urban areas represent highly challenging environments for remote sensing data analysis. Compared to natural environments, urban areas are very heterogeneous featuring a high spectral diversity of various anthropogenic and natural materials [1,2] and a spatially complex, three-dimensional surface geometry [3,4]. To separate meaningful impervious and vegetation sub-categories on a purely spectral basis [5,6], imaging spectrometer data is often the only adequate source. Results in [7,8] illustrate the surplus of hyperspectral data for mapping different urban surface types when compared to results from multispectral imagery. In addition to the spectral requirements, special attention has to be paid to the selection of appropriate analysis techniques that can cope with spectral similarities, spectrally complex class compositions [9] and the mixed pixel problem typical for urban remote sensing data [3,10].

In terms of per-pixel classifications from hyperspectral imagery, in which each pixel is assigned to a discrete land cover type, powerful approaches from the field of machine learning have been widely studied [11–16]. Machine learning techniques effectively deal with high dimensional data and learn the relationship between variables by fitting flexible, non-parametric and nonlinear models without a priori assumptions on data distributions [17,18]. These properties are important when generating urban land cover maps that differentiate roofs (i.e., a spectrally complex multi-modal class) from paved areas and soils (i.e., classes with high spectral similarities). The same applies to the mapping of different vegetation types such as grass- and tree-covered areas. Particularly, the kernel-based support vector machine classifier was identified as a robust technique for producing accurate maps of spectrally complex and similar urban land cover categories from airborne imaging spectrometer data [9,19].

Sub-pixel mapping of urban land cover constitutes an alternative concept. Unlike per-pixel classifiers, sub-pixel methods account for the mixed pixel problem by decomposing the signature of a pixel into physically meaningful quantities of surface fractions and thematically meaningful land cover types. This is of importance considering that even in higher spatial resolution airborne hyperspectral data, the presence of spectral mixtures was identified as one major source of error when employing per-pixel classifiers [6,9]. Multiple endmember spectral mixture analysis (MESMA) [20] is probably the most commonly used method to quantify fractional abundances of spectrally pure endmembers (EMs) of a given spectral library. Spectral variability is accounted for by iteratively calculating multiple linear mixture models using all possible EM combinations on a per-pixel basis. The mixing complexity is accounted for by allowing the number of EMs to vary (e.g., 2-EM models, 3-EM models, etc.). The model with the best fit between measured and modeled signal is ultimately selected. MESMA has been successfully adopted for quantifying urban surface properties using imaging spectrometer data [5,21].

Regression techniques provide continuous outputs at pixel scale. They are thus also well suited for estimating sub-pixel land cover fractions and serve as alternative to spectral unmixing. Empirical regression modeling relies on the availability of continuous training information, i.e., pairs of spectral signatures and related land cover fractions. In general, this information cannot be labeled in the data
itself or mapped in the field. A suitable strategy to derive appropriate training data is to combine image spectra with spatially aggregated land cover information from high resolution reference data. This approach was frequently adopted for mapping broad urban land cover categories, e.g., impervious or vegetation cover, from coarser resolution multispectral satellite imagery. Methods range from multiple regression techniques [22,23] to advanced machine learning techniques such as artificial neural networks [24,25], regression trees [26–28] or support vector regression [29,30].

However, little attention has been paid to the use of regression approaches for sub-pixel mapping by means of imaging spectrometer data. Although advanced regression techniques incorporate benefits of machine learning (e.g., non-parametric and nonlinear modeling) necessary for mapping spectrally complex land cover types, they were primarily utilized for estimating biophysical/chemical plant parameters [31–35]. To some extent, this shortcoming relates to difficulties in finding reliable training information. The use of spatially aggregated fractions relies on accurately co-registered image and reference data sets and small spatial shifts may lead to biased fraction representations. While the effect of misregistration is less pronounced when adopting coarser spatial resolution spaceborne imagery, this constitutes a problem when exploiting higher resolution airborne imaging spectrometer data from heterogeneous environments.

In a recent study [36], we introduced the strategy of combining support vector regression with synthetically mixed training data for mapping sub-pixel fractions of single urban land cover categories, so-called target categories. Synthetically mixed training data are sets of pure library spectra, multiple mixed spectra as well as related mixing proportions, which are used as input for subsequent regression modeling. While generating synthetically mixed training data, spectral variability is accounted for by utilizing the spectral variations of materials included in the library. Mixtures can be flexibly calculated at different complexity levels, e.g., simple mixtures between two spectra and more complex ones between multiple spectra, to account for the mixing complexity inherent in the image data. By using such a strategy, we solved the problem of deriving quantitative training information needed for empirical modeling. Moreover, we were able to utilize the strength of the machine learning-based support vector regression by means of synthetic training data. Combining regression techniques with synthetic training data is conceptually different to MESMA. The complex functional relation between multiple linear mixtures and related mixing fractions is solved in a single global model per target category. The subsequent analysis of several target categories allows for comprehensively mapping urban land cover. In contrast, MESMA uses an iterative procedure with multiple linear mixture models for mapping all land cover categories considered in the analysis. A baseline comparison to MESMA in [36] demonstrated that the combination of support vector regression and synthetically mixed training data improved the accuracy of sub-pixel fraction estimates in a complex urban environment and, hence, was recommended as an alternative quantitative mapping method.

So far, currently available high quality imaging spectrometer data sets are almost exclusively constrained to airborne acquisitions with limited spatial coverage and temporal frequency. This constitutes a significant limitation for more applied urban land cover assessments by means of hyperspectral information. With the advent of new spaceborne imaging spectrometers, e.g., the Environmental Mapping and Analysis Program (EnMAP) [37] or the Hyperspectral Infrared Imager (HyspIRI) [21], hyperspectral imagery will become broadly available. Acquisitions from space, however, come along with coarser spatial resolution compared to the currently dominating airborne data sets. New quantitative
analysis approaches that best cope with coarser spatial resolution and even more abundant mixed pixels are therefore required to utilize these data for unprecedented possibilities. In this context, the training of advanced regression models from field or auxiliary information with subsequent upscaling from airborne to spaceborne imagery constitutes a flexible strategy for universal quantitative modeling. Hence, both (i) research on the potential of advanced machine learning regression techniques for exploiting urban imaging spectrometer data and (ii) investigations on the influence of decreasing spatial resolution on the quality of urban mapping appear worthwhile.

In this work, we further investigated the potential of synthetically generated training data for exploiting urban imaging spectrometer data. We aim at providing a more generic evaluation of the concept of synthetically mixed training data to be used for urban mapping. We utilized five different advanced regression techniques, including kernel-based support vector regression (SVR) [18], kernel ridge regression (KRR) [38], artificial neural networks (NN) [39], random forest regression (RFR) [40] and partial least squares regression (PLSR) [41]. Analyses were carried out on hyperspectral data at two different spatial resolutions acquired over Berlin, Germany. We considered four typical urban land cover categories of interest, namely the two impervious surface types roof and pavement as well as the two vegetation types grass and tree. The quantification of urbanized land into such sub-categories plays an important role for urban environmental research or urban planning [42,43]. Specifically, our study addresses the following research questions:

1. Which regression techniques effectively utilize synthetically mixed training data for producing accurate urban land cover maps?
2. How do coarser resolution images influence the performance of regression models?
3. Do more complex synthetic mixtures allow for coping with potential deficiencies of coarser resolution imagery?

2. Study Area and Materials

2.1. Study Area

The study region covers a subset of the urban–rural gradient of Berlin, Germany (Figure 1). Along this transect we selected three validation areas of different urban structure types, which include manifold man-made materials and vegetation types typical for the city. The “high-density urban area” represents an inner-city commercial and residential zone with dense building block structures. The “medium-density urban area” includes residential zones with less dense perimeter block or row house structures as well as industrial zones with large, paved areas. The “low-density urban area” represents a suburban residential zone with mainly detached and semi-detached housing patterns with associated private gardens. All three validation areas include green spaces and street corridors of different sizes. Given this makeup, a representative spectrally and spatially challenging heterogeneous urban environment was considered for our experiments.
Figure 1. Study region along Berlin’s urban-rural gradient. The high resolution reference data and the HyMap images (R = 833 nm, G = 1652 nm, B = 632 nm) for the three validation areas are illustrated (polygons indicate the urban blocks used for validation).

2.2. Image Data

We used imaging spectrometer data acquired by the HyMap sensor during the HyEurope 2009 Campaign of the German Aerospace Centre (DLR) on 20 August 2009. The aircraft was flown over the study area twice, with identical nadir position but at different altitudes of 2005 and 4750 m. This resulted in two independently acquired scenes with spatial resolutions of 3.6 m (HyMap01) and 9 m (HyMap02) after image ortho-rectification [44] (Figure 1). Pre-processing to reflectance values encompassed system correction [45] and radiometric correction [46]. The number of spectral bands was reduced from 128 to 111 in order to limit the influence of noise during the analysis. Due to the nearly similar acquisition time around solar noon, the high sub-pixel accuracy achieved during ortho-rectification and the identical radiometric and atmospheric pre-processing, consistency between both images was given for a comparative study.

2.3. Spectral Library

We used a library composed of 41 urban material spectra extracted from HyMap01 as database for generating synthetically mixed training data (Table 1). Detailed information on the development of the
image spectral library was provided in [36], where the library was demonstrated to include relevant spectra necessary for quantifying urban land cover within the same study region. The library includes a representative standard spectrum per material, which was complemented in case of high spectral variability. Complemented spectra account for variations in brightness caused by illumination or shading effects or variations due to differences in material condition. Spectra were categorized into the four urban land cover categories of interest, i.e., roof (17 spectra), pavement (6), grass (5) and tree (7). An additional other (6) category, which did not constitute a category of interest in this work, was used to assign surface types with marginal spatial occurrence (e.g., water, sport grounds covered with artificial turf, etc.).

Table 1. Categorized image spectral library of urban materials.

<table>
<thead>
<tr>
<th>Urban Category</th>
<th>Surface Material</th>
<th>No. Spectra</th>
</tr>
</thead>
<tbody>
<tr>
<td>Roof</td>
<td>Red clay tile</td>
<td>4 (a)</td>
</tr>
<tr>
<td></td>
<td>Red cement tile</td>
<td>3 (a)</td>
</tr>
<tr>
<td></td>
<td>Bitumen</td>
<td>5 (b)</td>
</tr>
<tr>
<td></td>
<td>Brown roof tile</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Brown roof shingle</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>White roof material (polyethylene)</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>White roof material (unknown)</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Zinc roof material</td>
<td>1</td>
</tr>
<tr>
<td>Pavement</td>
<td>Asphalt</td>
<td>4 (a, b)</td>
</tr>
<tr>
<td></td>
<td>Concrete</td>
<td>2 (b)</td>
</tr>
<tr>
<td>Grass</td>
<td>Grass (intensively manicured)</td>
<td>2 (a)</td>
</tr>
<tr>
<td></td>
<td>Grass (extensively manicured)</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Grass (dry)</td>
<td>2 (a)</td>
</tr>
<tr>
<td>Tree</td>
<td>Deciduous tree</td>
<td>7 (a)</td>
</tr>
<tr>
<td>Other</td>
<td>Tartan (sports ground)</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Railtrack (concrete sleepers)</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Railtrack (wooden sleepers)</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Sand (playground)</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Soil</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Water</td>
<td>1</td>
</tr>
</tbody>
</table>

Multiple spectra per material considered to account for spectral variability due to variations in (a) illumination and shading effects; and (b) material condition.

2.4. Reference Data

We performed a polygon-wise evaluation of results, a common strategy to statistically assess the accuracy of fraction maps derived from urban remote sensing data [10,21]. We used urban blocks from the Berlin Urban Environmental Information System [47] (Figure 1), which constitute a suitable spatial unit for many urban environmental applications [43,48]. Within the three validation areas, block-wise mean fraction values for a total number of 92 urban blocks were calculated from an available high resolution reference land cover map [36]. To guarantee a representative heterogeneous validation data set, we selected 45 building blocks of different urban structure types, 37 street polygons including...
roads of different sizes, and 10 green spaces consisting of parks, allotment gardens or sport grounds. All urban block polygons were selected within a ±10° off-nadir region to minimize effects of reflectance anisotropy [49] and urban 3D-geometry [4] during validation. This way, spectral effects influenced almost entirely the accuracy of fraction maps.

3. Methods

3.1. Synthetically Mixed Training Data

We followed the concept of synthetically mixed training data for regression modeling [36]. The general idea is to use a spectral library to construct a single quantitative training data set for a given land cover category of interest, a so-called target category. Consisting of pairs of spectra and related mixing fractions, this set is subsequently used as input for regression model training. A fraction map of the target category is derived by applying the model to the image data. The subsequent analysis of several target categories allows for a comprehensive mapping of urban land cover.

While generating synthetically mixed training data, we assume a linear mixing process between materials. It cannot be ruled out that nonlinear mixing effects caused by multiple scattering processes between materials [50,51] may affect mapping results. Yet, quantitative effects of nonlinear mixing on the accuracy of fraction estimates are poorly understood [52]. In the context of urban land cover assessments, linear mixing systematic was frequently adopted and led to valid results [3,5,10,21].

We generated synthetically mixed training data as follows: For each of the four categories of interest, the spectral library was partitioned into (i) a target category (e.g., tree) and (ii) a background category with all remaining categories (e.g., roof, pavement, grass, other). Subsequently, linear mixtures between target and background category spectra were calculated using mixing steps of 20%. This step size was shown to provide sufficient continuous information for quantifying urban land cover using SVR [36]. This resulted in a set of pure spectra, synthetically mixed spectra and related mixing fractions of 0%, 20%, 40%, 60%, 80% and 100% of the respective target category. Spectra within the other category were only used as background. Accordingly, synthetically mixed training data were not derived for the other category and corresponding surface types, such as water or sports grounds covered with artificial turf, were not explicitly mapped.

To account for the mixing complexity, we constructed two different training data sets for each target category (Figure 2). Within the first type of training data (SyMix01), we included all possible binary mixtures between target category spectra and background category spectra. Material combinations within a category were not included. SyMix01 is considered as training data of lower complexity, as only mixtures of two materials were integrated. Within the second type of training data (SyMix02), we included all possible binary mixtures and selected ternary mixtures between target category spectra and background category spectra. In our case, ternary mixtures were calculated as two-fold binary mixtures and included (i) combinations between a target spectrum (mixing fraction of 100%) and a binary mixed background spectrum (mixtures of two background spectra in 20% increments but treated as having a mixing fraction of 0%) or (ii) combinations between a binary mixed target spectrum (mixtures of two target spectra in 20% increments but treated as having a mixing fraction of 100%) and a background spectrum (mixing fraction of 0%). Knowledge on relevant ternary
mixtures was derived from visual inspection of digital orthophotos. We considered both combinations between different categories (e.g., “deciduous tree-red clay tile-asphalt” or “deciduous tree-grass-soil”) and combinations within categories (e.g., “deciduous tree-red clay tile-bitumen” or “asphalt-concrete-tree”). This selective approach was study area specific, however, guaranteed the inclusion of higher order mixtures while at the same time prevented an excessive amount of training samples due to the variety of possible combinations. SyMix02 is considered as training data of higher complexity, as mixtures of two and three materials were integrated. The sample sizes of the eight training data sets, which are each used separately to train one regression model per target category and mixing complexity, are reported in Table 2.

Figure 2. Generation of binary and ternary synthetic mixtures.

<table>
<thead>
<tr>
<th>Training Data Set</th>
<th>Roof</th>
<th>Pavement</th>
<th>Grass</th>
<th>Tree</th>
</tr>
</thead>
<tbody>
<tr>
<td>SyMix01</td>
<td>1673</td>
<td>881</td>
<td>761</td>
<td>993</td>
</tr>
<tr>
<td>SyMix02</td>
<td>3092</td>
<td>1970</td>
<td>1202</td>
<td>1254</td>
</tr>
</tbody>
</table>

3.2. Support Vector Regression (SVR)

Emanating from the field of kernel-based machine learning methods, SVR has been established in remote sensing research, mainly as a powerful, nonlinear technique for quantifying biophysical/chemical plant properties [31,33]. Details on the underlying concepts of SVR can be found in [18]. In general, SVR estimates the linear dependency between pairs of n-dimensional input vectors and 1-dimensional target variables by fitting an optimal approximating hyperplane to a set of training samples. The optimal hyperplane is defined by a linear regression model that is found by solving a
convex optimization problem. The most common SVR formulation thereby minimizes Vapnik’s $\varepsilon$-insensitive cost function. Embedded into a kernel framework, SVR is capable of coping with nonlinear data distributions. By using a kernel function, training samples are mapped into a higher dimensional feature space, which is non-linearly related to the original space and wherein the new data distribution enables a better fitting of a linear function.

The SVR analysis of this work was carried out with imageSVM [53], which uses the Gaussian kernel function. Parameterization of an SVR required the selection of the kernel parameter $\sigma$, the regularization parameter $C$ and the loss function parameter $\varepsilon$. Tuning of the three parameters was carried out via grid search using a cross validation strategy to avoid overfitting.

3.3. **Kernel Ridge Regression (KRR)**

KRR has been lately introduced for remote sensing applications [32,54]. Detailed information on the theoretical background of KRR can be found in [38]. Similar to SVR, KRR maps the training samples into a higher dimensional feature space by making use of a kernel function. There, KRR minimizes the squared residuals, and can be therefore considered as the kernel version of the regularized least squares regression [32].

The KRR analysis of this work was carried out with the ARTMO software package [54]. KRR modeling required the tuning of two parameters, i.e., the Gaussian kernel function parameter $\sigma$ and the regularization parameter $C$. Parameter optimization was carried out via standard cross validation.

3.4. **Neural Network Regression (NN)**

Artificial neural networks were one of the first non-parametric, nonlinear techniques to be used for remote sensing applications [25,34,35]. Details on the theoretical concepts of NN can be found in [39]. A NN is a model that establishes the relationship between input vectors and output variables through a connected structure of neurons organized in layers. Each neuron basically performs a linear regression followed by a nonlinear function. Neurons of different layers are interconnected with the corresponding links, i.e., weights. NN modeling requires the selection of a NN structure, the initialization of weights, shape of nonlinearity and learning rate as well as the regularization of parameters to avoid overfitting [32].

The NN analysis of this work was carried out with ARTMO [54], which uses a fully connected standard multi-layer perceptron and a hyperbolic tangent as nonlinear activation function. We selected just one hidden layer of neurons, weights were randomly initialized and the NN structure was optimized using a squared loss function. Model parameterization was carried out via a standard cross validation procedure.

3.5. **Random Forest Regression (RFR)**

Random forest [40], an ensemble method based on multiple decision trees, has been used in a variety of remote sensing studies [30,55]. Decision trees are non-parametric predictive models, which are based on a multistage decision scheme. They exist in the form of classification and regression trees, as they are suited to predict both discrete and continuous output variables. The tree structure consists of a root node, internal nodes (splits) and terminal nodes (leaves). At each split and
until a leaf node is reached, a decision rule is applied to partition the training data recursively into increasing number of smaller homogenous subsets. A target variable is assigned to each sample according to the leaf node [56,57]. As an ensemble method, RF combines the results of many individual decision trees in order to improve the overall prediction performance. Independent decision trees are created through bagging (bootstrap aggregation), where each decision tree uses a random sample (with replacement), and through random feature selection at each split node. Training samples that are excluded, so-called “out-of-bag” (OOB) samples, can be used for independent validation. For the regression case, the final prediction is obtained by averaging the results of individual trees [40].

The random forest regression analysis was carried out using imageRF [58]. The number of trees was set to 100, the ratio of bootstrap data to OOB data was 2/3–1/3 and the number of randomly selected features corresponded to the square root of all features. For each tree, the respective OOB data was used for predicting and the accuracy of combined results was assessed using the OOB error. The learning curve of the OOB error with increasing number of trees was used to verify whether reliable parameters were set.

3.6. Partial Least Squares Regression (PLSR)

Partial least squares regression [41] has been widely used for quantifying vegetation properties by means of hyperspectral data [33,59,60]. PLSR is a multivariate method that is very similar to principle component regression, where the dimensionality of the input features is first reduced with respect to their information content followed by multiple linear regression modeling. Unlike principle component regression, where only correlations within the input feature space are considered, PLSR transforms the input features into a few uncorrelated latent vectors, which are generated not only with respect to their variance but also with respect to their explanatory power to predict a response variable during linear regression. Latent vectors are statistically independent linear combinations of the original input features. PLSR is well suited for handling highly correlated data [41,61].

The PLSR analysis of this work was carried out using autopls [60]. Autopls includes an iterative backward selection of latent vectors, which reduces the number of predictors in the regression following [62,63]. A cross-validation strategy was used to prevent overfitting during model training. The final model was selected based on the learning curve during backward selection, i.e., the model with the smallest training error was used for regression modeling on the image.

3.7. Validation

Validation of results was carried out by comparing modeled versus reference fractions at urban block scale (block-wise mean values). We calculated both class-wise accuracy scores (performance measures for a single fraction map of a target category) and average accuracy scores (mean of class-wise accuracies over all categories). We used the mean absolute error (MAE) and the root mean square error (RMSE) as measures of accuracy. MAE and RMSE are defined as

$$MAE = \frac{1}{n} \sum_{i=1}^{n} |y_i - \hat{y}_i|$$  

(1)
\[ RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (y_i - x_i)^2} \]  

where \( y_i \) are the modeled fractions, \( x_i \) are the reference fractions and \( n \) the number of validation samples. To evaluate the goodness of fit between estimated and reference fractions, we used the coefficient of determination \( (R^2) \), given by

\[ R^2 = \frac{\sum_{i=1}^{n} (x_i - \bar{x})(y_i - \bar{y})^2}{\sum_{i=1}^{n} (x_i - \bar{x})^2 \sum_{i=1}^{n} (y_i - \bar{y})^2} \]

where \( \bar{y} \) and \( \bar{x} \) are the averages of the modeled and reference fractions, as well as the slope and the intercept of a fitted least squares linear regression model.

4. Experimental Setup and Results

4.1. Experimental Setup

To answer the research questions, we carried out three experiments using the two HyMap images (HyMap01, HyMap02), synthetically mixed training data at different complexities (SyMix01, SyMix02) and five different regression techniques (SVR, KRR, NN, RFR and PLSR). The experiments are summarized as follows:

- **Exp. 1**: We investigated the efficiency of the regression techniques to utilize synthetically mixed training data for quantifying urban land cover. For each regressor and each target category, we trained one regression model using SyMix01. Subsequently, we applied the models to HyMap01 to derive fraction maps at 3.6 m spatial resolution.
- **Exp. 2**: We investigated the influence of coarser resolution image data on the quality of model predictions. We therefore applied regression models used in Exp. 1 to HyMap02 to derive fraction maps at 9 m spatial resolution.
- **Exp. 3**: We investigated whether more complex synthetic mixtures help to improve fraction estimates from the coarser resolution data. For each regressor and each target category, we trained one regression model using SyMix02. Subsequently, we derived a second set of fraction maps at 9 m spatial resolution by applying models to HyMap02.

4.2. Average and Class-Wise Accuracies of Experimental Results

Average accuracy scores of urban land cover fraction estimates are reported in Table 3. In Exp. 1, both kernel methods SVR and KRR show best performances, with high accuracies (e.g., MAE below 12%, \( R^2 \) above 0.75) at 3.6 m spatial resolution. Results of NN, RFR and PLSR are less accurate. In Exp. 2, deteriorating mapping accuracies are observed for most of the regressors when applying models to the coarser resolution image. Still, both kernel methods SVR and KRR produce considerably high average accuracies (e.g., MAE below 13%, \( R^2 \) above 0.65) while accuracies of NN, RFR and PLSR remain less accurate. NN produces inconsistent results with opposing average accuracy scores, i.e., improving MAE but also decreasing \( R^2 \). In Exp. 3, the increased complexity of the training data particularly improves SVR-, KRR- and PLSR-based estimates. For NN and RFR, only slight
improvements are observed. Also, in this experiment, SVR and KRR remain the best performing techniques with high average accuracies (e.g., MAE of 11.5% and below, $R^2$ of 0.71).

Table 3. Average accuracies of urban land cover fraction maps derived from different regression algorithms for the three experiments. Highest accuracy scores for each experiment are highlighted by bold numbers.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Data</th>
<th>Method</th>
<th>MAE (%)</th>
<th>RMSE (%)</th>
<th>$R^2$</th>
<th>Slope</th>
<th>Intercept</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exp. 1</td>
<td>HyMap01</td>
<td>SVR</td>
<td>9.8</td>
<td>12.5</td>
<td>0.76</td>
<td>0.62</td>
<td>12.5</td>
</tr>
<tr>
<td></td>
<td>SyMix01</td>
<td>KRR</td>
<td>11.5</td>
<td>13.8</td>
<td>0.77</td>
<td>0.60</td>
<td>13.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>NN</td>
<td>17.9</td>
<td>20.8</td>
<td>0.61</td>
<td>0.49</td>
<td>20.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>RFR</td>
<td>16.0</td>
<td>18.4</td>
<td>0.53</td>
<td>0.35</td>
<td>18.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>PLSR</td>
<td>15.8</td>
<td>18.8</td>
<td>0.55</td>
<td>0.46</td>
<td>18.8</td>
</tr>
<tr>
<td>Exp. 2</td>
<td>HyMap02</td>
<td>SVR</td>
<td>12.3</td>
<td>15.3</td>
<td>0.66</td>
<td>0.56</td>
<td>15.3</td>
</tr>
<tr>
<td></td>
<td>SyMix01</td>
<td>KRR</td>
<td>12.7</td>
<td>15.5</td>
<td>0.70</td>
<td>0.57</td>
<td>15.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>NN</td>
<td>16.8</td>
<td>19.2</td>
<td>0.54</td>
<td>0.46</td>
<td>19.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>RFR</td>
<td>17.8</td>
<td>20.4</td>
<td>0.50</td>
<td>0.38</td>
<td>20.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>PLSR</td>
<td>15.9</td>
<td>18.5</td>
<td>0.51</td>
<td>0.41</td>
<td>18.5</td>
</tr>
<tr>
<td>Exp. 3</td>
<td>HyMap02</td>
<td>SVR</td>
<td>10.7</td>
<td>13.4</td>
<td>0.71</td>
<td>0.63</td>
<td>13.4</td>
</tr>
<tr>
<td></td>
<td>SyMix02</td>
<td>KRR</td>
<td>11.5</td>
<td>14.2</td>
<td>0.71</td>
<td>0.59</td>
<td>14.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>NN</td>
<td>16.2</td>
<td>18.5</td>
<td>0.56</td>
<td>0.47</td>
<td>18.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>RFR</td>
<td>17.1</td>
<td>19.5</td>
<td>0.51</td>
<td>0.39</td>
<td>19.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>PLSR</td>
<td>13.7</td>
<td>16.7</td>
<td>0.55</td>
<td>0.45</td>
<td>16.7</td>
</tr>
</tbody>
</table>

Class-wise MAE values (Figure 3) reveal the performances of the five regressors when mapping different urban surface types. For a more general evaluation, accuracy scores are classified as highly accurate (MAE below 10%), accurate (MAE between 10% and 15%), sub-optimal (MAE between 15% and 20%) and inaccurate (MAE above 20%). In Exp. 1, both kernel methods SVR and KRR produce accurate roof and pavement, and accurate to highly accurate grass and tree mappings. The performance of NN is highly variable with sub-optimal roof, highly accurate grass and inaccurate pavement and tree estimates. The ability of RFR and PLSR to predict roof and pavement is rather low, with sub-optimal to inaccurate mapping accuracies. In contrast, grass and tree estimates by RFR and PLSR are accurate to highly accurate at 3.6 m spatial resolution.

The impact of the coarser resolution image (Exp. 2) and the training data of higher complexity (Exp. 3) on the quality of fraction maps strongly varies between the regressors and the urban land cover types. Decreasing performances, which are fully compensated for by the more complex training data, are observed for SVR-based roof and KRR-based grass estimates. Both mappings remain accurate to highly accurate at 9 m spatial resolution. Pavement predictions by the kernel methods follow similar trends, however, with only partly compensated accuracies by the more complex training data. This results in degraded, sub-optimal pavement estimates by SVR and KRR on the coarser resolved image. The remaining mappings by SVR and KRR are relatively stable with similar accuracies when compared to results at 3.6 m. NN reveals erratic patterns in accuracy scores between the urban categories, i.e., roof and especially pavement inconsistently improve to accurate and sub-optimal mappings mainly due to the decreased spatial resolution, grass predictions remain stable and highly accurate and the inaccurate tree mapping further deteriorates. The performance of RFR and
PLSR for mapping roof at 9 m spatial resolution remains low. Pavement estimates by RFR remain sub-optimal, whereas PLSR predictions improve through integrating training data of higher complexity. The performance of RFR and PLSR to map grass on the coarser resolution image is still high, with relatively stable accuracies between the experiments. Considering the tree category, RFR-based predictions clearly deteriorate at 9 m resulting in sub-optimal performances despite training data of higher complexity. PLSR reveals accurate tree predictions at 9 m, with improved accuracy scores compared to the result on the higher resolved image.

**Figure 3.** Class-wise mean absolute error (MAE) of urban land cover fraction maps derived from different regression algorithms for the three experiments.

The scatterplots (Figure 4) reveal the regions of agreement and disagreement between reference fractions and modeled urban land cover fractions derived from HyMap02 at 9 m spatial resolution using SyMix02 (Exp. 3). A general representation of how building blocks from different urban densities, street corridors and green spaces influence the accuracies of fraction estimates is given. The accurate roof estimates by SVR, KRR and NN are underlined by the linear data distribution close to the 1:1 diagonal line. Within building blocks, roof fractions are precisely mapped in the low- and medium-density urban area and slightly underestimated within the high-density urban area. One common major source of error for all three regression techniques are misleadingly mapped roof fractions along streets or within green spaces. The lower performance to map pavement by all regressors is explained by a general higher rate of scattering and a characteristic overestimation of fractions within the building blocks of different densities and green spaces. In contrast, pavement fractions mapped along street corridors appear accurate, particularly for KRR. Grass results are accurate for all regressors. Only RFR shows a slight deviation from this trend. The high accuracies of tree estimates by SVR, KRR are underlined by the strong linear correlation with the reference data. PLSR shows similar high performances, however, with increased scattering. The four green spaces, which clearly deviate from the 1:1 diagonal line for both grass and tree estimates, correspond to allotment gardens. These inaccuracies repeatedly occur for all regressors in all experiments and relate to uncertainties in the reference data, as the manual mapping of highly fragmented vegetation patches within allotment gardens appears critical.
Figure 4. Scatterplots of roof, pavement, grass and tree estimates compared to reference data at urban block scale. Results of Exp. 3 (HyMap02, SyMix02) are presented. The following symbols are used: Squares = building blocks (dark red = high-density-, red = medium-density-, light red = low-density urban area); triangles = green spaces (blue), street polygons (light blue).

4.3. Quantifying Urban Land Cover at Multiple Spatial Scales Using SVR

Summarizing from the tested regression techniques, SVR and KRR yielded the most accurate land cover estimates at multiple scales. We selected SVR for a pixel-wise representation of urban land
cover at 3.6 and 9 m spatial resolution (Figure 5). Results depict the typical structure of Berlin along the urban–rural gradient. The high-density urban area is characterized by a high amount of buildings and paved areas as indicated by the *roof* and *pavement* fraction maps. Apart from a few industrial areas and highways, these densities decrease towards the urban fringe. Yet, reported overestimates in *pavement* fractions within the medium- and low-density urban area are obvious particularly where vegetation, and thus shadowing within vegetation stands, dominate the scenery. High vegetation proportions even within the city center relate to the high amount of green spaces and street trees that characterize the cityscape of Berlin. Nevertheless, a gradual increase in *grass* and *tree* fractions is observed when moving towards the urban fringe. *Other* surface types, such as water bodies in the high-density urban area or sports grounds covered with artificial turf in the medium-density urban area, were only used as background category during processing and appear bright (fractions of 0%) in the maps. Overall, consistent and similar spatial patterns in fraction values are observed between the urban land cover maps at 3.6 and 9 m spatial resolution.

**Figure 5.** SVR-based fraction maps of *roof*, *pavement*, *grass* and *tree* at 3.6 m (Exp. 1) and 9 m (Exp. 3) spatial resolution. Fraction maps were linearly stretched between 0% and 100%. For information on the locations of the individual subsets, the reader is referred to Figure 1.
5. Discussion

We tested the combination of five advanced regression techniques with synthetically mixed training data of different complexities for quantifying urban land cover from HyMap data at 3.6 and 9 m spatial resolution. The use of synthetic spectral mixtures poses a straightforward strategy enabling sub-pixel mapping assessments by means of regression analysis. The approach requires a library with relevant material spectra for the study area. Linking the image spectral library to both images was unproblematic due to the consistency between the data sets. Universal spectral databases may be used alternatively, provided that library spectra and imagery are accurately cross-calibrated. The identical inputs from a spectral library used during model training guaranteed a fair methodological comparison. Block-wise accuracy assessment with an independent reference map gave an important insight into the generalization capabilities of the regressors when applied to a real data scenario.

We considered the four thematically meaningful and spectrally challenging urban land cover types roof, pavement, grass and tree. The roof category is a typical example for a spectrally complex class, which is characterized by a multi-modal spectral distribution due to the high number of different materials at different physical conditions and compositions [1,2]. The pavement category is a typical example for a class that is highly subject to spectral similarities. This is due to a low number of spectrally distinct materials, most of them with very similar spectral signatures when compared to dark spectra from background cover types (e.g., street asphalt vs. bituminous roofing materials) [1,2]. Likewise, high spectral similarity between vegetation types impedes the differentiation of grass and
tree in such a heterogeneous setup. The spectral complexity of urban materials is further amplified by illumination and shadowing effects. Particularly shaded areas have been reported to influence the accuracy of urban land cover maps derived from hyperspectral imagery [4,6,36]. By choosing the four urban categories, the ability of the tested regression methods to deal with spectral complexity, similarity and variability was explored.

Two major findings can be drawn from Exp. 1, where HyMap data at 3.6 m spatial resolution was used to quantify urban land cover. First, we could once more demonstrate that the concept of synthetically mixed training data enables the use of empirical regression techniques for sub-pixel mapping of single urban land cover categories. Second, we could demonstrate that the quality of fraction maps strongly depends on the selected regression method. Both kernel-based regression techniques SVR and KRR proved to be well suited for quantitatively analyzing impervious and natural urban sub-categories using hyperspectral data. High average accuracies (Table 3) point to the ability of SVR and KRR for a comprehensive quantification of urban land cover. Class-wise accuracies (Figure 3) indicate the efficiency of SVR and KRR to discriminate the challenging urban categories roof, pavement, grass and tree with a low degree of confusion caused by spectral complexity and similarity.

In Exp. 1, SVR and KRR outperformed NN, RFR and PLSR in most cases. They revealed either erratic (NN) or limited (RFR and PLSR) performances, which makes a general evaluation on their use for comprehensively mapping urban land cover from the 3.6 m HyMap data difficult. Yet, all three methods illustrate potential for mapping individual urban categories, e.g., roof and grass by NN and grass and tree by KRR and PLSR, respectively.

The change in spatial resolution from 3.6 m to 9 m implies a loss of spatial detail and, even more important, a significant increase in the number of mixed pixels and in the abundance of different materials contributing to the mixed signal. Overall, both kernel methods SVR and KRR yielded most accurate results on the coarser resolution image. Regression models proved to be stable with regard to the spatial and spectral differences between the two images (Exp. 2) and effectively utilized the additional information provided by more complex ternary mixtures to compensate losses in mapping quality (Exp. 3). The integration of ternary mixtures in addition to the binary mixtures always appears worthwhile, as no negative impacts were observed. These findings are supported by the average accuracy scores (Table 3), which only slightly degrade between Exp. 2 and Exp. 1 (ΔMAE = −2.5% for SVR, ΔMAE = −1.2% for KRR) and clearly improve when comparing Exp. 3 to Exp. 1 (ΔMAE = −0.9% for SVR and 0.0% for KRR). Roof, grass and tree can be mapped at similar high precision by SVR and KRR at 9 m when compared to results at 3.6 m spatial resolution (Figure 3). However, the precise differentiation of pavement from coarser resolution data is challenging. Degraded sub-optimal pavement accuracies obtained by both kernel methods likely relate to the dominance of spectrally similar materials, which become increasingly indistinct and difficult to differentiate at 9 m.

Also in Exp. 2 and 3, SVR and KRR mostly showed superior mapping performances over NN, RFR and PLSR. The suitability of NN to reliably cope with the coarser resolution HyMap data when mapping individual urban land cover categories is ambiguous. For example, roof and particularly pavement estimates are improved to make comparable accuracies to those obtained by both kernel methods. However, this finding is controversial as the enhancement is rather related to the increased pixel size than to the integration of more complex training signatures. Lower performances by RFR and PLSR to map roof and pavement on the coarser resolution data question the use of both methods
when mapping the spectrally complex or similar impervious sub-categories, while both methods appear suitable for mapping urban vegetation types.

Results of this comparative study demonstrate that SVR and KRR yielded the most accurate and reliable estimates from HyMap data at 3.6 and 9 m spatial resolution, whereas NN, RFR and PLSR revealed some major limitations. The quality of fraction maps (Figure 5) to depict the typical structure along Berlin’s urban-rural gradient underscores the suitability of SVR to be used along with synthetically mixed training data for quantifying urban land cover at multiple spatial scales. Nevertheless, several aspects appear worthwhile for discussion. First, our regression techniques were regularly adopted in the remote sensing context [32,36,54,60], however, caution must be exercised that different implementations of these algorithms exist. Second, the strategy to consider only selected ternary mixtures using expert knowledge prevented an excessive amount of training samples. Higher order mixtures within the image data that were not accounted for during training may affect the quality of mappings. Yet, achieved accuracies are valid and the efficiency of the regressors to utilize more complex training mixtures was well explored. Third, results demonstrate that even both the best performing kernel methods did not completely overcome well known problems arising from spectral similarities or shadowing. Particularly, the unambiguous quantification of rooftops or paved-areas was not completely possible and uncertainties in fraction maps remain. Typical examples are misleadingly mapped roof fractions along streets or within green spaces and overestimated pavement fractions within most building blocks and green spaces (Figure 4), caused by the spectral similarity between dark roofing materials, street asphalt and canopy shade. The use of multi-sensor approaches that take advantage of information beyond the spectral domain may help to overcome such deficiencies [48]. Here, we fully focused on the opportunities and limitations of hyperspectral information for assessing urban land cover.

6. Conclusions

Exploring the applicability of powerful quantitative methods is crucial for the development of robust, universal modeling approaches that are needed once imaging spectrometer data from spaceborne hyperspectral sensors will be available. In this paper, we investigated the potential of five advanced regression approaches combined with synthetically mixed training data for quantifying urban land cover using HyMap data at 3.6 and 9 m acquired over Berlin, Germany. The universality of the approach for urban sub-pixel mapping was tested by exploring (1) the efficiency of the different regressors to utilize synthetically mixed training data for producing accurate urban land cover maps; (2) the impact of coarser resolution data on the quality of model predictions; and (3) the need to adapt the training data to the mixing complexity of the image. In most cases, both kernel-based approaches SVR and KRR showed superior average and class-wise mapping performances when compared to NN, RFR and PLSR. Average MAE values show that (1) SVR and KRR outperform the remaining regressors by at least 4.3% at 3.6 m spatial resolution; that (2) for SVR and KRR average MAE values increase by 2.5% and 1.2%, respectively, when decreasing the spatial resolution from 3.6 m to 9 m; and that (3) the use of more complex models improves average MAE values by 1.6% and 1.2% for SVR and KRR.
Based on the findings of this case study, we conclude that the use of synthetically mixed training data is well suited for quantifying spectrally challenging urban land cover types by means of empirical regression modeling. The problems in setting up such approaches as mentioned in the introduction are therefore overcome. At the same time, the general strength of kernel regression methods for urban land cover assessments is illustrated, which had been extensively demonstrated for per-pixel classification problems. Such regression approaches can, hence, be incorporated into quantitative mapping. SVR and KRR models proved to be stable with regard to the amplified mixing scenario and well utilized the added value of more complex training mixtures to cope with deficiencies of coarser resolution data. However, urban land cover assessments on a purely spectral basis will always bear limitations and specific challenges such as spectral similarities between land cover types or confusion caused by shadowing will always remain.

The combination of advanced regression techniques with synthetically mixed training data is straightforward, repeatable and relies on the availability of a spectral library relevant for the study area. Compared to per-pixel classifiers, the proposed workflow relativizes the mixed pixel problem typical for urban remote sensing data. This is important for future studies, where the reliability, validity and general transferability of the approach on image data from different sensor types and different urban areas will be tested.
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