Improved Surface Reflectance from Remote Sensing Data with Sub-Pixel Topographic Information
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Abstract: Several methods currently exist to efficiently correct topographic effects on the radiance measured by satellites. Most of those methods use topographic information and satellite data at the same spatial resolution. In this study, the 30 m spatial resolution data of the Digital Elevation Model (DEM) from ASTER (Advanced Spaceborne Thermal Emission and Reflection Radiometer) are used to account for those topographic effects when retrieving land surface reflectance from satellite data at lower spatial resolution (e.g., 1 km). The methodology integrates the effects of sub-pixel topography on the estimation of the total irradiance received at the surface considering direct, diffuse and terrain irradiance. The corrected total irradiance is then used to compute the topographically corrected surface reflectance. The proposed method has been developed to be applied on various kilometric pixel size satellite data. In this study, it was tested and validated with synthetic Landsat data aggregated at 1 km. The results obtained after a sub-pixel topographic correction are compared with the ones obtained after a pixel level
topographic correction and show that in rough terrain, the sub-pixel topography correction method provides better results even if it tends to slightly overestimate the retrieved land surface reflectance in some cases.
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1. Introduction

The apparent surface radiance distribution measured from space differs from its intrinsic value on the ground because of the presence of the atmosphere and the influence of topography. Appropriate correction of these atmospheric and topographic effects can improve the retrieved ground objects information and can also be very beneficial for the detection of true changes in the spectral characteristics of the ground cover in multitemporal images used for monitoring purposes [1]. The atmospheric effects on the radiance measured by satellites and methods to correct them have been analyzed and developed for several years and by many authors [2–6].

Thanks to the increasing availability of terrain elevation data, several authors [7–13] have estimated the effects induced by topography on satellite measured radiometric data. They highlighted that terrain induces variations of the illumination which introduce distortions in the observed radiance and thus also in the estimation of surface properties. Different methods have been developed to account for the impact of illumination at a pixel level and some have been proven efficient to improve the accuracy of retrieval of surface radiance [14–16].

In past years, more accurate digital elevation models (DEM) became available at a global scale with a resolution of up to 30 m. On the other hand, currently used geostationary satellites provide data in the solar domain at the kilometric level. The availability of higher resolution DEM enables us to consider terrain effects on the measured radiance at a finer resolution allowing the exploration of the effects of topography at a sub-pixel level. Some studies [17–20] explored the effects of sub-pixel heterogeneity on the retrieved surface properties. So far, most of these studies focused on land cover heterogeneity within a pixel and few started to look into sub-pixel topography variability. From the latter, it appeared that in rugged terrain, neglecting the sub-pixel terrain variability surface properties derived at different spatial resolutions can appear considerably different even though using the same model [18], highlighting the necessity to account for these sub-pixel effects.

The issue was tackled by Wen [19] who described the sub-pixel topographic effects on the surface albedo estimation and developed a correction factor. This study illustrated the necessity of sub-pixel topographic correction in rugged areas and showed promising results. However, it did not consider all the effects of topography, such as the pixel adjacency effect which was neglected although it has been proven as having a high influence on satellite measured radiance in rugged areas. The study presented in this article aims at developing an operational method to correct sub-pixel topography induced effects on measured kilometric pixel size satellite data using a fine resolution DEM and integrating the sub-pixel adjacency effect. This method can be applied on different spatial resolution combinations but is tested and validated here using Landsat data aggregated at 1 km resolution to simulate coarser satellite data along with the 30 m DEM from ASTER-GDEM2. Those data were measured over the southern part
of the Tibetan Plateau, chosen for its extreme terrain relief. In Section 2, the topographic dataset, the
topography of the plateau and the study site are described. Section 3 provides a short theoretical
background on topographic correction followed by the description of the sub-pixel topography correction
method. More detailed descriptions of the main sub-pixel topographic correction parameters are given in
Section 4. Then, the main results and conclusions are presented in Sections 5 and 6, respectively.

2. Site and Data Description

2.1. Topographic Data

The characteristics of the topography are retrieved at 30 m resolution from the DEM provided by
the Advanced Spaceborne Thermal Emission and Reflection Radiometer (ASTER), i.e. the Global
Digital Elevation Model (GDEM) version 2. ASTER-GDEM2 is one of the most complete
high-resolution digital topographic dataset in the world to date. The ASTER-GDEM2 covers land
surfaces between 83°N and 83°S at a spatial resolution of 1 arc-second. Even if some geolocalisation
errors and elevation aberrations have been identified at the global scale, this dataset remains the best
alternative in accessibility to high-quality elevation data for the selected study site [21].

2.2. Tibetan Plateau

The Tibetan Plateau, a geological structure lying between the Himalayan range to the south and the
Taklimakan desert to the north (Figure 1), is the largest and highest plateau area in the world spreading
over 1.2 million km² and presenting an average elevation of over 5000 meters. The plateau is also
characterized by a very high spatial heterogeneity due to the presence of mountainous areas affecting
radiance measurements over space and time. It is, therefore, an ideal study region to test the sub-pixel
topographic method developed in this article as the surface radiance measured from space cannot be
accurately estimated in this area without taking into consideration the effects of topography. To
conduct this study, a test area with increasing effect of topography (right part of Figure 1), starting
from relatively flat, then hilly landscape, and finally complex relief is identified from the DEM.

Figure 1. The Tibetan Plateau and the study site used to test the sub-pixel
topographic correction.
It is essential to characterize the topography of the area prior to quantifying its effects on surface radiance measurements from space. To this end, the slope and aspect, two key topographic parameters, have been derived from the DEM at a resolution of 30 m. By summarizing the distribution of the slope values over the entire plateau in a frequency plot, Figure 2a shows that more than 25% of the plateau is covered by terrain with a slope value over of 20°. Focusing on the site area, Figure 2b shows a rougher terrain with an important density of slope between 5° and 35°. In that area, about 40% of the terrain presents a slope steeper than 20°.

Figure 2. Slope values distribution over the Tibetan Plateau (a) and the study area (b), expressed as percentage per slope gradient (histogram) and cumulated percentage (red line).

2.3. Sub-Pixel Heterogeneity

Before to continue with the analysis, it is important to clearly define the concept of pixel and sub-pixel level as it is the basis of this study. In this paper, the 30 m spatial resolution DEM is considered as the sub-pixel level and the kilometric pixel size satellite data as the pixel level. Figure 3 shows a theoretical scheme illustrating this concept of sub-pixel and pixel level.

Figure 3. Sub-pixel and pixel level concept (the greyscale represents theoretical radiance values).

As the main topic of this study is the sub-pixel topography effects (Figure 3), the distribution of slope and aspect values at 30 m resolution within each square kilometer pixel have been analyzed. To do so, two statistical parameters, skewness and kurtosis, which express the symmetry and shape of the distributions respectively, are used to describe the sub-pixel topography. Those parameters allow to classify the topography distribution within a kilometer resolution pixel as “normal” if the skewness equals zero and the kurtosis equals three (with a tolerance ranging from minus to plus twice the standard error of skewness and kurtosis respectively [22]), as “maybe normal” if only one of the two parameters indicates a normal distribution and as “not normal” if none of the two parameters indicates
a normal distribution. The results are displayed in Figure 4, where the normality distribution within each 1 km pixel for the terrain aspect is presented on the left and for the slope on the right. Those results illustrate that the sub-pixel distribution of slope and aspect values within each kilometric pixel is mostly not normal, which highlights the necessity to account for this sub-pixel topography because the averaged slope and aspect values at a pixel level would mask out the real effects of topography on the measured radiance.

**Figure 4.** Slope and aspect sub-pixel normality distribution maps (a) and statistics (b) within each square kilometer pixel over the Tibetan Plateau and the surroundings.

### 3. Topographic Correction

#### 3.1. Topographic Correction at Pixel Level

In a remote sensing context, radiance is what is measured at the sensor and corresponds to the brightness in a given direction toward the sensor. Surface radiance is often converted to surface reflectance, the ratio of reflected versus total radiant energy, prior to further data analysis.

The reflected radiance measured by a geostationary satellite consists of the path radiance \( L_p \), which does not interact with the surface but is scattered back to the sensor by the atmosphere, and the radiance reflected by the Earth surface to the sensor \( L_s \), which has a complex interaction at the Earth surface and atmosphere boundary. After correcting the top-of-atmosphere radiance measured by the satellite for atmosphere effects using an atmospheric radiative transfer model such as MODTRAN, \( L_s \) is obtained but still needs to be corrected for topographic effects. \( L_s \) is converted in surface reflectance \( \rho \) according to Equation 1, which assumes that the surface target is a Lambertian reflector.

\[
\rho = \pi \times \frac{L_s}{E}
\]  

(1)

In Equation (1), \( L_s \) represents the reflected surface radiance (W/sr/m²) measured by the geostationary satellite and \( E \) is the total solar irradiance (W/m²) at the surface.

The topographic correction presented in Sandmeier [23] is quoted and applied in several studies [13,24–26] to correct the relief induced distortions on satellite measured data at a pixel level. This topographic correction is based on the fact that, in order to account for the topographic effects,
the total solar irradiance variable in Equation (1) should be corrected according to the effects induced by the relief. In this method, $E$ is divided into three components: direct irradiance ($E_d$), diffuse irradiance ($E_f$) split into two components, the isotropic and the circumsolar diffuse irradiance, and the terrain irradiance ($E_t$). The equation to estimate the corrected total solar irradiance assumes the surface as Lambertian and is expressed as [23]:

$$E = \Theta \times E_d \times \frac{\cos \theta_i}{\cos \theta_s} + E_f \times \left[ k \times \frac{\cos \theta_i}{\cos \theta_s} + (1 - k) \times V_d \right] + E_t$$

$$= \Theta \times E_d \times \frac{\cos \theta_i}{\cos \theta_s} + E_f \times \left[ k \times \frac{\cos \theta_i}{\cos \theta_s} + (1 - k) \times V_d \right] + (E_d + E_f) \times V_t \times \rho_{adj}$$

(2)

In Equation (2), $\Theta$ is the binary coefficient to control cast shadow, $\theta_i$ is the angle of sun’s incidence (rad) and $\theta_s$ is the solar zenith angle (rad), $k$ is the anisotropy index, $V_d$ and $V_f$ are the sky-view and terrain-view factor respectively and $\rho_{adj}$ is the average reflectance of adjacent objects. The first term of Equation (2) shows the cosine law [10] applied to $E_d$ on a horizontal surface and results in the amount of direct irradiance on a tilted target. The irradiance parameters $E_d$, $E_f$ and $k$ can be estimated using MODTRAN (MODerate resolution atmospheric TRANsmittance and radiance).

3.2. Topographic Correction at Sub-Pixel Level

Until now, this topographic correction method has generally been applied using a DEM and satellite data at the same spatial resolution. However, when considering an area with a relief as rugged as the relief of the Tibetan Plateau, using optical data from geostationary satellite at the kilometric level and knowing that higher resolution DEM is available, it is of interest to check the improvement that would be achieved by making use of this higher resolution topographic data. In other words, we aim at evaluating the improvement achieved by carrying out a sub-pixel topographic correction. Referring to sub-pixel correction means to use high resolution data to perform a correction on lower resolution data, while keeping the original resolution of both datasets. In this case, to use a 30 m resolution DEM to topographically correct kilometric level geostationary satellite data instead of degrading the data from the DEM at the kilometric level prior to applying the topographic correction.

In this research, the idea is to apply Equation (2) to each pixel of the 30 m DEM, considered as the sub-pixels of the geostationary radiometric optical data at 1 km spatial resolution. As compared to the initial topographic correction scheme of Sandmeier [23], the novelty of this method lies in the fact that the computation of the total surface irradiance accounting for topographic effects is performed at sub-pixel level preserving the original DEM information. Then the topographically corrected surface irradiance is averaged into a sub-pixel topographically corrected surface irradiance grid at 1 km ($E_{av}$).

$$\rho_{av} = \pi \times \frac{L_s}{E_{av}}$$

(3)

The sub-pixel topographically corrected surface reflectance $\rho_{av}$ estimated from the reflected surface radiance ($L_s$) measured by the satellite can be calculated using Equation (3). All the processing steps are summarized in Figure 5.
3.3. Anisotropy Test

In the presented sub-pixel topographic correction, the sub-pixel anisotropy, also known as non-Lambertian property, is neglected. This means that the surface is considered as reflecting radiance equally into all directions. In reality surfaces are not Lambertian and their anisotropy is characterized by a bidirectional reflectance distribution function (BRDF) which is a four-dimensional function that defines how light is reflected by a surface. The function takes a negative incoming light direction and a positive outgoing direction, both defined with respect to the surface normal by a zenith and an azimuth angle, and returns the ratio of reflected radiance.

In order to quantify the impact of neglecting the sub-pixel non-Lambertian surface property when applying the sub-pixel topographic correction, an anisotropy test is designed. For this test, a theoretical area of 30 by 30 pixels, and therefore 900 possible slope and aspect combinations, is considered. The slope and aspect values come from the ASTER-GDEM2 and are used to compute the sub-pixel corrected irradiance. For a given BRDF function taken from Engelsen [27] and a given solar position, the sub-pixel reflectance is computed using the Rahman-Pinty-Verstraete (RPV) model [28]. Then two scenarios are run and compared. The first scenario assumes the sub-pixel slope and aspect isotropy, which means that, whatever the solar and observations angles variations at sub-pixel level, a unique reflectance value is defined for all the sub-pixels as if the surface was Lambertian, i.e., reflecting equally in all directions. In this scenario, the reflectance value is retrieved from the BRDF function using the mean illumination and observation angles over the considered area. In the second scenario, the reflectance is retrieved accounting for the anisotropy property, which means that a different reflectance value is set for each sub-pixel according to the illumination and observation angles. The reflectance values obtained from the two scenarios are combined with the sub-pixel corrected irradiance to compute the sub-pixel radiances values. The latter are averaged over the entire area and compared. The first scenario provides an isotropic radiance while the second scenario provides an anisotropic radiance. This experiment is repeated for 10 sites selected over the mountainous part of the plateau, 6 different days and 3 different times for each day. The results are summarized in Figure 6
which presents the correlation between the anisotropic and isotropic radiance values produced by the two scenarios for 5 solar zenith angle classes and 5 different BRDF.

Figure 6 highlights the fact that for zenith angles smaller than 60 degrees, the values of reflectance computed considering the sub-pixel anisotropy are highly correlated with the reflectance values computed assuming the sub-pixel level as being isotropic. Concerning larger solar zenith angles, this correlation is no longer significant. This can be due to the sub-pixel anisotropic property of the surface but also to the model limitations when modeling BRDF at extreme solar angles. Large solar zenith angles can be observed just after sunrise and before sunset but they can also be the consequence of the topographic effects in the rough areas. However, based on the results presented in Figure 6 and the fact that less than 5% of the test area is covered by slopes larger than 40°, the choice is made to assume the sub-pixel surface as isotropic for this study.

**Figure 6.** Correlation between anisotropic and isotropic radiance values for 5 solar zenith angle classes and 5 different BRDF.

4. Sub-Pixel Topographic Correction Parameters

4.1. Shadow Binary Factor

An essential parameter when correcting direct solar irradiance is the binary coefficient $\Theta$ used to control cast shadow coming from self-shadowing and shadow from surrounding topography, known as the shadow binary factor (SBF). The value of the SBF depends on the sun’s position at the date and time of data acquisition, which means that it needs to be estimated each time a correction is carried out. To do so, a small module is developed to compute automatically the SBF according to the topography, the day of the year and the local time for each sub-pixel inspired by the methodology presented in Kastendeuch [29].

The aim of this algorithm is to generate a raster at sub-pixel resolution filled with values of 0 or 1. A value of 0 characterizes a pixel in the shadow and a value of 1 characterizes a pixel receiving direct sunlight. In order to compute this SBF, each pixel is tested individually. The first test consists in checking if the pixel itself, without considering the surrounding topography, receives direct light from the sun or not. This is done by comparing the respective solar azimuth and elevation angles with the pixel aspect and slope values. If the pixel is not self-shadowing, then it can be tested for the shadow from surrounding pixels. Using the sun azimuth angle, the pixels located on the path between the sun and the center of the tested pixel are identified. In Figure 7a, the tested pixel is colored in dark grey and the pixels located on the path to the sun are colored in light grey. All the pixels located on the path
to the sun could potentially bring shadow to the tested pixel if their elevation is higher than the sun elevation (Figure 7b). As soon as a pixel is identified as shadowing the tested pixel, the test stops, the value of the tested pixel set to 0 and the algorithm starts to test the next pixel. If none of the pixels located on the path to the sun have a larger elevation angle than the sun, then the tested pixel is in the sunlight, its value is set to 1, and the algorithm starts to test the next one.

**Figure 7.** Shadow Binary Factor computation tests (Az = Azimuth angle, SE = Sun elevation angle, TE = Terrain elevation angle). (a) Identification of the pixels located on the path to the sun, (b) Test of shadowing effect of neighboring pixels according to the difference between terrain and sun elevation angles.

Figure 8 shows the outputs of the SBF algorithm run for a day time period between 9.00 am and 12.00 pm local time with an increment step of one hour over the study site. This figure highlights the important variations in the amount of shaded areas in one hour time which can represent the time step between two subsequent geostationary satellite data acquisitions. Moreover, the strong relief located in the southern part of the study site shows that a significant amount of pixels remained in the shadow even when around mid-day. Thus, the impact of shaded areas should not be neglected in area characterized with strong relief.

**Figure 8.** Shadow Binary Factor evolution over day time (shadowed pixels in black and illuminated pixels in white).
4.2. Sky View Factor

A view factor is a geometric ratio expressing the fraction of the radiation output from one surface that is intercepted by another [30]. The sky view factor (Vs) accounts for the portion of the overlying hemisphere visible to a grid point. To calculate it, one needs to know the slope and the aspect of the point, as well as the horizon angle in a discrete set of directions [31]. In this study, the sky view factor is computed using the algorithm developed by Zaksek [32], where it is defined by the share of the visible sky above a certain observation point. The algorithm computes vertical elevation angle of the horizon in a user defined number of directions and radius range expressed in pixels. For the purpose of this study, several tests have been carried out to know what would be the best compromise between accuracy and computation time when choosing the number of search directions and radius range to compute the sky-view factor. The two first graphs presented in Figure 9 shows the improvement, expressed as mean difference, achieved: (a) by increasing the radius range for different set of directions and (b) by increasing the number of search directions for different radius ranges. The third graphs (c), shows the computation time required depending on the number of search directions and radius range.

In the Figure 9, the graph (a) shows that, whatever the number of search directions, the difference in Vs values obtained with different radius range reduces significantly between 10 and 30 pixel radius range. Over 30 pixels, the difference due to the increase of radius range is varying less. If one relates this results to the graph (c), showing that when the number of search directions or the radius range increase the computation time increases as well, a radius range of 30 pixels appears as the best compromise in this case. The same reasoning is followed to define the optimum number of search directions. The graph (b) shows that when using a radius range over 10 pixels, the major difference is between using 8 or 16 search directions. Increasing the number of search directions over 16 would only increase the computation time. From the results of these tests, directions and radius have been set to 16 directions and 30 pixels respectively, which is in line with the thresholds given in Dozier [31].

**Figure 9.** Sky-view factor parameter tests: (a) mean difference according to search radius value for difference search direction, (b) mean difference according to the number of search direction for difference search radius values, (c) computation time required depending on the number of search directions and search radius values.
5. Results and Discussion

The presented sub-pixel topographic correction method is made of two steps (Figure 5): the computation of sub-pixel corrected surface irradiance \( (E_{av}) \) leading to the estimation of the sub-pixel corrected surface reflectance \( (\rho_{av}) \). For each step, the impact of sub-pixel topography correction is analyzed. To highlight the improvement brought by integrating the sub-pixel topography effects, two levels of topographic correction are computed and compared: (1) a topographic correction at a pixel level, performed using the slope and aspect values degraded from 30 m to 1 km pixel size; (2) a topographic correction at a sub-pixel level, performed using slope and aspect at 30 m.

5.1. Sub-Pixel Topographically Corrected Irradiance

To quantify the impact of sub-pixel topography on the surface irradiance, the latter has been computed according to Equation (2) for different slope and aspect combinations and subtracted to the irradiance value obtained assuming a flat terrain. The slope ranges from 0° to 45° and the relative aspect, \( i.e., \) the difference between the solar azimuth angle and the terrain aspect, ranges from 0° to 180°. The computation is performed hourly from 9 am to 6 pm (UTC+8), and the SBF and the sky view factor have been set to 1. The Figure 10a shows hourly maps presenting the irradiance difference \( (\text{W} \cdot \text{m}^{-2}) \) between computation without and with sub-pixel topographic correction. As a summary, the Figure 10b provides the percentage of sub-pixel topographically corrected pixels that are overestimated, underestimated or equal as compared to the irradiance values estimated without topographic correction for each hour of day time.

The objective of this analysis is to highlight the impact of slope and aspect on estimated surface irradiance and to identify if there could be some compensation effects between slope and aspect variations. The graph presented at the bottom of Figure 10 shows that, whatever the time of the day, assuming a flat terrain would not lead to an error in surface irradiance estimation in only 2.17% (green line) of the cases. Thus, in only 2.17% of the tested combinations there is a compensation effect between the slope and aspect values that leads to the same results as if the surface was flat. Moreover, Figure 10 shows that the observed differences are not equally spread between under and over-estimation. Indeed, for the whole range of slope and aspect combinations tested, neglecting the sub-pixel topography mostly leads to an over-estimation of the surface irradiance. The over-estimation is even more important around the solar noon where it represents more than 70% of the cases. The observed errors can reach up to 600 W·m\(^{-2}\) or \(-600\) W·m\(^{-2}\) in some extreme topographic configurations with strong slope or aspect values, almost leading to a self-shadowing of the pixel. In those cases, there is far less direct illumination as compared to the corresponding flat surface and the irradiance that would be received by a flat surface at solar noon (about 1100 W·m\(^{-2}\)) is almost divided by 2. Those results support the observation made in Section 2, concerning the necessity to account for the sub-pixel topography effects because the averaged slope and aspect values at a pixel level would mask out the real effects of topography on the measured radiance. More than the fact that the distribution within kilometric pixel in this area is mostly not normal, the compensation effect that could be expected from a normal distribution of slope and aspect is not confirmed.
Figure 10. Difference between irradiance (W·m\(^{-2}\)) computed without and with sub-pixel topographic correction over the day (DOY = 115): (top) Difference maps ranging from \(-600\) (blue) to \(600\) (red) with the X axis representing the slope gradient and the Y axis the relative aspect, both in degree. (bottom) Irradiance difference summary according to local standard time.

To further explore the effect of applying a topographic correction at the sub-pixel level when computing surface irradiance, a second test is performed applying Equation (2) over the study site and assuming the reflectance of the adjacent terrain to be equal to 0.2 (arbitrary value representative of the study area). Thus, only the slope and aspect parameters derived from the DEM and available at a sub-pixel level are changing over the scene along with the different view and solar angles used in the computation changing according to the day and time of the day. The irradiance maps are computed
each five day of the year and each hour of the day, from 9 am to 6 pm (UTC+8). This time range was chosen because it represents a constant period over the year when the study site is always illuminated. The maps obtained with the pixel level method are subtracted to the corresponding maps obtained with the sub-pixel level method. Then the difference maps are summarized according to the five-number summary method that provides the sample minimum, the first quartile, the median, the third quartile and the sample maximum. From this, the spread of the difference between irradiance computed at pixel and sub-pixel level is derived hourly over the whole year, as presented in Figure 11. The spread of the difference is expressed as the interquartile range, which is the range between the first and the third quartile computed in the five-number summary. The graphs (a) and (b) show this daily interquartile variation over the year for the SBF and for the ratio between solar incidence and solar zenith angle respectively. Concerning the SBF, the difference is expressed as the difference in lighted area (km²). Those two variables have the highest impact in the difference between computing the total irradiance at pixel or at sub-pixel level (Equation (2)). The level of computation of the sky and terrain view factors is also impacting the topographic correction but the difference is fixed over the year. The graphs (c) and (d) show the daily interquartile difference spread over the year for the total irradiance, with real and normalized data respectively. Concerning the direct, diffuse and terrain irradiance variables used in Equation 2, their values vary over the day and the year. However, the values used for those variables are the same in both correction levels. Their values can then influence the shape of the graph but not the difference between the two methods.

**Figure 11.** Hourly and daily variation of differences between sub-pixel and pixel level corrections for: (a) Shadow binary factor, in km² of lightened area; (b) ratio between incidence and zenith solar angle in radian; (c) Total irradiance values in W·m⁻²; (d) Total irradiance normalized values in percentage.
Figure 11 shows that the differences between the two methods depend on the period of the year as well as on the time of the day. Concerning the total irradiance, it is important to make the distinction between the expression of the difference between pixel and sub-pixel level method expressed in W·m\(^{-2}\) (graph (c)) and the normalised value (graph (d)) given the difference in percentage. The latter shows that the largest differences between pixel and sub-pixel level topographic correction occur just after sunrise and just before sunset and especially in winter time, when the sun elevation is low. This is explained by the fact that the total irradiance is mainly influenced by the direct irradiance which is itself essentially controlled by the SBF. The latter, set to 0 or 1, controls the cast shadow of a pixel which means that it defines if a certain pixel receives direct irradiance or not. From the graph (a) in Figure 11, it appears that the largest differences in lighted area occur during the first and last hours of sunlight. The same observation is made for the ratio between incident and zenith solar angle. The dissymmetry of graph (b) is due to the fact that the computations are run between 9 am and 6 pm, so they are not always centered on the local solar noon. However, when looking at the difference between the two methods with respect to the total amount of irradiance expressed in W·m\(^{-2}\), the largest discrepancies can be observed in the middle of the day and especially in winter time. This is linked to the fact that largest values of direct and diffuse irradiance value are introduced in Equation (2) for this time of the day.

5.2. Sub-Pixel Topographically Corrected Reflectance Retrieved from Aggregated Landsat Data

The previous test highlighted the differences between surface irradiance computed at pixel and sub-pixel level (Figure 11). In order to validate the presented sub-pixel topographic correction quantitatively, a cloud free Landsat-7 (Data available from the U.S. Geological Survey) scene from the 27 October 2007 taken over the Tibetan Plateau is used (Figure 12). The methodology is developed to be used in the solar domain of the spectrum. Thus, only the four first bands as well as the panchromatic band (band 8) of the Landsat image were used. The Landsat data, available at 30 m resolution, can be used as ground truth and the same Landsat data aggregated at 1 km resolution can be considered as radiance values measured by a geostationary satellite. Then, three datasets are produced and compared for the validation: (1) a Landsat data at 30 m corrected using the DEM at the same resolution, which is then aggregated at 1km. This dataset will be considered as the reference data; (2) a Landsat dataset upscaled at 1 km and corrected for topography at pixel level (DEM at 1 km); (3) a Landsat data upscaled at 1 km and corrected for topography at sub-pixel level (DEM at 30 m).

To highlight the improvement brought by integrating the sub-pixel topography effects in the reflectance retrieved at 1 km, the results of pixel level (2) and sub-pixel level (3) topographic correction are respectively compared to the reference map (1). This comparison is performed for the four first bands and the panchromatic band of the selected Landsat scene. The differences obtained for the panchromatic band are presented in Figure 12c while the mean and standard deviation of the differences obtained over the whole scene are summarized in Table 1 for all the processed bands. Figure 12c shows a larger dispersion of the values for the difference between the reference and the pixel level correction while the difference between the reference and the sub-pixel level is more compact and located around zero. This result is the same for the five bands as shown by the statistics in Table 1. Thus, whatever the considered band, the sub-pixel topographic correction method provides more accurate results than the pixel level correction method in all the considered bands even if this
method tends to slightly overestimate the retrieved reflectance. This overestimation is the consequence of an underestimation of the surface irradiance. This may be explained by the fact that the correction method applied in this study is using the cosine law to account for topographic effects on direct irradiance estimation (Equation (2)) and several studies showed that this function tends to overestimate the corrected reflectance values [15,16,33]. Even if the proposed correction method also accounts for diffuse and terrain irradiance, the corrected values are still overestimated. However this overestimation remains low and concerns less than 30% of the pixels and is mostly under 0.03. In contrast, the pixel level correction tends to overestimate the surface reflectance for more than 60% of the pixels and this error can reach 0.05.

Figure 12. (a) Study site DEM, (b) Corresponding Landsat-7 scene and (c) Difference between reference reflectance and pixel (top) or sub-pixel (bottom) topographically corrected reflectance for the band 8 of Landsat-7.

Table 1. Difference mean and standard between the reference reflectance and pixel (left) or sub-pixel (right) topographically corrected reflectance for Landsat-7 band 1, 2, 3, 4 and 8.

<table>
<thead>
<tr>
<th></th>
<th>Pixel Level Mean</th>
<th>Pixel Level Standard Deviation</th>
<th>Sub-Pixel Level Mean</th>
<th>Sub-Pixel Level Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Band 1</td>
<td>0.007</td>
<td>0.012</td>
<td>−0.001</td>
<td>0.008</td>
</tr>
<tr>
<td>Band 2</td>
<td>0.007</td>
<td>0.013</td>
<td>−0.002</td>
<td>0.010</td>
</tr>
<tr>
<td>Band 3</td>
<td>0.007</td>
<td>0.015</td>
<td>−0.003</td>
<td>0.010</td>
</tr>
<tr>
<td>Band 4</td>
<td>0.007</td>
<td>0.017</td>
<td>−0.004</td>
<td>0.011</td>
</tr>
<tr>
<td>Band 8</td>
<td>0.007</td>
<td>0.016</td>
<td>−0.003</td>
<td>0.012</td>
</tr>
</tbody>
</table>

Furthermore, to quantify the impact of sub-pixel topography on reflectance retrieved from the Landsat-7 image aggregated at 1 km resolution, the standard reflectance product computed without accounting for topography is compared to the sub-pixel topographically corrected reflectance. Figure 13a shows the reflectance difference obtained when subtracting the sub-pixel corrected reflectance map
from the uncorrected reflectance map. Along with the histogram (Figure 13b), it shows that the sub-pixel corrected reflectance values are mostly higher than the uncorrected ones. This means that the surface reflectance is underestimated, then that the total irradiance is overestimated, when the sub-pixel topography effects are not considered. This result is logical as no shadow effect is integrated when neglecting sub-pixel topography effects. The Landsat-7 image used was recorded on the 27 October at 10.40 am (local solar time) with a sun elevation angle of 42.5 degrees. The scene (Figure 13a) is then illuminated from the lower right corner, and the only pixels where the reflectance values are higher without sub-pixel topographic correction are the pixel with a slope facing the sun. In this case, assuming a flat terrain led to an underestimation of the received irradiance and thus an overestimation of the reflectance.

Figure 13. (a) Maps of the differences between reflectance values estimated from Landsat-7 band 8 with sub-pixel topographic reflectance as compared to the uncorrected reflectance value, (b) graph summarizing the distribution of those differences.

6. Conclusions

For several decades, the necessity to correct satellite data for atmospheric and topographic effects before being able to perform further data processing, especially when working with times series, is known and a lot of studies have been carried out on that issue. Recently, thanks to the increasing resolution of available global DEM, it is possible to explore new ways to improve the accuracy of surface reflectance data measured from space. One way to benefit from those higher spatial resolution data is to integrate the effects induced by topography at sub-pixel level on low spatial resolution satellite imagery, such as the data measured by geostationary satellites. The study presented in this paper, proposes an operational method to correct the retrieved surface reflectance measured from space for this sub-pixel topographic effects. Inspired from an existing pixel level topographic correction, this sub-pixel level topographic correction method shows better results in retrieving the surface reflectance from satellite data compared to pixel level topographic correction, especially in rough area as the one selected on the Tibetan Plateau. Those results, in line with the findings of Wen [19], could be very
beneficial for the retrieval of reflectance form geostationary sensors such as MSG (Meteosat Second Generation), FY-2 (Feng-Yun) or GOES (Geostationary Operational Environmental Satellites), prior to be used for further products extraction. The larger differences observed between the two levels of correction are linked to the estimation of direct solar irradiance received by the surface, which is mainly controlled by the SBF. The estimation of the latter at sub-pixel level is crucial because it allows accounting for partial shadowing at pixel level. Indeed, as it is a binary parameter, it does not consider the possibility of partial shadowing of the pixel, while a significant fraction of the area covered by a kilometric pixel tagged as shadowed might actually see the sun. This can significantly affect the retrieved land surface reflectance values whereas 30 m resolution computations are much less affected by this discrepancy. In addition to the previous studies carried out on sub-pixel topographic heterogeneity, the integration of the adjacent terrain irradiance in the correction is a significant improvement as it represents an important contribution to the total irradiance when a pixel does not received direct sunlight. It is interesting to notice that the impact of the correction level depends on the period of the year and the time of the day, with a larger impact during the first and last hours of sunshine. The results clearly showed that the proposed methodology allowed for a better retrieval of surface reflectance, even if it tends to slightly overestimate the retrieved surface reflectance. This overestimation could probably be corrected by replacing the cosine law use in the first term of Equation (2) by a more efficient correction method. As the overestimation remains quite small so it could also be due to the surface Lambertian assumption when computing the irradiance reflected by the adjacent terrain. Even if the anisotropy properties of the land surface has been showed to be not the primary influencing factor, further investigations should be performed to integrate the anisotropy property of the surface in the sub-pixel topographic correction for the estimation of the terrain irradiance.
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