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Abstract: High quality sedimentary measurements are required for studying fluvial 

geomorphology and hydrological processes e.g., flood and river dynamics. Mobile laser 

scanning (MLS) currently provides the opportunity to achieve high precision 

measurements of coarse fluvial sediments in a large survey area. Our study aims to 

investigate the capability of single-track MLS data for individual particle-based sediment 

modeling. Individual particles are firstly detected and delineated from a digital surface 

model (DSM) that is generated from the MLS data. 3D MLS points of each detected 

individual particle are then extracted from the point cloud. The grain size and the sphericity 

as well as the orientation of each individual particle are estimated based on the extracted 

MLS points. According to the evaluations conduced in the paper, it is possible to detect 

and to model sediment particles above 63 mm from a single-track MLS point cloud with a 

high reliability. The paper further discusses the strength and the challenges of individual 

particle-based approach for sedimentary measurement. 
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1. Introduction 

Acquisition of high precision and high-resolution topographical and sedimentary data is crucial for 

fluvial processes and hydraulic modeling. The sediment particle size and shapes are among the 

determining factors of fluvial geomorphology.  

Laser scanning (LS) technology provides high-precision and high resolution three-dimensional (3D) 

topographical information, which allows more advanced estimation of river bed roughness and grain 

size distribution. The capacity of the terrestrial laser scanning (TLS) for fluvial morphology has been 

studied by Hodge et al. [1]. TLS is further used for studying roughness patterns [2,3]. Surface based 

statistical approaches have been applied to determine grain size [4] and surface sedimentology [5] by 

analyzing the local standard deviation of raw TLS point clouds or TLS produced digital surface models 

(DSM). Accurate surface roughness data derived from TLS are used as input data in computational 

fluid dynamics (CFD) [6]. However, data acquisition with TLS is limited to a plot scale survey range 

and limits a synoptic understanding of a larger study area. Furthermore, although TLS is capable of 

offering high precision 3D information at the single particle scale, an individual particle-based 

approach for sedimentary measurements from TLS data has thus far rarely been applied.  

High resolution (cm-mm level) mobile laser scanning (MLS) nowadays enables studies on highly 

detailed terrain features in a large surveying range. MLS was first introduced to fluvial research using 

a boat-based mobile mapping system (BoMMS) in Alho et al. [7]. The creation of the BoMMS system 

intrigues the adoption of MLS in fluvial studies, but the use of MLS for measuring river bed 

morphology, roughness, and surface sedimentology is still in its early stages due to the lack of 

automated processing and analysis algorithms of the hundreds of gigabyte data generated [8]. Since the 

MLS technology has advanced into the cm to sub-cm resolution, it is now possible to detect and to 

extract individual sediment particles from the MLS point cloud. If individual particles can indeed be 

automatically detected and extracted from MLS point cloud data, this will open the gate to acquiring 

more detailed sedimentary information (e.g., size, orientation, sphericity and roundness of each 

particle) in large areas, which could bring the quantity and quality of particle size measurements and 

surface roughness estimation beyond the current state of the art.  

The main objective of this paper is to conduct a baseline evaluation on the capacity of recent MLS 

technology for individual particle-based sediment modeling. Section 2 introduces the “Akhka” 

backpack MLS system that is applied to collect the single-track MLS data that is used for the 

individual particle detection and modeling. An automated 3D modeling process is developed to detect 

and to extract individual particles from the MLS raw point cloud, and to estimate the size, sphericity 

and orientation of each detected particle based on the extracted MLS points. The 3D modeling process 

is an iterative process combining three different approaches, namely: (1) the detection of individual 

particles from a digital surface model (DSM) generated from the MLS raw point cloud; (2) the 

delineation of the 2D boundary and extraction of MLS points of each detected individual particles; and 
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(3) the estimation of the particle size, sphericity and orientation based on the extracted MLS points of 

each particle. The computational algorithms of the three approaches are presented in Section 3. The 

results of the particle size estimation from the MLS data are compared with the field measurements. 

The capacity of the single-track MLS data for individual particle detection and modeling as well as the 

advantages and challenges of the individual particle-based process for sedimentary measurements are 

discussed in Section 4 of the paper.  

2. Data Acquisition and Preprocessing  

2.1. Study Site and Data Collection  

2.1.1. “Akhka” Backpack MLS System  

Backpack-based platforms [9,10] are designed to meet the challenges set by the terrains and 

environments that are hard to access for typical MLS platforms such as vehicles, UAVs and  

helium-balloons. In this study, a MLS system called “Akhka” is applied to collect the sedimentary 

information on the gravel bar in the study site.  

The laser scanning unit in Akhka is a FARO Photon 120 that uses a 785 nm laser with a power  

of 20 mW. The laser beam diameter at the scanner is 3.3 mm and the beam spreads according to a  

0.16 mrad divergence angle, which results a 20 mm laser footprint at 100 m from the scanner. The 

highest available angular resolution with a scanning frequency of 48 Hz is 0.3 mrad (0.018°) with PRF 

of 976 kHz, which produces a 6 mm point spacing of adjacent points in a scan profile at the typical 

range of 20 m. This is sufficient for 3D modeling purposes at mm resolution level within the scan 

profile. The scanner head in Akhka was mounted directly under the IMU unit and when operated it 

pointed downwards roughly at an angle of 40 degrees to yield cross-track profiles (Figure 1a).  

Figure 1. (a) Akhka backpack mobile laser scanning (MLS system that consists of a laser 

scanner, a tactical grade GPS-IMU navigation system and data recording computers. 

(b) An overview of the MLS data. Colors of MLS points reflect the elevation. Purple lines 

represent the scanning track. Reference spheres are marked with yellow circles. The center 

of the dataset (ETRS-TM35FIN (501303.67, 7755162.81)) is marked with a pink triangle. 

The location of the experimental data is marked with a red square (upper right to the 

study site). 

(a) (b) 
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A NovAtel SPAN GPS-IMU set (NovAtel DL-4plus receiver and GPS-702 antenna, Honeywell 

HG1700 AG11 tactical-grade RLG IMU) is integrated into the platform. The Waypoint Inertial 

ExplorerTM GPS-IMU post-processing software is applied to combine the reference station data with 

the GPS-IMU data collected by the SPAN equipment, and to calculate the survey track of the platform. 

The computed platform track (scanning track) together with the raw laser data and the system 

boresight calibration information are used to produce the 3D point cloud. Any noisy points were 

manually removed during the post processing of point cloud.  

2.1.2. Study Site and Experimental Data  

The study site is located in northern Finland on river Utsjoki, which is a tributary of the  

sub-arctic river Tana that forms part of the border between Finland and Norway. The river is usually 

covered by ice from November to April. The normal annual discharges on the study reach vary 

between 25 and 120 m3·s−1 and the water level rises several meters during the spring flood due to snow 

melt. Particle size on the river bed varies mostly from sand to fine gravel, and from coarse gravel to 

cobble and even boulders on the floodplain. The floodplain is almost entirely non-vegetated.  

These fluvial-geomorphological characteristics make the river Utsjoki a favorable area to undertake 

sediment modeling.  

The MLS measurement was conducted in an area of 50 m × 100 m on a gravel bar of the Utsjoki 

River in September of 2011 when the water level was at its lowest and the gravel bar was accessible. 

The data acquisition was carried out with 49 Hz scan frequency and 244 kHz point measurement rate. 

The platform speed is below 4 km·h−1. Data was recorded in blocks of 1,500 profiles, with a total of  

106 blocks. Eight spherical targets were located in the test area and registered with RTK-GPS in order 

to evaluate the geometric quality of the MLS point cloud data. According to the accuracy analysis 

reported in Kukko et al. [9], comparing the RTK-GPS measured and the MLS system measured 

locations of the eight spherical targets, the 2D RMSE (Root Mean Square Error) for all the targets was 

18 mm in the horizontal plane and 29 mm in elevation, the 3D RMSE for the targets was 34 mm. The 

absolute accuracy of the MLS point cloud data is 17 mm–23 mm regarding both (x, y) plane and 

elevation. The point density over the test area varies from 1,800 pts·m−2 to 50,000 pts·m−2, with the 

mean point density being 9,100 pts·m−2.  

During the same day as the MLS data collection, after the scan, 150 sediment particles were 

randomly selected from a 1.4 m × 1.4 m (2 m2) plot in the test area, the a- and b-axes of each selected 

particle were manually measured in the field, and the D50 in the plot is 70 mm. Since the main interest 

of this study is to investigate the potential of the single-track MLS data for individual particle-based 

sediment modeling, the MLS point cloud of the 2 m2 plot in which the manual grain size measurement 

was conducted is chosen as the experimental data. The entire MLS dataset of the test area and the 

location of the experimental data are illustrated in Figure 1b. The point cloud of the experimental data 

is presented in Figure 2a. There is no non-sediment object in the plot of the experimental data, and the 

plot is covered by a single scanning track. The total number of points in the plot is 32,907 pts, and the 

average point density is 1 pts·cm−2. The MLS points are heterogeneously distributed due to the 

influences from the platform speed, the scanning angle, the object surface orientation, and the object 

distance from the scanner. The maximum point spacing along the scan profile is about 3 mm and the 
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minimum point spacing along the scan profile is about 1 mm, while the maximum profile spacing 

along-track is about 69 mm, and the minimum profile spacing is about 3 mm in the experimental data.  

Figure 2. (a) MLS points projected in (x, y) plane. The red arrow marks the direction of 

the scan profiles, the black arrow marks the direction of the scanning track (platform 

track). The switching of footsteps during data collection produces lower profile spacing 

(higher scan profile density) along the scanning track due to a lower platform speed at 

those moments. (b) Digital surface model (DSM) generated from the MLS points. The 

scalar unit of (a,b) is in m, and the coordinates of the origin point in (a,b) is  

ETRS-TM35FIN (501341.42, 7755191.38). 

 
(a) (b) 

2.2. Generation of the DSM  

The DSM referred to here is a raster that represents the earth’s surface and includes ground objects 

on it. Individual sediment particles on river point bars are recognizable in the DSM by human eyes 

when the resolution of the DSM reaches the cm level. We therefore assume that it should be possible 

to automatically detect individual particles from a high resolution DSM.  

The DSM is generated from the MLS point cloud of the experimental data. Delaunay conforming 

triangulation [11] is applied to the MLS point cloud to create a triangulated irregular network (TIN) of 

the area. A natural neighbor interpolation [12] is then used to calculate a raster DSM from the TIN. 

Figure 2b shows the DSM generated from the MLS point cloud.  

The detection of individual sediment particles requires a high resolution DSM, but the resolution of 

the DSM is constrained by the point density of the MLS data. Theoretically, the resolution of the DSM 

can reach the minimum point distance, which is 1 mm for the experimental data. However, the highest 

resolution is not necessarily optimal for sediment modeling due to the interpolation deformations. 

Since both the maximum point spacing along the scan profile and the minimum point spacing between 

scan profiles are about 3 mm, a resolution approximating to 3 mm is chosen to guarantee that there is 

at least one MLS point per pixel along the scan profiles, while one MLS point per pixel can also be 

expected along the direction of scanning track at the locations where the scan profiles are dense. 

According to the size of the experimental data and the requirement of a resolution of approximately  

3-mm, a resolution of 3.2 mm is used for the final DSM calculation.  
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3. Methods 

The process of individual particle-based sediment modeling from MLS data is divided into three 

different approaches: first, the individual particles must be detected and separated from each other, 

which is achieved by a segmentation of the DSM; secondly, the 2D boundary of each individual 

particle has to be delineated from the DSM segment, and the MLS points of the particle need to be 

extracted from the point cloud according to its 2D boundary; finally, the particle size, sphericity and 

orientation are estimated based on an ellipsoid model that is calculated using the extracted MLS points. 

Figure 3 illustrates the work flow of the process, which begins with larger particles, and iterates 

through the three approaches to extract smaller particles until most of the plot has been covered by the 

extracted individual particles. Computational algorithms applied for the above mentioned approaches 

are introduced in Sections 3.1, 3.2 and 3.4. Section 3.3 provides more details on the iterative process.  

Figure 3. Detailed work flow of the iterative process of the detection, the extraction and 

the modeling of individual particles. The process iterates through the detection of 

individual particles and the delineation of the 2D boundary of the detected particles, until 

no more new particles can be detected from the DSM. The MLS points are then extracted 

for each particle according to their 2D boundaries. The size, sphericity and orientation of 

the individual particles are estimated based on the extracted MLS points.  
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3.1. Detection of Individual Particles from the DSM Segmentation 

The general concept of the DSM-based ground object detection is to segment the DSM according to 

the textural and morphological characteristics of the objects contained in the DSM. Considering the 

nature of the morphological features present by the sediment particles in the DSM, the classic digital 

image segmentation algorithm called Pouring is applied in order to isolate the individual particles. The 

DSM is smoothed and denoised before the segmentation to improve the outcome of the algorithm. 

3.1.1. Morphological Smoothing and Denoising of the DSM  

As shown in Figure 4a, due to the interpolations during the DSM generation, the sediment particles 

tend to present smooth boundaries in the DSM, while the heterogeneous distribution of MLS points 

produces bright undulations along the direction of the scan profile and dark holes along the scanning 

track direction, which requires smoothing and denoising of the DSM before segmentation. The 

challenge here is to find a good algorithm to clean the undulation and noises in the DSM, while 

keeping the boundaries of the particles intact. Instead of traditional isotropic diffusion algorithms such 

as Gaussian smoothing, morphological smoothing and denoising are chosen to fulfill the task.  

Figure 4. (a) Original DSM (3.2 mm resolution), examples of dark holes are marked in an 

ellipse, examples of undulations are marked in a circle. (b) Result of morphological 

smoothing and denoising, the ellipse marks the result of the denoising of dark holes, the 

circle marks the result of the smoothing of undulations. (c) Result of Pouring (first 

iteration). The scalar unit of (a–c) is in m, and the coordinates of the origin point in (a–c) is 

ETRS-TM35FIN (501341.42, 7755191.38). 

 
(a) (b) (c) 

The basic concept of morphological smoothing and denoising is to suppress the bright details 

smaller than a specified structuring element (SE) by Opening, and to suppress the dark details smaller 

than an SE by Closing [13]. The operation of Opening and Closing are different combinations of the 

basic morphological operations of Erosion and Dilation. The Erosion of a gray-scale image I with a 

gray-scale SE, noted as ሾܫ ْ ܫሿ, is defined as:  ሾܧܵ ٓ ,ݔሿሺܧܵ ሻݕ ൌ  minሺ௠,௡ሻאௌாሼܫሺݔ ൅ ݉, ݕ ൅ ݊ሻ െ ,ሺ݉ܧܵ ݊ሻሽ  (1)

that is to place the origin of SE at every pixel location (x,y) in the image I, and the erosion of I is to 

replace I(x,y) with the minimum of the difference value between I and SE in the coincident region  
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(m,n), where m and n define the size of the SE in the x and y directions. Dilation is the opposite of 

Erosion, noted as ሾܫ ْ ܫሿ and defined as: ሾܧܵ ْ ,ݔሿሺܧܵ ሻݕ ൌ maxሺ௠,௡ሻאௌாሼܫሺݔ െ ݉, ݕ െ ݊ሻ ൅ ,ሺ݉ܧܵ ݊ሻሽ (2)

that is to replace I(x,y) with the maximum of the sum value between I and SE in the coincident  

region (m,n).  

Erosion “darkens” the image in a general sense, namely, the bright features are reduced, dark 

features are thickened, and the background is darker, while Dilation presents the opposite effects. 

Erosion and Dilation by themselves are not very useful in terms of image processing, but these two 

basic operations become powerful when used in combination with higher-level processes such as 

Opening and Closing. The Opening of image I by SE is an Erosion followed by a Dilation, which can 

be noted as ܫ ל ܧܵ ൌ ሺܫ ٚ ሻܧܵ ْ  and the Closing of image I by SE is a Dilation followed by an ,ܧܵ

Erosion, i.e., ܫ • ܧܵ ൌ ሺܫ ْ ሻܧܵ ٚ ܧܵ . A simple interpretation of Opening is that the operation 

smoothens the image at its peak regions (neighborhood of local maxima) with the structure element 

SE; peak regions smaller than SE will be smoothed, the remaining parts of the image remain intact. A 

similar interpretation for Closing is that it smoothens the basin regions (neighborhood of local minima) 

of an image, basins, or gaps smaller than SE will be filled up.  

For the purpose of sediment particle segmentation, the bright undulations on the peaks of the DSM 

need to be smoothed and the dark holes at the basins should be eliminated. We use flat structure 

elements that are symmetrical, of unified intensity value and with the origin at the center for both 

Opening and Closing. An equilateral octagonal shape is applied to the structure elements to derive a 

suitable approximation for a circular structure. Since the average undulation width in the DSM is  

about 3 cm (10 pixels) and the average hole radius is about 1 cm (3 pixels), the structure element for 

Opening is larger (9 pixels in width and height) and the structure element for Closing is smaller  

(3 pixels in width and height). Figure 4b illustrates the results of the morphological Opening and 

Closing, in which, compared to the original DSM in Figure 4a, both undulations and holes are 

effectively smoothed, and the boundaries of sediment particles remain mostly untouched.  

3.1.2. Morphological Pouring  

Pouring regards the DSM as a “mountain range”. Larger intensity values correspond to mountain 

peaks, while smaller intensity values correspond to valley basins. Pouring segments the DSM in 

several steps. First, the local maxima are extracted, i.e., pixels that have larger intensity values than 

their immediate neighbors (in a 4-neighborhood). In the next step, a region expansion is 

simultaneously started from all the local maxima until “valley basins” are reached. The expansion is 

continued as long as there are chains of pixels in which the intensity value becomes smaller, just like 

water running downhill from the maxima in all directions. Points at valley basins are split amongst all 

neighboring segments in the last step. The Pouring is done by a uniform expansion of all the involved 

local maxima, until all ambiguous pixels are assigned. Pouring delivers a preliminary segmentation of 

individual particles. It can be assumed that there is at least one sediment particle inside each DSM 

segment. However, the boundaries of Pouring segments do not represent the boundaries of the 
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sediment particles (Figure 4c). The boundary of the individual particles must be delineated more 

precisely so that the MLS points of the particles can be accurately extracted from the point cloud. 

3.2. Delineation of Boundary of Individual Particles 

Because the Pouring algorithm tends to firstly find the locally dominant regions (mountain), and to 

assign the pixels of the subordinate regions (valley basins) to the dominant regions, a DSM segment of 

the Pouring results usually consists of a dominant particle (the largest or highest particle in its local 

neighborhood) and several subordinate particles (smaller and lower particles in the neighborhood). The 

exact 2D boundary of the detected particle needs to be delineated from the DSM segment so that the 

MLS points of the detected particle can be extracted from the point cloud accordingly. The active 

contour model is used to delineate the boundary of the dominant sediment particle in a DSM segment 

of the Pouring result.  

3.2.1. Active Contour and Curve Evolution  

The active contour models, also called “Snakes”, are first described in Kass et al. [14] as a 

controlled continuity spline curve under the influence of image forces and external constraint forces. 

Since the original work of Kass et al. [14], the active contour has become one of the most powerful 

instruments for boundary detection. The basic concept of Snakes is to find salient image features such 

as edges, lines, and subjective contours through the motion of a spline curve (like a snake) that 

minimizes certain energy functionals of the curve. For a Snake, an energy functional describing the 

total energy of a curve in an image system is defined so that the total energy of the curve is reduced 

while the curve moves toward the desired features in the image. The curve is locked to the features 

once it touches them because the total energy of the curve is then minimized and there is no further 

force to move the curve anymore. The classic energy functional of a curve ܥ is:  

஼ܧ ൌ ߙ ර|ܥ௦|ଶ஼ ൅ ߚ ර|ܥ௦௦|ଶ஼ െ ߣ ර|ܫߘሺܥሻ|ଶ஼  (3)

where ܥ௦ and ܥ௦௦ are the first and second derivatives of the curve ܫߘ ,ܥሺܥሻ is the gradient of an image ܫ  at the location of curve ܥ ߙ , , ߚ   and ߣ  are positive parameters. The first two terms control the 

smoothness of the curve, and the third term attracts the curve toward the features in the image.  

Since the energy functional depends on the parameterization of the curve and is not directly  

related to objects’ geometry, the classic model is non-intrinsic, and it is also not capable of handling 

change in the topology of the curve during its motion [15]. To improve the active contour models, 

Caselles et al. [15] proposed a geodesic approach of active contours that connects the classical energy 

based deformable spline curves to the geometric curve evolution, thereby leading to a great 

simplification of the formulation and the implementation of the active contour models.  

For a curve C denoted as: ܥሺ݌ሻ, ݌ א ሺ0, 1ሻ, with ܥሺ0ሻ ൌ  ሺ1ሻ to close the curve, the evolution ofܥ

the curve ܥ is to deform ܥ in time t by adding a velocity ܸ to each point ܥሺ݌ሻ along ܥ in the direction 

of the normal vector ሬܰሬԦ of ܥሺ݌ሻ:  C୲ ൌ V · NሬሬԦ (4)
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As shown in Figure 5, if ܸ  equals the curvature ݇  of the curve ܥ , the evolution ܥ௧  ൌ ݇ · ܰ ሬሬሬሬԦ  is 

according to the “curvature flow” and it will smooth and compress the curve until it shrinks to a small 

circle. If an external constraint functional ݃ூሺܥሻ is added, thus: C୲ ൌ ݃ூሺܥሻ · ݇ · ሬܰሬԦ (5)

the evolution of the curve will stop when ݃ூሺܥሻ ൌ 0. 

Figure 5. Curve evolution in curvature flow.  

 

With a given image ܫ, ݃ூሺܥሻ can be considered as an energy functional of curve ܥ in the image 

system ܫ, the total energy of C can be describes as: 

஼ܧ ൌ ݃ூሺܥሻ ൌ ර ݃ூ൫ܥሺ݌ሻ൯݀݌ଵ
଴  (6)

The task of the boundary detection by curve evolution can be interpreted as a gradient descent 

process of the energy functional ݃ூሺܥሻ, i.e., to deform the curve ܥ until the total energy of ܥ in the 

system of image ܫ is reduced to the minima. The minimization of the functional ݃ூሺܥሻ can be solved 

by deriving the Euler-Lagrange equation using calculus of variations. The Euler-Lagrange equation of ݃ூሺܥሻ is described as the following: ܥ௧ ൌ ݐܥ݀݀ ൌ ൫݃ூሺܥሻ݇ െ ,ሻܥூሺ݃ߘۃ ሬܰሬԦۄ൯ ሬܰሬԦ (7)

which is a curvature evolution with velocity ܸ ൌ ݃ூሺܥሻ݇ െ ,ሻܥூሺ݃ߘۃ ሬܰሬԦۄ. Comparing Equation (7) with 

Equation (5), there is an extra force ݃ߘۃூሺܥሻ, ሬܰሬԦۄ  in the Euler-Lagrange equation in (7), which 

represents the projection of the gradient ݃ߘூ of functional ݃ூ in the direction of the normal vector ሬܰሬԦ of 

the curve ܥ. This is because the image features hardly present ideal boundaries or edges within the 

image in the real world and, therefore, ݃ூሺܥሻ is unlikely to be 0. An extra constraint force is then 

needed to help the curve find the correct location and to remain there. Since ݃ߘூ is negative when ݃ூ is 

decreasing and positive when ݃ூ is increasing, the velocity V will increase when ݃ூ is decreasing and ܸ 

will decrease when ݃ூ is increasing. Furthermore, ݃ߘۃூሺܥሻ, ሬܰሬԦۄ actually accelerates the curve motion 

toward the desired boundaries and prevents the curve from overpassing them.  

The active contour models present their power especially when the desired feature presents noisy, 

segmented, or incomplete information in the image. The art of using active contours lies in the design 

of the ݃ூ function that is adapted to the different problems of feature delineation in 2D or even surface 

fitting in 3D spaces.  
  



Remote Sens. 2013, 5 4581 

 

3.2.2. Delineation of Particle Boundary Using Active Contour without Edges  

Most of the classical models of active contours rely on the edge-detectors depending on the image 

gradient ܫߘ to stop the curve evolution and, therefore, work well with those objects presenting high 

gradients at the boundaries. However, this is not the case for the sediment particles in the DSM. 

Because of the point density limitation of the single-track MLS data and the interpolation of the DSM 

generation, sediment particles tend to present very smooth features in the DSM, and the gradient at the 

grain boundaries can sometimes be even smaller than at other locations of the grain surface.  

In this paper, we use an energy function that is not based on the gradient of the image, and the 

active contour model is called “Active Contour without Edges”. The energy function ݃ூ is according 

the Mumford-Shah functional [16] and the curve evolution is implemented using the level sets as 

described in [17]. 

A parametric spline curve ܥሺ݌ሻ, ݌ א ሺ0,1ሻ  can be represented implicitly via a function ߶ , by  ܥ ൌ ሼሺݔ, ,ݔሻ|߶ሺݕ ሻݕ ൌ 0ሽ, i.e., ߶ = 0 at the location of curve C. The function ߶ is called a level set and 

it can be further formulated so that ߶ ൐ 0 inside the region closed by curve ܥ and ߶ ൏ 0 outside the 

curve ܥ (Figure 6). 

Figure 6. Level set ߶ of a curve ܥ. 

 

Using the geometrical definition of the normal vector ሬܰሬԦ and the curvature ݇ of a curve, it can be 

proved that: ሬܰሬԦ ൌ െ ఇథ|ఇథ| and ݇ ൌ divሺ ఇథ|ఇథ|ሻ (8)

Using the level set ߶, an energy function g in an image system I is designed based on the variance 

of the image values ܫሺݔ, ,ݔሺܫ ௜௡ and the variance ofݎܸܽ ሻ inside the curveݕ  .௢௨௧ݎܸܽ ሻ outside the curveݕ

Taking a binary image as an example, the values inside the boundary of an object are 1 while the value 

outside the object are 0, ܸܽݎ௜௡ + ܸܽݎ௢௨௧ of a curve in the image is equal to 0 only when the curve is 

located at the boundary of the object. For any other image, ܸܽݎ௜௡ + ܸܽݎ௢௨௧ ൎ 0 when the curve locates 

at the boundary of the object. The energy functional ݃ is:  ݃ሺ߶ሻ ൌ ߤ · ,ݔሺ߶ሺ݄ݐ݃݊݁ܮ ሻݕ ൌ 0ሻ ൅ ଵߣ · ,ݔሺܫሺݎܸܽ ,ݔሻ|߶ሺݕ ሻݕ ൐ 0ሻ ൅ߣଶ · ,ݔሺܫሺݎܸܽ ,ݔሻ|߶ሺݕ ሻݕ ൏ 0ሻ 
(9)

where ߤ ൒ ଵߣ ,0 ൐ 0 and ߣଶ ൐ 0 are fixed parameters, the first term is the length of the curve, the 

second term is ܸܽݎ௜௡ and the third term is ܸܽݎ௢௨௧. An associated Euler-Lagrange equation for function ߶ is deduced to minimize the functional ݃ሺ߶ሻ in (9) respect to ߶. Parameterizing the descent direction 

by an artificial time ݐ ൐ 0, the equation in ߶ሺݐ, ,ݔ  :ሻ isݕ
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௧ܥ  ൌ ୢథୢ୲ ൌ ఌሺ߶ሻߜ ቂሺߤ · divሺ ఇథ|ఇథ|ሻ െ ܫଵሺߣ െ ܿଵሻଶ ൅ ܫଶሺߣ െ ܿଶሻଶሻቃ,  ఋഄሺథሻ|ఇథ| ௗథௗேሬሬԦ = 0 on ߶ ൌ 0 
(10)

where ߜఌ  is the Dirac delta function as ߝ ՜ 0,  ܿଵ ൌ  averageሺܫ|߶ ൐ 0ሻ , ܿଶ ൌ  averageሺܫ|߶ ൏ 0ሻ ,  ሬܰሬԦ  denotes the exterior normal to the curve ܥ , and ݀߶ ݀ ሬܰሬԦ⁄  denotes the normal derivative of ߶  at 

the boundary.  

We follow the algorithm of Chan et al. [17] for the implementation with the restriction that at most 

only one particle can be delineated in one DSM segment at one time. We therefore restrict the curve 

evolution by initializing the curve ߶0(x,y) at the region of maximum in the DSM segment, and using 

the parameter setting as ߤ ଵߣ ,2552•0.05 =  ൌ ଶߣ ൌ 1 . The parameter setting is to guarantee the 

continuity of the first derivative without requiring the continuity of the second derivative in order to 

allow concave bends and to prevent sharp corners on the curve, as well as to ensure only one object 

boundary can be delineated (to find the dominant particle in the segment) in the calculation. The curve 

evolution stops when ܥ୼௧ is smaller than a 0.001 tolerance, which means the solution of the functional 

reaches to a stationary stage. Figure 7 shows some examples of the particle boundary delineation. 

Figure 7. Examples of 2D sediment particle boundary delineation using Active Contour 

Without Edges. (a–d) DSM segments of particles of different size, (a) Cobble, (b) Coarse 

gravel, (c) Coarse gravel in a complex neighborhood, (d) Medium gravel. (e–h) Results of 

Active Contour Without Edges. The scalar unit in (a–h) is in cm. 

  

(a) (b) (c) (d) 

  

(e) (f) (g) (h) 

3.3. Iterative Approach  

As mentioned in Section 3.2, the DSM segments derived by the Pouring algorithm usually contain 

more than one sediment particle. This fact can be easily recognized from the examples in Figure 7. The 

reason is that the Pouring algorithm only considers the most “competitive” single or group of local 

maxima as the starting points of its uniform expansion, which means that the algorithm selects the 

most dominant particle in a local neighborhood during the implementation in order to avoid an  

over-split of the DSM. It can be assumed that new local maxima will be found once the most 

“competitive” maxima, namely, the dominant particle are removed from the DSM.  
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According to the characteristics of the Pouring algorithm, it can be deduced that, (1) there is 

complete information of at least one dominant (larger or higher) sediment particle in a DSM segment 

of Pouring; (2) there can be complete and/or incomplete information of other neighboring subordinate 

(smaller or lower) sediment particles in a DSM segment; (3) once the information of the dominant 

sediment particles are removed from the DSM, it is possible to find other sediment particles by  

re-iterating the Pouring and the active contour algorithms on the updated DSM. During the boundary 

delineation, we use the initial curve and the parameter settings to restrict the active contour algorithm 

so that only the boundary of the dominant sediment particle can be delineated from one DSM segment. 

Once the exact boundaries of the dominant sediment particles are delineated, the information of those 

particles is removed from the DSM by replacing the intensity of the corresponding regions with a 

background intensity (e.g., 0). The Pouring algorithm is then re-iterated based on the updated DSM 

and the new segmentation results provide the information of other sediment particles that were 

subordinate in the previous calculation.  

Following the workflow demonstrated in Figure 3, the process iterates through the particle detection 

(DSM segmentation with Pouring algorithm) and the particle extraction (boundary delineation with 

active contour algorithm), until a termination criterion is satisfied (e.g., 95% of the DSM area has been 

covered by the delineated particle contours). MLS points of each individual particle are extracted 

according to the 2D boundary of the particle. A minimum volume enclosing ellipsoid (MVE) is then 

fitted for each particle based on the extracted MLS points. The location of the center, the directions 

and length of the three axes, are calculated, and the sphericity of the particle is considered as the same 

as the sphericity of the ellipsoid.  

3.4. Estimation of Particle Size, Sphericity and Orientation Based on Ellipsoid Model of MLS Points 

MLS points of an individual particle can be extracted from the point cloud according to the x, y 

coordinates of the MLS points and the 2D boundary of the particle delineated from the DSM. The 

MLS points present the 3D shape information of an individual particle or at least the protrusion part of 

an individual particle. In the study at this stage, we use ellipsoid model to fit the MLS points in order 

to estimate the size (a-, b- and c-axes), the sphericity and the orientation of an individual particle or the 

part of an individual particle captured by the MLS system. The concept of the covariance matrix is 

employed for the ellipsoid fitting.  

In statistics, for any given point set P in an assigned neighborhood, similarities between the points 

in the neighborhood can be found by means of the neighborhood’s covariance matrix M: ܯ ൌ 1|ܲ| ෍ሺ݌ െ ݌ሻሺߤ െ ௉אሻ்௣ߤ  (11)

where p is a point in P, represented by a 3 × 1 column vector [px, py, pz]
T, and μ is the mean of all 

points in P, i.e., the geometrical center of the local space that is described by matrix M. In the 

geometric interpretation, the covariance matrix M defines an ellipsoid that encloses the neighborhood, 

the axes of the ellipsoid lie along the eigenvectors of the covariance matrix M, and the axes’ lengths 

are the square roots of the eigenvalues of M.  
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However, this theory only stands for an ideal setting that requires the points to be normally 

distributed in the neighborhood, which is hardly the case with real life MLS data. Due to the obvious 

non-normality and nonlinearity of the MLS points, the induced covariance matrix becomes unreliable. 

To optimize the ellipsoid fitting, a minimum volume enclosing ellipsoid (MVE) is calculated. The 

computing algorithm is described in Khachiyan et al. [18], which is an iterative solver to minimize  log ሺdet ሺܣሻሻ subjected to an arbitrarily oriented ellipsoid defined by the equation:  ሺݔ െ ܿሻ்ܣ ሺݔ െ ܿሻ ൑ 1 (12)

where A is the covariance matrix that has the minimum det ሺܣሻ (i.e., volume), c is the center of the 

MVE, and x, c are vectors. For the implementation, we use an optimal algorithm described by 

Moshtagh [19], and the final solution is when ߲ log ሺdetሺܣ௧ሻሻ ߲⁄  is smaller than a tolerance (1 mm ݐ

for our calculations). Figure 8 illustrates the result of an MVE calculation for a cobble from different 

views. Notice that the heterogeneous distribution of the MLS points produces visual illusions, and it is 

very hard to judge the actual 3D spatial relationships between the points when viewed on screen. The 

ellipsoid model provides a rational estimation of the position of the center as well as the length and the 

direction of the three axes of an individual particle. 

Figure 8. (a) MLS points of a cobble and the 3 axes of its minimum volume enclosing 

ellipsoid (MVE). (b) Points and MVE projected in MVE’s a (magenta) and b (black) axis 

plane. (c) Points and MVE projected in the (y, z) plane. MLS points displayed in a local 

coordinate system, the scalar unit in (a–c) is in cm.  

(a) (b) 

(c) 
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4. Results and Discussions  

4.1. Results 

The experiment data was processed by the algorithm with three iterations. Altogether 750 particles 

were found within the 2 m2 plot, beside two boulders, 22.8% of the found particles were cobbles, 

63.87% were coarse gravels and 13.06% were medium gravels (Table 1). 

A 2D sediment map is generated combining the 2D contours and the 3D geometric characteristics. 

Figure 9 shows the 2D map of the detected sediment particles. Since we stopped the iteration when 

95% of the DSM had been delineated with individual particles, there is about 5% of non-segmented 

area (black regions in Figure 9d) in the DSM. These non-segmented areas consist of the un-delineated 

particles, gaps between particles and some errors (part of mistakenly delineated particles). After  

three iterations of the particle detection, it can be assumed that the particle size of the remaining  

un-delineated particles in the area will not surpass 63 mm. Technically the un-delineated particles in 

these areas can still be processed by another iteration, but we stopped the process because the reliability 

of the DSM segmentation and boundary delineation decreases as the number of iterations increases. 

Table 1. Distribution of detected sediment particles (ISO 14688-1 classification system).  

Name Size Range 

Number of Individual Particles 

Delineated by Iteration No. 
Total  

Number 

Distribution 

(Number) 

Distribution 

(Area) 
1st 2nd 3rd 

Boulder 200–630 mm 2 0 0 2 0.27% 2.91% 

Cobble 63–200 mm 116 45 10 171 22.80% 58.45% 

Coarse gravel 20–63 mm 12 269 198 479 63.87% 33.41% 

Medium gravel 6.3–20 mm 0 53 45 98 13.06% 0.48% 

Sum 130 367 253 750 100% 95.25% 

Figure 9. (a) MLS points. (b) DSM. (c) Boundaries of individual particles with the DSM 

in the background; Red, blue and green corresponding to the results of the first, second and 

third iteration. (d) 2D map of individual sediment particles: boulder (yellow), cobble (red), 

coarse gravel (blue), medium gravel (green), and non-segmented area (black). The scalar 

unit in (a–d) is in m, and the coordinates of the origin point in (a–d) is ETRS-TM35FIN 

(501341.42, 7755191.38). 

  
(a) (b) (c) (d) 
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4.2. Discussion  

4.2.1. Comparison with Field Measurement Results 

At the time when the field work was conducted in September 2011, the most pressing issue was to 

test the operability of the Akhka backpack MLS system in fluvial environments where other platforms 

cannot be used due to mobility limitations, and to analyze the capacity (resolution and accuracy) of the 

3D point cloud produced by the system under different scanning setting, terrain and object surface 

situations. The data collection was designed to meet the target of general performance evaluation of 

the MLS system rather than focusing on sedimentary measurements. A 1.4 m × 1.4 m (2 m2) plot was 

randomly chosen from the test area in the field and the a- and b-axes of 150 randomly selected 

particles in the plot were manually measured. The MLS data of the 2 m2 plot was selected as the 

experimental data for this study because it is the only place in the test area where valid field reference 

data is available. The field measured grain size distribution of the plot is listed in Table 2. Figure 10 

illustrates the comparison of the grain size distribution measured based on single-track MLS data and 

in the field.  

Table 2. Distribution of Field Measured Sediment Particles (ISO 14688-1 

classification system). 

Name Size Range Total Number Distribution (Number) 

Boulder 200–630 mm 6 2% 

Cobble 63–200 mm 82 54.67% 

Coarse gravel 20–63 mm 60 42% 

Medium gravel 6.3–20 mm 2 1.33% 

Sum 150 100% 

The comparison shows that the coarse gravel population of the MLS-based measurement (63.87%) 

is much higher than of the field measurement (33.41%), whereas the presence of cobble population  

in the MLS-based measurement (22.8%) is lower than in the field measurements (58.45%). The  

MLS-based measurement also provides a large population of medium gravel (13.06%), which 

disagrees markedly with the field measured result (0.48%).  

However, as shown in Figure 10, the population distribution of the four grain sizes in the field 

measured data presents a high correlation to the area distribution of the four grain sizes in the MLS-based 

measurement. Although the areal coverage of coarse gravel from MLS measurement (33.41%) seems 

to be smaller than the population rate from the field (42%), it should be noticed that there is 4.75% of 

un-segmented area left in the MLS-based measurement, and as mentioned in Section 4.1, the particle 

size of the un-segmented area will not surpass 63 mm, thus, it can only belong to coarse, medium or 

even finer particles.  

The presence of this kind of correlation is probably due to the result of the field measurements, 

which should ideally represent a random selection of sediment particles, but actually reflects the 

probability of a particle of a sediment class been selected from the plot rather than the population rate 

of the sediment class in the plot. However, the probability of a particle of a sediment class being 

selected is more likely determined by the areal coverage (e.g., the visibility to human eyes) of the 



Remote Sens. 2013, 5 4587 

 

sediment class in the plot. For example, despite the high population rate of the medium gravel 

(13.06%) in the MLS-based measurement, the actual areal coverage of medium gravel in the plot is 

only about 0.48%, and the visibility of the medium gravels is fairly low as shown in green in 

Figure 9d. Hence the chance for a medium gravel to be selected during the field measurement is 

limited by its low visibility in the plot. Therefore, we would assume that the grain size distribution 

according to population based on the MLS-based measurement is more relevant to the grain size 

distribution than the one measured in the field. 

Figure 10. Comparison of grain size distribution in the test plot based on the single-track 

MLS data and based on the field measurement. The first column for each sediment class 

(blue) represents the distribution according to the population rate measured from MLS 

data; the second column (red) represents the distribution according to the areal coverage 

measured from MLS data; the third column (green) represents the distribution according to 

the population rate measured in the field. 

 

Since there is lack of one-to-one measurement records for the particles from the field reference data, 

the evaluation of the MLS-based results at this stage can only rely on the distribution of the grain size. 

According to the comparison between the MLS-based measurements and the field measurements, there 

is a high correlation between the field measured grain size distribution and the MLS-based grain size 

distribution when considering the areal coverage of different sediment classes. With the current valid 

reference information, it is impossible to evaluate whether an individual particle is correctly extracted 

or how precise the size, sphericity and orientation estimation of a specific particle is.  

For a more rigorous validation of the individual particle-based sediment modeling process, we 

would propose a more sophisticated field measurement campaign that could provide one-to-one 

measurement records of the particles inside a test plot. Measured particles in the plot should be 

labeled. A photo of the whole scene would be needed to record the labels and locations of the 

measured particles. In order to reduce the impact of perspective distortion, the camera should be placed 

on a leveled stand and located in the center of the plot with the lens facing downwards to the ground, 

parallel to the surface. The particles should be labeled before the MLS data collection and measured after 

the MLS data collection so that the particle movements caused by the sediment measurements would not 

influence the results. If possible, TLS data should also be collected for the same test plot to serve as 

additional reference information for the evaluation of the performance conducted by the MLS system.  
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4.2.2. Impact Factors of the Performance 

The most influential factor of the individual particle-based sediment modeling process is the density 

and the distribution of the MLS points.  

The minimum detectable particle size is determined by the point density. The highest point density 

in the experimental data is 7 pts·cm−2, which means a 10 mm-size medium gravel can be described by 

more than five MLS points. With such a point density, there is almost 1 MLS point per pixel for the 

calculation of a DSM with 3.2 mm resolution. A 10 mm-size medium gravel will take at least 9 pixels 

on the DSM with little interpolation deformation, and therefore, could be detected by the algorithm. 

The lowest point density in the experimental data is 0.23 pts·cm−2, thus the calculation of the high 

resolution DSM (e.g., 3.2 mm) at those locations relied on interpolation, which leads to a strong 

smoothness of particle shapes in the DSM. Larger particles such as cobbles and boulders can be 

detected from the DSM, but the reliability of the estimation of the size and the orientation of particles 

at those locations is reduced because the point density controls the validity of the 3D shape of the 

particles. With an average 1 pts·cm−2 point density and a heterogeneous point distribution, the recent 

single-track MLS data can hardly capture sufficient surface details of a particle to support an analysis 

on the particle roundness. However, with the individual particle-based approach, it is possible to 

retrieve the 3D surface of a particle if the point density is high enough, and the particle roundness can 

be evaluated with surface-area measurement [20]. 

The point density of the MLS data is non-uniform due to the heterogeneous point distribution. The 

point distribution along the scan profile is determined by the scanning frequency of the laser 

equipment and the object distance from the scanner, while the point distribution along the scanning 

track is controlled by the platform speed. The experimental data of this study has 1–3 mm point 

spacing along the scan profile, and 3–69 mm profile spacing along the scanning track, which means 

that the plot is located within a 10 m range beside the scanning track, but not directly below the 

scanner. In order to derive a point density that is satisfactory for the detection of sediment particles 

above 20 mm (at least 1 pts·cm−2), we suggest that the target area should be within a 10 m range either 

side of the scanning track, and the platform speed (walking speed of the backpack carrier) should be 

kept as slow and even as possible.  

Another potential impact factor on the MLS data is the noise points introduced by non-sediment 

objects such as vegetation. The experimental data only contains information of sediment particles, thus 

there was no need to filter out any undesired points (e.g., vegetation points) in this study. However, a 

point classification and filtering approach might be necessary to produce a pure sediment point cloud 

from the MLS data for other studies. The classification and filtering of point clouds has long been 

studied within the field of LS technologies [21], and there are several approaches designed to work 

specifically with complex natural scenes [22]. 

The distribution of the sediment particles in the real world is also influential on the process. 

Sediment particles come in various sizes and shapes and they are usually touching or even overlapping 

each other. When captured by an MLS scanner, particles might cast shadows on one another, thereby 

leading to incomplete information being collected of some particles. The individual particle-based 

sediment modeling can only rely on the existing information in the MLS data, therefore, the modeling 

results might only represent the protrusion part of some sediment particle, and the estimated particle 
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size can be smaller than it is in reality. It can be assumed that multiple scanning tracks from different 

directions over the study area will improve the detection and shape modeling of individual sediment 

particles, for the problem of shadowing and obstruction can be reduced by using multiple scanning 

directions and the point density can be increased by multiple scanning tracks. The challenge of 

multiple scanning tracks might be in the calibration and precise registration of the point clouds from 

the different scanning angles and tracks.  

The automated algorithms can produce errors during data processing. When the undulations on the 

DSM cannot be overcome by smoothing, boulders and large cobbles can be over-split by Pouring and 

such an error is inherited by contour delineation. Omissions can happen when two sediment particles 

smoothly touch each other and active contour fails to detect the boundaries between them. The active 

contour without edge also faces difficulty finding the correct boundary of any sediment particle that is 

lying on the ground tilted and enclosed by other particles (Figure 11). Such an error leads to an 

underestimation of the particle size, and might produce an over split (a fake new particle) in the next 

iteration or leave a non-segmented area when the process terminates. Due to the errors propagating 

along different approaches, the reliability of the sediment particle extraction reduces as the number of 

iterations increases. For the estimation of particle size, sphericity and orientation, the MVE fitting 

considers the existing MLS points as complete information of a particle; hence the fitting result might 

be biased when the MLS points only capture fractional information of the particle.  

Figure 11. Example of a challenging case for contour delineation. (a) DSM segment.  

(b) Result of contour delineation (green) and expected left side boundary of the particle 

(yellow). Scalar unit in (a,b) is in cm. 

(a) (b) 

The performance of the process toward angular grains is affected by the DSM segmentation and the 

2D boundary delineation. The segmentation can tolerate the un-even particle surface of angular particles 

when the height variance on the particle surface dose not present long sharp break lines on the DSM. It is 

possible that an angular particle would be split to different segments at sharp concave basin of the 

particle surface by an extreme case. During the 2D boundary delineation, the sensitivity on angles of 

boundary is constrained by the continuity of the first and second derivative of the curve, which is a 

controllable parameter of the active contour models. In this study, the curve is constrained with the 

continuity of the first derivative, but the continuity of the second derivative is not required. This means 

the curve will bend at angular locations (no matter the angle is concave or convex), but will keep smooth 

at corners of an angular particle. The restriction of the first derivative continuity can be eliminated if very 

sharp corners along particle boundary are required. But the curve will then be very sensitive to any 

change along the boundary and is easily to be attracted to any other stronger edges, which might cause 
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deformations at the locations where strong impacts from DSM noise or neighboring sediments exiting. 

However, it should be noticed that the size, sphericity and orientation (and roundness when point density 

is high enough) is estimated based on the 3D MLS points. The 2D boundary is used to extract the MLS 

points but not for further analysis, so the influence of a slight smoothness bias on the 2D boundary to the 

final particle size, sphericity and orientation estimation is limited. 

5. Conclusions 

This paper conducts an evaluation of the fundamental capacity of mobile laser scanning (MLS) 

technology for individual particle-based sedimentary measurements. Despite the heterogeneous point 

distribution and the varying point density, the result proves the capability of the single-track MLS data 

in individual particle detection and modeling. One-by-one automated measurement of particle size, 

sphericity and orientation for coarse sediments can be achieved using single-track MLS data with an 

average point density of 1 pts·cm−2. Since single-track MLS collection is highly applicable for a larger 

area (e.g., the whole floodplain) in practice, the individual particle-based sediment modeling approach 

to MLS data provides the possibility for a quantitative, detailed investigation of particle size and 

surface roughness in a large area. 

The automated individual particle extraction and modeling process developed in this paper is a 

point cloud based procedure that has a high flexibility to be used on point clouds produced by other 

technologies such as terrestrial laser scanning (TLS). Based on the single-track MLS data, the process 

conducts credible modeling for boulders and cobbles (i.e., particle size above 63 mm). At locations 

with a high point density (5–7 pts·cm−2), the modeling of individual sediment particles can reach to 

medium gravels (i.e., particle size in 10–20 mm range). The process also provides a solution to 

measure particle size at mm-level local accuracy for larger sediment particles such as boulder and 

cobble. Sediment particles at the border of the experimental data are processed as the normal particles. 

A moving window approach is needed when the algorithm is applied to process a large area.  

The performance of the individual particle-based sediment detection and modeling is mainly 

impacted by the point density and distribution of the point cloud. The single-track MLS is limited by 

the single scanning direction and the heterogeneous point distribution. With a single scanning 

direction, neighboring particles may produce shadows to each other, and the heterogeneous point 

distribution causes low point density at some locations. The shadowing and the low point density 

reduce the completeness of information on individual particles, which might lead to an 

underestimation of the particle size. Over-split and omissions of individual particles are both possible 

due to the heterogeneous point distribution of the single-track MLS data. However, the results 

presented in the paper can be considered as a baseline evaluation for the individual particle detection 

and modeling using MLS technology, and the comparison shows a high correlation between the field 

measured and MLS-measured grain size distribution in the experimental data. The application of 

multiple scanning tracks from different directions over the study area might improve the result of 

individual particle detection and modeling by increasing the point density and reducing the particle 

shadows. With enhanced data collection, multi-track MLS may also enable further study on the 

classification of finer sediments such as gravel, sand, and silt. 
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The automated individual particle-based approach to MLS data has opened the access to detailed 

sedimentary measurement (on size, orientation, sphericity) of massive amount of sediment particles in 

large area. It is also possible to retrieve the 3D surface of a particle if the point density is high enough, 

and the particle roundness can be evaluated using surface-area measurement. The detection and 

modeling of individual particles actually provides a census of sediment particles in the study area, and 

the location of each detected particle can be registered. With a reference information of constantly 

fixed targets (this could consist of manually placed objects), multi-temporal data can be correspondently 

registered and be comparable, it would then be possible to track the change or the movement of 

individual particles in a certain location over the course of a timespan or an event, which is impossible 

with conventional measurement methods and the surface-based statistical approaches to laser scanning 

data. The utilization of such information in computational fluid dynamics has great potential for 

improving the simulation of flow characteristics and river dynamics. 
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