Using Visible Spectral Information to Predict Long-Wave Infrared Spectral Emissivity: A Case Study over the Sokolov Area of the Czech Republic with an Airborne Hyperspectral Scanner Sensor
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Abstract: Remote-sensing platforms are often comprised of a cluster of different spectral range detectors or sensors to benefit from the spectral identification capabilities of each range. Missing data from these platforms, caused by problematic weather conditions, such as clouds, sensor failure, low temporal coverage or a narrow field of view (FOV), is one of the problems preventing proper monitoring of the Earth. One of the possible solutions is predicting a detector or sensor’s missing data using another detector/sensor. In this paper, we propose a new method of predicting spectral emissivity in the long-wave infrared (LWIR) spectral region using the visible (VIS) spectral region. The proposed method is suitable for two main scenarios of missing data: sensor malfunctions and narrow FOV. We demonstrate the usefulness and limitations of this prediction scheme using the airborne hyperspectral scanner (AHS) sensor, which consists of both VIS and LWIR spectral regions, in a case study over the Sokolov area, Czech Republic.
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1. Introduction

Missing data in remote-sensing images result in only a partial understanding and interpretation of physical and biophysical processes or anthropogenic-based changes. There are several types and causes of missing data, such as problematic atmospheric conditions, like clouds [1–4], low temporal coverage [5] and temporary or permanent malfunctioning of the sensor or its communication system [6], saturated or malfunctioning bands [7] and saturated or malfunctioning pixels [8]. The ability to estimate the missing data would enable better interpretation of the question at hand. For that purpose, methods that have been developed and reported in the literature can be applied over the predicted data to generate any desired thematic map that would otherwise be difficult to create.

1.1. Approaches to Handling the Missing Data Problem

Prediction procedures generate new data to replace the missing data. This procedure is often called imputation [9], in general, or image inpainting [8,10] in the field of image processing. Missing data can be imputed with statistical methods [9], machine-learning methods or model-based methods [11]. The missing data problem can be handled by two approaches: “within sensor” and “between sensors”. The “within sensor” approach imputes the missing data by predicting malfunctioning bands or pixels using other operating bands or pixels from the same sensor. Alternatively, this approach can use a temporal series, where missing images are predicted using temporally adjacent images from the same sensor. The “between sensors” approach imputes the missing data by predicting the image of one sensor using the image of a different sensor. An example for the “within sensor” case can be seen in [7], where radiometrically-saturated pixels of the Landsat Enhanced Thematic Mapper Plus (ETM+) band 3 were imputed. The method used there exploited an internal correlation between the malfunctioning band and the other bands that were not saturated. An example of a “between sensors” case is demonstrated by [5]. That study demonstrated that the low temporal coverage of the ETM+ can be increased with the high temporal coverage of the advanced very-high-resolution radiometer and moderate resolution imaging spectroradiometer (MODIS) data using the spatial and temporal adaptive reflectance fusion model (STARFM), despite the differences in their spatial resolution. Other related studies are given in [12–15]. These methods are based on the fact that the different sensors are sensitive to the same spectral range.

1.2. Importance of LWIR Sensors and Their Relation to Reflectance

Long-wave infrared (LWIR) hyperspectral (HS) and multispectral (MS) sensors show unique mineralogical-detection capabilities, where minerals that cannot always be mapped uniquely with visible and near-infrared (VNIR)/short-wave infrared (SWIR) HS data, such as quartz, feldspar and chalcedony, can be identified in the LWIR spectral region [16,17]. Eisele et al. [18] have even demonstrated better prediction of soil properties using the LWIR vs. VNIR/SWIR sensor. Therefore, many satellite and airborne platforms incorporate a cluster of detectors/sensors with different spectral ranges to benefit from the unique land use land cover (LULC) characteristic identification capabilities of each spectral range (e.g., MODIS on satellite platforms and airborne hyperspectral scanner (AHS) on airborne
Despite the unique identification capabilities of the LWIR and VNIR and/or SWIR spectral regions, their reflectance albedo and emissivity are correlated according to Kirchhoff’s radiation law $\epsilon = 1 - \rho$ [19]. Reflectance albedos and emissivities have been studied, and a positive correlation was found in remote sensing data [20,21]. This correlation was utilized to quantify evapotranspiration by remote sensing [22,23]. For the narrow MS/HS spectral bands, the reflectance-emissivity relation is not straightforward, and the question of whether a portion of the emissivity spectrum in the LWIR region can be predicted using a portion of the VNIR or visible (VIS) spectral region remains open. Such a capability would make it possible to recover (or estimate) the emissivity spectra of areas whose LWIR spectral data are missing, but whose VNIR or VIS data are available.

1.3. Missing Data Scenarios in This Study

Among the different missing data scenarios discussed above, we focus on two possible ones: sensor malfunctioning and differences in field of view (FOV). In the first scenario, two detectors or sensors with different spectral ranges acquire data on the same geographical area, but one of the sensors stops its image acquisition as a result of sensor malfunctioning. The result is that sensor A has full spatial image coverage of the area and sensor B has partial spatial image coverage, as illustrated in Figure 1a. With airborne data, if the malfunction is detected and can be repaired during the flight, it is possible to repeat the acquisition at an additional cost. Otherwise, the data of sensor B remains missing. The option of repeating the acquisition after repairing the sensor is not available for satellite platforms. In the second scenario, sensor A and sensor B have different FOVs, which result in a different acquisition swath. In that case, sensor A covers a wider area than sensor B, as illustrated in Figure 1b. An example of such a case with airborne data is the airborne imaging spectrometer for different applications (Aisa) with two types of sensors Aisa-Eagle and Aisa-Owl. The Aisa-Eagle can cover the VIS spectral range with a FOV of $35.5^\circ$, and the Aisa-Owl can cover the LWIR spectral range with a FOV of $24^\circ$ [24]. The purpose of this study is therefore to develop a method that can make use of a VIS spectral range detector or sensor to predict an LWIR spectral range detector or sensor. In our case study, we use the AHS sensor, which incorporates both spectral range detectors.

1.4. Paper Outline

This paper is organized as follows. In Section 2, we describe the proposed sensor-to-sensor (SENTOS) prediction method, where one sensor is predicted using a different sensor and a learning dataset. Then, we describe the study area of Sokolov, Czech Republic, the AHS-acquired data and the datasets that were used in this study. In Section 3, we apply the SENTOS method to predict the LWIR spectral region using the VIS spectral region and evaluate the error of the predicted LWIR spectral image. In addition, we generate quartz and clay maps using the predicted LWIR spectral image and evaluate their performance using the receiver operating characteristic (ROC) curve. We conclude and suggest future work in Section 4.
2. Materials and Methods

2.1. Sensor-to-Sensor Prediction (SENTOS) Method

In this section, we describe the proposed method for predicting the spectral image of one sensor using the spectral image from a different type of sensor. The suggested method is based on the well-known $k$ nearest-neighbors imputation procedure [11, 25, 26] that has been successfully demonstrated for missing data imputation in forestry remote sensing, where missing forest-related characteristics were imputed using the Landsat thematic mapper TM and ETM+ satellite image data [27–31] or airborne light detection and ranging LiDAR image data [32–34].

The VIS and LWIR detectors/sensors have distinct spectral behaviors for various targets (e.g., water, crops, soils, etc.). The proposed approach neither models the relationship by using a linear/nonlinear transformation nor does it claim that a physical relationship between the sensors exists. However, the proposed approach uses a "similarity assumption", which suggests that same/similar materials will always retain corresponding reflectance (VIS) and emissivity (LWIR). Therefore, given a specific reflectance (VIS) spectra, the corresponding emissivity (LWIR) spectra can be deduced based on past measurements. In this study, we propose that if targets are measured by both VIS and LWIR
detectors/sensors, those measurements can be stored in a collection that produces a “spectral dictionary”. This dictionary can, in turn, be used to extract a corresponding spectra following the similarity assumption. For example, if a target has a VIS spectrum that has a matching same/similar VIS spectrum in the spectral dictionary, we can use the corresponding LWIR spectrum from the spectral dictionary as a good/reasonable estimate for the LWIR spectra of the target in question. In this section, we use a general notation in which the VIS spectral range detector/sensor is denoted by sensor A and the LWIR spectral range detector/sensor is denoted by sensor B.

The proposed method has two main steps. In the first, we determine the relationship between sensor A’s spectral range and sensor B’s spectral range. We generate a spectral dictionary using pairs of geolocated pixels of both sensor A and sensor B detectors/sensors acquired at the same time (green areas in Figure 1). In the second step, a second sensor A spectral image subset (over a different geographical area marked in red in Figure 1 where the sensor B spectral image is missing) and the spectral dictionary (which was generated in the first stage) are used to predict the second sensor B spectral image subset (which was missing).

Consider an area imaged by both sensor A and sensor B. Assume that part of this areas was imaged by both sensors simultaneously and part by only sensor A. For the subset of the area that was imaged by both sensors A and B simultaneously, we denote the sensor A measurement of this area by $X$ and its sensor B measurement by $Y$. The area for which a sensor A measurement exists without a sensor B measurement is denoted by $X'$, and its predicted sensor B image is denoted by $Y'$.

The subset images, $X \triangleq \{x_{ij}^{(p)}\}$ and $Y \triangleq \{y_{ij}^{(l)}\}$, will be used as a spectral dictionary and have the same spatial image dimensions, but a different number of bands, according to each of the sensors’ specifications where, $i = 1 : N_1$, $j = 1 : M_1$, $p = 1 : P$, $l = 1 : L$, $i$ is the $ith$ row, $j$ is the $jth$ column, $p$ is the $pth$ spectral band of $X$, $l$ is the $lth$ spectral band of $Y$, $N_1$ is the number of rows, $M_1$ is the number of columns and $P$ and $L$ are the number of spectral bands in images $X$ and $Y$, respectively. In the same manner, $X' \triangleq \{x'_{ij}^{(p)}\}$ and $Y' \triangleq \{y'_{ij}^{(l)}\}$ have the same spatial image dimensions, where $i = 1 : N_2$, $j = 1 : M_2$, $p = 1 : P$, $l = 1 : L$, $i$ is the $ith$ row, $j$ is the $jth$ column, $p$ is the $pth$ spectral band of $X$, $l$ is the $lth$ spectral band of $Y$, $N_2$ is the number of rows, $M_2$ is the number of columns and $P$ and $L$ are the number of spectral bands in images $X$ and $Y$, respectively. The spectral image, $Y'$, is our estimate of how the area of image $X'$ would look if it were acquired with sensor B.

The dimensions of the learning and predicted images are not necessarily the same and depend on the missing data scenario illustrated in Figure 1a,b. The dimensions of $X$ and $Y$ must be the same, as well as those of $X'$ and $Y'$. For example, if the data are missing due to a sensor malfunction, as illustrated in Figure 1a, then $X$ and $X'$ will have the same number of rows, but not necessarily the same number of columns. On the other hand, if the missing data are a result of a different field of view as illustrated in Figure 1b, $X$ and $X'$ will have the same number of columns, but not necessarily the same number of rows.

The relationship between sensors A and B is defined by their respective pixel locations. That is, since both spectral images were acquired over the same area, every pixel of sensor A’s spectral image has a corresponding geolocated pixel in sensor B’s spectral image. This defines the relationship between the two detectors/sensors, since the same material is captured with both. Therefore, if a sensor A pixel has
a very similar pixel in the spectral dictionary, it is likely that its corresponding sensor B pixel (in the spectral dictionary) will be similar to a sensor B pixel, if such a pixel was acquired and was not missing.

To estimate $Y'$, we propose the following scheme. We search for the $k$ nearest neighbors ($k$-NN) \[25\] of every pixel $x'_{ij}$ in $X$ under a distance metric, such as Euclidean, standardized Euclidean, Mahalanobis, cosine or correlation (described in Appendix A):

\[
[I_{ij}, d_{ij}] = knn(x'_{ij}, X) \quad \forall (i, j)
\]

where $I_{ij}$ is a $k \times 2$ matrix consisting of the locations of the $k$ pixels that are most similar to $x'_{ij}$ under the chosen metric and $d_{ij}$ is a $k$ dimensional vector indicating the distance of each neighboring pixel to $x'_{ij}$.

Then, we combine the information on the relationship between $X$ and $Y$ and the $k$ nearest neighbors of each pixel of $X'$ in $X$ to predict the desired spectral image $Y'$ as:

\[
y'_{ij} = \sum_{n=1}^{k} \alpha(n) y_{rt}
\]

where $(r, t) = I^{(n)}_{ij}$ is the pixel location of the $n$th nearest neighbor (of $x'_{ij}$) in $X$ and the weight of this $n$th nearest neighbor is given by [29]:

\[
\alpha(n) = \frac{(1/d_{ij}^{(n)})^t}{\sum_{m=1}^{k} (1/d_{ij}^{(m)})^t}
\]

The weight in Equation (3) is such that smaller distances are given higher importance in estimating $Y'$. This proposed method is illustrated in Figure 2 and the following pseudocode.

**Figure 2.** Sensor-to-sensor (SENTOS) prediction algorithm. Image $Y'$ is the predicted sensor B (long-wave infrared (LWIR)) spectral image using the sensor A (visible (VIS)) spectral image, $X'$. The nearest neighbors of every pixel in $X'$ are found in the sensor A (VIS) spectral image $X$. Each of those neighboring pixels has a corresponding sensor B (LWIR) spectral signature, and these are then used to generate the predicted sensor B (LWIR) image, $Y'$, by a weighted average.
Algorithm 1: SENTOS method pseudocode.

Data: $X, Y, X'$
Result: $Y'$

/* For every pixel that requires prediction */
for every pixel $x'_{ij}$ in $X'$ at location $(i, j)$ do

/* compute its distance metric to every (VIS) pixel in the spectral
dictionary */
for every pixel in $X$ at location $(r, t)$ do

$$d_{(ij)(rt)} = \sqrt{(x'_{ij} - x_{rt})(x'_{ij} - x_{rt})}$$
end

/* Find the $k$ nearest neighbors */
for $n=1:k$ do

$$(r, t) = \text{argmin}_{(r, t)} (d_{(ij)(rt)})$$
$I_{ij}^{(n)} = (r, t)$
$d_{ij}^{(n)} = d_{(ij)(rt)^{(n)}}$
end

/* Construct the predicted (LWIR) image using the indexes of the nearest
neighbors and the LWIR spectra in the spectral dictionary */
$$y'_{ij} = \sum_{n=1}^{k} \frac{(1/d_{ij}^{(n)})^{f}}{\sum_{m=1}^{k}(1/d_{ij}^{(m)})} Y_{ij}^{(n)}$$
end

Naively, $k$ nearest neighbors ($k$NN) computes the distance from a given pixel to all other pixels
and selects the $k$ ones with the smallest distance as the nearest neighbors. However, this operation in
computationally expensive, and in practice, faster algorithms exist, for example, constructing a search
tree on the space of pixels [35] or randomization-based search [36]. In this study, the search tree
technique is used for finding the nearest neighbors. The VIS sensor/detector serves as sensor A, and
the LWIR sensor/detector serves as sensor B.

2.2. Study Area

The Sokolov basin is located in northwestern Bohemia, Czech Republic. Its LULC consists of
vegetation cover, bare soil, water bodies and man-made materials. It is characterized by large areas
of vegetation cover, which include forests, agricultural areas, shrubs and grassland. It is largely affected
by mining activities, such as open casts, dump sites, abandoned mines and acid mine drainage [37–39].
Its main mining activities include coal, kaolinite and granite extraction. The area is surrounded by
cities, villages and agricultural areas, including the famous Karlovy Vary spa and springs. Recultivation
activities in this area include planting pine trees in waste dumps and filling the open casts of closed mines
with water, from either water pipes or shifted river streams.
2.2.1. Flight Acquisition, Sensor Description, Band Selection and Preprocessing

Airborne image acquisition was conducted on July 19, 2011 over the Sokolov area. The flight campaign included nine flight lines and one diagonal flight line. The airborne campaign was conducted in collaboration with the Spanish Aerospace Institute (INTA) using the AHS sensor [40] developed by Sensytech Inc. (Argon St. Inc., Beverly, MA, USA). The flight height was set to 1,839 m above ground level, acquiring imagery with a 90° FOV and 2.5 mrad instantaneous FOV, resulting in a spatial resolution of 4.6 m. The AHS sensor incorporates five detectors in the following manner: 20 bands in the range of 0.430–1.03 µm (VNIR, Si array detector), one band in the range of 1.55–1.75 µm (SWIR1, InSb array detector), 42 bands in the range of 2.0–2.54 µm (SWIR2, InSb array detector), seven bands in the range of 3.3–5.4 µm (mid wave infrared (MWIR), Mercury cadmium telluride (MCT) array detector) and 10 bands in the range of 8.20–12.70 µm (LWIR, MCT array detector). The bands in the SWIR (2.0–2.54 µm) region were very noisy, as were the bands in the near IR (0.826–1.03 µm). The first band in the VIS sensor (0.43 µm) was unusable. In this paper, we demonstrate the SENTOS method using the VIS range detector because of its widespread use on many airborne and satellite platforms. Therefore, 11 bands were selected for the VIS spectral image in the range of 0.5–0.796 µm, while the LWIR spectral image included nine bands in the range of 8.20–12.70 µm (LWIR region). The selected bands are summarized in Table 1. The 8-µm to 12-µm LWIR sensor has discriminative capabilities for quartz-composed minerals and clay minerals, which is important in this mining area. It can be used to monitor mining progress in the area as different layers of outcrops are revealed. Atmospheric correction for the VIS region was conducted with atmospheric correction now (ACORN) software [41], and emissivity in the LWIR spectral region was determined according to the temperature emissivity separation procedure [42]. Georectification of the AHS strips was performed with parametric geocoding and orthorectification for airborne optical scanner data (PARGE) software [43], and mosaicking of the rectified images was performed using environment for visualizing images (ENVI) software. The proposed approach and performance evaluation was implemented in Matlab by MathWorks Inc. (Natick, MA, USA).

Table 1. The airborne hyperspectral scanner (AHS) sensor bands used in the VIS and LWIR spectral regions. Abbreviations: visible (VIS), long wave infra-red (LWIR), wavelength (WL), full-width half-maximum (FWHM)

<table>
<thead>
<tr>
<th>Sensor</th>
<th>Band No.</th>
<th>Units</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
</tr>
</thead>
<tbody>
<tr>
<td>VIS</td>
<td>WL</td>
<td>[µm]</td>
<td>0.500</td>
<td>0.530</td>
<td>0.560</td>
<td>0.591</td>
<td>0.620</td>
<td>0.650</td>
<td>0.679</td>
<td>0.709</td>
<td>0.738</td>
<td>0.767</td>
<td>0.796</td>
</tr>
<tr>
<td></td>
<td>FWHM</td>
<td>[µm]</td>
<td>0.028</td>
<td>0.029</td>
<td>0.029</td>
<td>0.028</td>
<td>0.028</td>
<td>0.028</td>
<td>0.028</td>
<td>0.028</td>
<td>0.028</td>
<td>0.028</td>
<td>0.028</td>
</tr>
<tr>
<td></td>
<td>FWHM</td>
<td>[µm]</td>
<td>0.458</td>
<td>0.421</td>
<td>0.424</td>
<td>0.455</td>
<td>0.412</td>
<td>0.556</td>
<td>0.552</td>
<td>0.566</td>
<td>0.543</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

2.2.2. LWIR Prediction Schemes

Two subsets of the spectral image were selected to demonstrate the SENTOS prediction method, both subsets having quartz and clay minerals (Figure 3). The first subset, consisting of 200 rows and 200 columns, is located on the east side of Medard lake and includes the Medard abandoned coal mine.
This area is characterized by different recultivation activities, such as filling the Medard open pit with water and the deposition of weathered granites transported from the Druzba opencast mine northeast of Sokolov, and natural outcrops of clays and claystones of the Cypris Formation [37]. The second subset, consisting of 200 rows and 200 columns, was selected over the Jiri active coal mine. This area mainly includes outcrops of clay minerals, coal and deposition of granites (quartz-rich minerals) from the Nove Sedlo formation. Using these two subregions of the input image, we generated four different experimental datasets, as shown in Table 2. The VIS and LWIR spectral images (of both the Medard and Jiri subsets) were divided into two equally-sized right and left images, with each image consisting of 200 rows and 100 columns. In all four datasets, we used a VIS spectral image to predict an LWIR spectral image. In the first dataset, we predicted the right side of the Medard image using its left side. In the second dataset, we predicted the right side of the Jiri image using its left side. In the third dataset, we predicted the right side of the Jiri image using the left side of the Medard image. In the fourth dataset, we predict the left side of the Medard image using the right side of the Jiri image.

Figure 3. Sokolov area. The Medard and Jiri subsets used in this study are marked with red rectangles.
Table 2. Experimental image dataset scheme.

<table>
<thead>
<tr>
<th>Experiment Dataset No.</th>
<th>Medard Left</th>
<th>Medard Right</th>
<th>Jiri Left</th>
<th>Jiri Right</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Learning</td>
<td>Predicted</td>
<td>Learning</td>
<td>Predicted</td>
</tr>
<tr>
<td>2</td>
<td>Learning</td>
<td>Predicted</td>
<td>Learning</td>
<td>Predicted</td>
</tr>
<tr>
<td>3</td>
<td>Learning</td>
<td>Predicted</td>
<td>Learning</td>
<td>Predicted</td>
</tr>
<tr>
<td>4</td>
<td>Predicted</td>
<td>Learning</td>
<td>Predicted</td>
<td>Predicted</td>
</tr>
</tbody>
</table>

3. Experimental Results

To evaluate the performance of the SENTOS prediction method, we calculated two performance measures. The first was the LWIR emissivity prediction error described in Section 3.1, where we calculate the difference between the predicted and real spectral emissivities. Simulations using different distance metrics and different numbers of nearest neighbors are shown to support the choice of $k$ and the distance metric. The second performance measure, described in Section 3.2, evaluated the quartz and clay mineral mapping using the predicted LWIR emissivity image and compared the outcome to the quartz and clay maps obtained using the real LWIR emissivity image.

The LWIR and VNIR spectral regions exhibit complementary information with respect to the identification of minerals [44]. Therefore, it is important to validate the imputation of the missing LWIR data using thematic maps that incorporate the unique identification properties of the LWIR vs. VIS detectors/sensors. Such unique identification properties are known for quartz and clay minerals using the LWIR detector/sensor.

3.1. LWIR Spectral Image Prediction Error

3.1.1. Tuning the $k$NN Algorithm

The $k$NN method described in Section 2.1 can be used with different numbers of nearest neighbors and different distance metrics. To choose the number of nearest neighbors ($k$), we calculated the relative error between the predicted and real emissivities as a function of $k$. This error is given by:

$$e_{ij} = \sqrt{\frac{\sum_{l=1}^{L} (y''_{ij} - y'_{ij})^2}{\sum_{l=1}^{L} y''_{ij}^2}}$$

where $y''_{ij}$ is the real LWIR spectral image at the pixel location $(i, j)$, which we use to validate the predicted spectral LWIR image, $y'_{ij}$.

This relative error was calculated for every pixel in each of the four experimental datasets described in Table 2. Hence, the calculation of this error for each dataset resulted in a distribution of relative error values. We used the median value of the relative error distribution to quantify the performance for each dataset, for various distance metrics and numbers of nearest neighbors (Figure 4). The lowest median relative error was achieved using the Mahalanobis distance for all four datasets (Figure 4). Focusing on the Mahalanobis distance, we observed a significant drop in the relative error of 18% and 16% when $k$ was increased from one to five for the Medard and Jiri datasets, respectively. At
over 10 nearest neighbors, the marginal decrease in the relative error was less than 0.5%. These results agree with previous findings indicating a low marginal improvement between 10 and 15 nearest neighbors [27,45,46]. Thus, we chose to use the $k$NN method with 10 nearest neighbors and the Mahalanobis distance metric to generate the thematic map in Section 3.2.

Figure 4. Median values of the LWIR spectral image prediction error as a function of the number of $k$ nearest neighbors ($k$NN). Every subplot represents a different dataset: (a) Medard; (b) Jiri; (c) Medard-Jiri; and (d) Jiri-Medard. Each of these subplots incorporates five different metric distances with the following abbreviations: Euclidean (EUC), standardized Euclidean (SEU), Mahalanobis (MAH), cosine (COS) and correlation (COR).

![Figure 4](image.png)

3.1.2. Examples of Predicted LWIR Spectra

Examples of predicted LWIR spectra for both the Medard and Jiri image subsets with the chosen $k$NN parameters (described in Section 3.1.1) are given in Figures 5a,b, respectively. The predicted emissivity spectra are indicated with solid lines and the real emissivity spectra with dashed lines. For each subset image, two example spectra are given for quartz minerals and two for clay minerals. In these examples, the predicted emissivity spectra gave a good estimation of the real emissivity spectra and low prediction
errors of 0.28% and 0.41% for the quartz spectra and 0.74% and 0.99% for the clay spectra in the Medard image subset (Figure 5a).

**Figure 5.** Example spectra of the predicted spectral emissivity compared to the real spectral emissivity (shown with offset for clarity). Solid lines indicate predicted emissivity, and dashed lines indicate real emissivity. Two example spectra are given for quartz minerals and two for clay minerals. (a) Spectral emissivity examples from Medard dataset; (b) spectral emissivity examples from Jiri dataset. The relative error between the predicted and real emissivities is indicated in the legend.
Similar low prediction errors were achieved for the Jiri image subset, of 0.5\% and 0.86\% for the quartz spectra and 0.82\% and 0.76\% for the clay spectra (Figure 5b). These relative errors and spectra demonstrate that relative errors below 1\% give similar emissivity spectra. The results in Figure 4 show that for the chosen $k$NN parameters (discussed in Section 3.1.1), median relative errors of 0.79\% and 0.75\% were achieved for the Medard and Jiri datasets. This indicates that most of the pixels were predicted with high accuracy, similar to the example spectra in Figure 5. Higher median relative errors of 1.46\% and 2.37\% were obtained with the Jiri-Medard and Medard-Jiri datasets, respectively, indicating a much lower prediction accuracy.

3.1.3. LWIR Prediction Error across the Different Datasets

Figure 4, which was discussed in Section 3.1.1, shows the median relative prediction error. In that figure, higher values were observed with the Medard-Jiri and Jiri-Medard datasets. However, a broader view of the distribution around the median values is missing. Thus, more detailed boxplot graphs are shown in Figure 6, presenting the distribution of the relative errors [47].

**Figure 6.** Boxplot graphs of the error distribution calculated between the predicted and real LWIR spectral images. Each subplot represents the error associated with the following nearest-neighbor metrics: (a) Euclidean; (b) standardized Euclidean; (c) Mahalanobis; (d) cosine; (e) correlation; and (f) general descriptive boxplot graph. Every subplot has four boxplots, each one related to a different dataset with the following abbreviations: Me = Medard, Ji = Jiri, Me-Ji = Medard-Jiri and Ji-Me = Jiri-Medard.
A boxplot graph is drawn for each of the four datasets used in this study (Me = Medard, Ji = Jiri); each graph has five marks: the median value of the error distribution, the minimum and maximum values and the 25th and 75th percentiles of the error distribution indicating 50% of the distribution around the median, as shown in the boxplot legend in Figure 6f. We show the results of the prediction error for the following metric distances: Euclidean, standardized Euclidean, Mahalanobis, cosine and correlation (the mathematical description is given in Appendix A), where each subfigure in Figure 6 represents a different distance metric. The Medard-Jiri and Jiri-Medard datasets exhibited wider distribution spreads and higher values of median relative error than the Medard or Jiri datasets. This means that the Medard-Jiri and Jiri-Medard datasets introduced lower prediction accuracies than the Medard and Jiri datasets.

Figure 7. VIS and LWIR spectral images of the Medard dataset (VIS images are shown with true color composition, and LWIR images are shown with false color composition with bands 2, 4 and 8 (8.77 μm, 9.68 μm and 11.796 μm, respectively)). (a) Original VIS spectral image used for the learning stage; (b) original VIS spectral image of the area to be predicted in the LWIR spectral image; (c) original LWIR spectral image used for the learning stage; (d) original LWIR spectral image of the predicted area (used to validate the results); (e) predicted LWIR spectral image.
**Figure 8.** VIS and LWIR spectral images of the Jiri dataset (VIS images are shown with true color composition, and LWIR images are shown with false color composition with bands 2,4,8 (8.77 µm, 9.68 µm and 11.796 µm, respectively)). (a) Original VIS spectral image used for the learning stage; (b) original VIS spectral image of the area to be predicted in the LWIR spectral image; (c) original LWIR spectral image used for the learning stage; (d) original LWIR spectral image of the predicted area (used to validate the results); (e) predicted LWIR spectral image.

**Figure 9.** VIS and LWIR spectral images of the Medard-Jiri dataset (VIS images are shown with true color composition, and LWIR images are shown with false color composition with bands 2,4,8 (8.77 µm, 9.68 µm and 11.796 µm, respectively)). (a) Original VIS spectral image used for the learning stage; (b) original VIS spectral image of the area to be predicted in the LWIR spectral image; (c) original LWIR spectral image used for the learning stage; (d) original LWIR spectral image of the predicted area (used to validate the results); (e) predicted LWIR spectral image.
Figure 10. VIS and LWIR spectral images of the Jiri-Medard dataset (VIS images are shown with true color composition, and LWIR images are shown with false color composition with bands 2, 4, 8 (8.77 µm, 9.68 µm and 11.796 µm, respectively)). (a) Original VIS spectral image used for the learning stage; (b) original VIS spectral image of the area to be predicted in the LWIR spectral image; (c) original LWIR spectral image used for the learning stage; (d) original LWIR spectral image of the predicted area (used to validate the results); (e) predicted LWIR spectral image.

The resulting predicted LWIR spectral images are shown next to the real LWIR spectral images and the learning VIS and LWIR spectral images in Figures 7–10 for the Medard, Jiri, Medard-Jiri and Jiri-Medard datasets, respectively. The VIS spectral images are shown in true color composition, and the LWIR spectral images are shown in false color composition with band numbers 2, 4 and 8 (8.77 µm, 9.68 µm and 11.796 µm, respectively).

Each of Figures 7–10 is comprised of five subfigures according to the following: (a) VIS spectral image used in the learning stage; (b) VIS spectral image used to predict its corresponding LWIR spectral image; (c) LWIR spectral image used in the learning stage; (d) LWIR real spectral image used for validation and performance evaluation; and (e) predicted LWIR spectral image.

3.2. Predicting Quartz and Clay Mapping

In addition to the prediction error, we also evaluated the quartz and clay mineral mapping of the predicted LWIR spectral images. We produced quartz and clay mineral maps (Figures 11–14) from both real and predicted LWIR spectral images. The quartz and clay maps produced using the real LWIR spectral images were validated with a ground team survey according to the description in [37]. The quartz and clay maps were determined using the band ratio index based on their known absorption features in the LWIR spectral range [16,17] with the decision criteria given by:

\[
S_{ij} = \begin{cases} 
1 & \text{if } \frac{b_{ij}^{(4)}}{b_{ij}^{(2)}} > 1 \\
0 & \text{if } \frac{b_{ij}^{(4)}}{b_{ij}^{(2)}} \leq 1
\end{cases}
\] (5)
where $S_{ij}$ is the binary quartz mapping in pixel location $(i, j)$ and $b_{ij}^{(2)}$ and $b_{ij}^{(4)}$ are the emissivity values in pixel $(i, j)$ in bands 2 (8.77 $\mu$m) and 4 (9.68 $\mu$m), respectively. Similarly, the clay mapping decision criteria are given by:

$$C_{ij} = \begin{cases} 1 & \text{if } b_{ij}^{(4)}/b_{ij}^{(2)} < 1 \\ 0 & \text{if } b_{ij}^{(4)}/b_{ij}^{(2)} \geq 1 \end{cases}$$  \quad (6)

where $C_{ij}$ is the binary clay mapping in pixel location $(i, j)$. Figure 11a,c shows the quartz and clay maps from the real LWIR spectral images, respectively. The predicted quartz and clay maps using the predicted LWIR spectral image are shown in Figure 11b,d, respectively.

We quantified the performance of the quartz and clay mapping (Figure 15) by using the popular receiver operating characteristic (ROC) curve [48] in which the probability of false alarm ($P_{fa}$) and probability of detection ($P_d$) are calculated for each metric distance and each dataset for both the quartz mapping (Figure 15a) and the clay mapping (Figure 15b). The probability of false alarms ($P_{fa}$) was calculated as the number of pixels that were mistakenly indicated as quartz/clay pixels divided by the total number of non-quartz/non-clay pixels (as determined from the LWIR-defined quartz/clay map). The probability of detection ($P_d$) was calculated by dividing the number of correctly identified quartz/clay pixels by the total number of quartz/clay pixels (as determined from the LWIR-defined quartz/clay map). Every marker in Figure 15 is characterized by a marker shape and color according to the following marker notation: Euclidean-circle, standardized Euclidean-upright triangle, Mahalanobis-square, cosine-asterisk, correlation-inverted triangle and the following color notation: Medard (Me) dataset, blue; Jiri (Ji) dataset, black; Medard-Jiri (Me-Ji) dataset, red; Jiri-Medard (Ji-Me) dataset, magenta.

**Figure 11.** Medard dataset, quartz and clay mapping of predicted and real LWIR spectral images. (a) Quartz mapping of original LWIR spectral image; (b) quartz mapping of predicted LWIR spectral image; (c) clay mapping of original LWIR spectral image; (d) clay mapping of predicted LWIR spectral image.
Figure 12. Jiri dataset, quartz and clay mapping of predicted and real LWIR spectral images. (a) Quartz mapping of original LWIR spectral image; (b) quartz mapping of predicted LWIR spectral image; (c) clay mapping of original LWIR spectral image; (d) clay mapping of predicted LWIR spectral image.

Figure 13. Medard-Jiri dataset, quartz and clay mapping of predicted and real LWIR spectral images. Jiri coal mine area quartz and clay mapping using the Medard area as the learning image. (a) Quartz mapping of original LWIR spectral image; (b) quartz mapping of the predicted LWIR spectral image; (c) clay mapping of the original LWIR spectral image; (d) clay mapping of the predicted LWIR spectral image.
**Figure 14.** Jiri-Medard dataset, quartz and clay mapping of predicted and real LWIR spectral images. Medard lake area quartz and clay mapping using the Jiri coal mine area as the learning image. (a) Quartz mapping of the original LWIR spectral image; (b) quartz mapping of the predicted LWIR spectral image; (c) clay mapping of the original LWIR spectral image; (d) clay mapping of the predicted LWIR spectral image.

![Figure 14](image)

**Figure 15a** shows the ROC curve for the quartz mapping. While this figure introduces low $P_{fa}$ with all datasets and distance metrics, with the highest score of 0.12, the $P_d$ has a wider range of values, from 0.1 to 0.8. The best performance for the Medard dataset (blue) was achieved with the Mahalanobis distance, with $P_d = 0.71$ and $P_{fa} = 0.025$. The Jiri dataset (black) introduces the highest scores of $P_d = 0.38$ and $P_{fa} = 0.004$ for the Mahalanobis distance and a similar $P_d$ equaling 0.39, but twofold the $P_{fa} = 0.008$ for the cosine distance measure. This agrees with the superiority of the Mahalanobis distance described in Section 3.1. The Medard-Jiri dataset (red) shows a wide range of $P_d$, from 0.235 to 0.795, where the highest score was achieved with the standardized Euclidean distance and the lowest with the correlation distance. The Mahalanobis distance achieves a $P_d$ of 0.61 for this dataset with $P_{fa} = 0.018$, compared to $P_{fa} = 0.0326$ with the standardized Euclidean. The Jiri-Medard dataset shows the lowest $P_{fa} = 0.005$ with $P_d = 0.24$ compared to the 14-fold higher $P_{fa} = 0.071$ for the best scoring $P_d = 0.379$, which was achieved with the Euclidean distance.

**Figure 15b** shows the ROC curve for the clay mapping. This figure introduces a low $P_{fa}$ with all datasets and distance metrics, with the highest score of 0.19, while the $P_d$ has a wider range of values, from 0.025 to 0.875. The Medard, Jiri and Jiri-Medard datasets showed the best performance with the Mahalanobis distance, with $P_d$ and $P_{fa}$ pairs of (0.49, 0.084), (0.87, 0.038) and (0.53, 0.1). The Mahalanobis distance gave very low $P_d$ with a value of 0.08 and a low $P_{fa}$ of 0.015, as well as using the Medard-Jiri dataset, while the highest $P_d$ in this dataset was achieved with the correlation distance, yielding $P_d = 0.8$ and $P_{fa} = 0.094$. 
Figure 15. Receiver operating characteristic (ROC) curves. (a) ROC curve of quartz mapping; (b) ROC curve of clay mapping. Each dataset is represented by a different color as follows: Medard (Me), blue; Jiri (Ji), black; Medard-Jiri (Me-Ji), red; Jiri-Medard (Ji-Me), magenta. The distance metrics are abbreviated as: Euclidean (EUC), standardized Euclidean (SEU), Mahalanobis (MAH), cosine (COS) and correlation (COR). Better performance was achieved for the Medard (blue) and Jiri (black) datasets, since the predicted area is more similar to the learning area. The Medard-Jiri (red) and Jiri-Medard (magenta) learning areas are not similar enough to the predicted area and, therefore, achieve inferior performance.

In general, the Mahalanobis distance gave the best performance for quartz and clay mapping. This is in agreement with the relative error performance evaluation described in Section 3.1 and other research findings [49,50]. These quartz and clay maps are characterized by relatively low false-alarm rates, but a wide range of probability of detection capabilities, with better results being expected when the learning and predicted areas incorporate as many similar materials/LULC as possible.
3.3. Uncertainties, Errors and Accuracies

We demonstrated the proposed SENTOS method performance using qualitative and quantitative measures. The average relative error measure shows that an error of less than 0.8% is achieved when the spectral dictionary is taken from areas located close to the areas that are used for prediction. In cases where the areas used for prediction are located far from the areas used for spectral prediction, the average relative error becomes about 2.6%. Obviously, the prediction quality of the proposed method depends on the richness of the spectral dictionary. Only materials in the prediction area, which have corresponding similar materials in the spectral dictionary, will be predicted with high accuracy.

The same performance degradation is shown with the quartz and clay mapping results in Section 3.2, where the best combination of the probability of detection and false-alarm rate was achieved when the spectral dictionary was taken from areas located close to the areas that were used for prediction.

Another important factor that affects the prediction accuracies is the inaccuracy in atmospheric and geometric correction. These inaccuracies can cause pixels of similar materials to have different spectra and different materials to have very similar spectra (under the similarity metric used). Therefore, the corresponding reflectance spectra in the spectral dictionary will not represent the same material, and the estimated LWIR emissivity spectra will not match the real emissivity spectra.

Despite all these limitations of the proposed approach, the results indicate that when the spectral dictionary represents the prediction area well, the estimation will provide sufficient results.

4. Summary and Conclusions

In this paper, we introduced a new method to predict the emissivity of an LWIR spectral region using the reflectance from a VIS spectral region. The proposed method can be used for two main scenarios in which part of the LWIR data is missing. In both scenarios, the acquisition platform incorporates both VIS and LWIR spectral detectors/sensors. In the first scenario, the missing LWIR data is a result of sensor malfunctioning during the acquisition. In the second scenario, differences in FOV between the VIS and LWIR sensors (smaller FOV in the latter) result in missing data at the edges of the acquired area. The method is based on two stages. In the first stage, the two non-missing spectral images of the two detectors/sensors are used to determine the VIS-to-LWIR dictionary. In the second stage, the missing LWIR data are predicted using the $k$NN method, the existing VIS data and the VIS-to-LWIR dictionary from the first stage. Different properties of the $k$NN method were simulated, and the results indicated the lowest prediction error with the Mahalanobis distance and 10 nearest neighbors. Nevertheless, quartz and clay mineral thematic mapping using the predicted LWIR spectral image indicated that in some cases, other distance metrics demonstrate better performance than the Mahalanobis distance. This study demonstrated that it is possible to estimate missing data using a learning group that represents the missing data well. In our case study, the two spectral range detectors were incorporated on the same airborne platform. For future work on this subject, we suggest using the SENTOS approach to temporally impute low temporal LWIR spectral images with high temporal VIS spectral images in a manner similar to that used in methods, such as STARFM. Another interesting direction would be to improve accuracy by performing band selection/weighting according to the desired application (such as clay and quartz mapping). In addition, using the proposed method to estimate land surface temperature (LST) [51,52]
with limited calibrated data combined with VIS and/or LWIR data might be valuable for studies of, for example, climate change, land-atmosphere energy exchange and the global hydrological cycle.
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**Appendix**

**A. Metric Distances**

In this section, we describe the mathematical notations for the different metric distances used in this paper, where $d_{(ij)(rt)}$ is the distance between a pixel in the $i$th row and $j$th column to a pixel in the $r$th row and $t$th column.

**Euclidean distance:**

$$d_{(ij)(rt)}^2 = (x_{ij} - x_{rt})'(x_{ij} - x_{rt})$$

(A1)

**Standardized Euclidean distance:**

$$d_{(ij)(rt)}^2 = (x_{ij} - x_{rt})V^{-1}(x_{ij} - x_{rt})'$$

(A2)

where $V$ is the variance diagonal matrix.

**Mahalanobis distance:**

$$d_{(ij)(rt)}^2 = (x_{ij} - x_{rt})C^{-1}(x_{ij} - x_{rt})'$$

(A3)
where $C$ is the covariance matrix.

Cosine distance:

$$d_{(ij)(rt)}^2 = 1 - \frac{x_{ij}^t x_{rt}^t}{\sqrt{(x_{ij}^t x_{ij}^t)(x_{rt} x_{rt}^t)}}$$  \hspace{1cm} (A4)

Correlation distance:

$$d_{(ij)(rt)}^2 = 1 - \frac{(x_{ij} - \bar{x})(x_{rt} - \bar{x})'}{\sqrt{(x_{ij} - \bar{x})(x_{ij} - \bar{x})'(x_{rt} - \bar{x})(x_{rt} - \bar{x})'}}$$  \hspace{1cm} (A5)

where $\bar{x} = \sum_{ij} x_{ij}$ and $\bar{x} = \sum_{rt} x_{rt}$.
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