Comparative Analysis of Four Models to Estimate Chlorophyll-a Concentration in Case-2 Waters Using MODeRate Resolution Imaging Spectroradiometer (MODIS) Imagery

Anas El-Alem 1,*, Karem Chokmani 1, Isabelle Laurion 1 and Sallah E. El-Adlouni 2

1 Centre Eau Terre Environnement, INRS, 490 de la Couronne, Québec, QC G1K 9A9, Canada; E-Mail: karem.chokmani@ete.inrs.ca (K.C.); isabelle.laurion@ete.inrs.ca (I.L.)
2 Département de Mathématiques et de Statistique, Université de Moncton, 18 avenue Antonine-Maillet, Moncton, NB E1A 3E9, Canada; E-Mail: salah-eddine.el.adlouni@umoncton.ca

* Author to whom correspondence should be addressed; E-Mail: anas.el_alem @ete.inrs.ca; Tel.: +1-418-654-2570; Fax: +1-418-654-2600.

Received: 12 June 2012; in revised form: 27 July 2012 / Accepted: 2 August 2012 / Published: 13 August 2012

Abstract: The occurrence and extent of intense harmful algal blooms (HABs) have increased in inland waters during recent decades. Standard monitor networks, based on infrequent sampling from a few fixed observation stations, are not providing enough information on the extent and intensity of the blooms. Remote sensing has great potential to provide the spatial and temporal coverage needed. Several sensors have been designed to study water properties (AVHRR, SeaBAM, and SeaWIFS), but most lack adequate spatial resolution for monitoring algal blooms in small and medium-sized lakes. Over the last decade, satellite data with 250-m spatial resolution have become available with MODIS. In the present study, three models inspired by published approaches (Kahru, Gitelson, and Floating Algae Index (FAI)) and a new approach named APPEL (APProach by ELimination) were adapted to the specific conditions of southern Quebec and used to estimate chlorophyll-a concentration (Chl-a) using MODIS data. Calibration and validation were provided from in situ Chl-a measured in four lakes over 9 years (2000–2008) and concurrent MODIS imagery. MODIS bands 3 to 7, originally at 500-m spatial resolution, were downscaled to 250 m. The APPEL, FAI, and Kahru models yielded satisfactory results and enabled estimation of Chl-a for heavy blooming conditions (Chl-a > 50 mg·m⁻³), with coefficients of determination reaching 0.95, 0.94, and 0.93, respectively. The model inspired from Gitelson did not provide good estimations compared to the others ($R^2 = 0.77$). However, the performance of all models decreased when Chl-a was below 50 mg·m⁻³.
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1. Introduction

Sustainable management of water resources became a real interest for the international community a few decades ago. Although Canada holds 9% of the renewable supply of freshwater for 0.5% of the worldwide population [1], this precious resource needs to be managed responsibly. Evidence that a lot of countries currently suffer from water penury cannot be denied [2]. Globally, the origin of the penury is attributed in part to the deterioration of water quality caused by the development of Harmful Algal Blooms (HABs), such as cyanobacterial blooms. The increasing development of such HABs reflects the advanced state of aquatic ecosystem eutrophication caused by urban, agricultural, and industrial developments. Once established in lakes, cyanobacterial populations are extremely difficult to control except through the long-term reduction of nutrient inputs from the watershed and from internal sources.

Currently, the most common way to detect the presence of blooms is in situ sampling, generally through riverine claims [3]. However, neither the spatial distribution nor the temporal frequency of such monitoring programs is sufficient to detect the spatial extent, intensity, and duration of HABs in water bodies, especially during periods of heavy blooms [4], and for a country like Canada that covers a very large area with a great number of lakes. In situ sampling and sample analyses are laborious, and the results obtained are often difficult to interpret because of HAB heterogeneous spatial distribution and sudden rise and fall [5]. In addition, standard in situ sampling and sample analyses are expensive. More than $650,000 CAN was spent to collect and analyze in situ samples from 150 water bodies in the province of Quebec alone during 2009 [6].

Remote sensing, with its synoptic viewing, consistent recurrence and capacity to provide information over a wide range of wavelengths represents an attractive alternative method to monitor algal blooms. Satellite sensors that provide data in visible and near infrared (NIR) wavelengths can be used to estimate chlorophyll-a concentration (Chl-a) based on its high absorption of the blue and red part of the electromagnetic spectrum, and its high reflectance of the green and NIR wavebands. Thus, bio-optical models that relate the apparent optical properties of water bodies to their inherent optical properties can be used to estimate Chl-a [7].

To date, however, the use of satellite data has been limited to open ocean waters classified as Case-1 waters, in which phytoplankton and co-varying material of biological origin are the principal constituents responsible for variations in ocean inherent optical properties [8] and algal pigments are often the only component optically active in the water [9]. Remote sensing data have been efficiently used to detect marine algal blooms in recent decades [10–14]. The basic approach has been to model the apparent optical properties of oceans from remote sensing data as a function of Chl-a alone [15]. However, while the estimation of Chl-a is a relatively easy task for Case-1 water, monitoring algal blooms in lakes and coastal water classified as Case-2 waters is a challenging one. The remote sensing reflectance (R) spectra of these water bodies is generally complex because of the presence of many optically active components, such as chlorophylls and carotenoids from phytoplankton and aquatic plants, total suspended solids (TSS), colored dissolved organic matter (CDOM), and sometimes
bottom reflectance [16]. Generally, the algorithms developed to detect blooms based on the absorption properties of a single variable absorbing near 700 nm (typical of Chl-a) are inadequate for this type of waters [15]. Furthermore, the older generation of sensors dedicated to the study of water properties lack sufficient spatial resolution to assess Chl-a in Case-2 waters. Nevertheless, recently, sensors such as the MODerate Resolution Imaging Spectroradiometer (MODIS) and the MEdition Resolution Imaging Spectrometer (MERIS), with their full spatial resolution of 250 m and 300 m respectively, are increasingly used to achieve this goal. This makes the two sensors very concurrent in such applications. Also, many other sensors were used successfully, such as Landsat TM to retrieve Chl-a and suspended solid concentrations in lake Kasumigaura using neural network technique [9] and to develop an algorithm for assessing phycocyanin concentrations in lake Erie in order to improve the understanding of temporal and spatial dynamics of cyanobacterial blooms. SeaWiFS data were also used to establish the seasonal distribution pattern and intensity of phytoplankton and terrigenous input [17], and AHVRR to point out the behavior of main taxonomic groups of Baikal lake phytoplankton in relation to ice conditions [18], or to assess other water quality parameters [19,20]. Recently, QuickBird and MERIS data were also used to assess cyanobacterial blooms based on their specific pigment (phycocyanin) in Lake Champlain [21]. Thus, many semi-analytical algorithms [12,22–26] and indexes [13] are now available in the literature to retrieve the Chl-a concentration of inland water bodies.

For this study, because of the large number of days with cloud cover over the selected lakes and the relatively low number of in situ measurements, we chose to use MODIS (revisit time of 1 day) rather than MERIS (revisit time of 3 days) in order to collect enough data for model calibration and validation. The first two of the 36 MODIS bands in the red/NIR have 250-m spatial resolution. The rest of the visible and infrared (IR) bands which are the most appropriate for the detection of Chl-a, CDOM and suspended particles have resolutions larger than 250-m. However, the spatial resolution of MODIS bands 3 to 7 can be downscaled from 500- to 250-m spatial resolution using the approach of Trishchenko et al. [27]. In this manner, the first seven bands of MODIS sensor become available at 250-m spatial resolution, covering the visible, NIR, and IR parts of the spectrum. It is important to notice that the bands originally at 250-m spatial resolution and those downscaled were originally designed for aerosol, cloud and land applications. The MODIS bands designed for surface water studies are at 1-km spatial resolution, which is not optimal for monitoring algal bloom in lakes, especially in small and medium-sized ones. Thus, the challenge is to demonstrate that the first seven bands of the MODIS sensor can be used to estimate Chl-a in water bodies after spatial resolution enhancement.

The purpose of this research is to evaluate the performance of the three bio-optical models most commonly used in the literature (Kahru, Gitelson, and FAI (Floating Algae Index)) and of a novel approach named APPEL (APPrroach by ELimination) to estimate Chl-a in a series of lakes in the southern part of Quebec province. The assumption that MODIS bands, not originally developed for water applications, can be used to detect algal blooms in small and medium-sized inland water bodies was also tested.
2. Material and Methods

2.1. In situ Data

Four lakes were considered in this study: Missisquoi Bay of Lake Champlain, Lake Brome, Lake William, and Lake Nairne, with surfaces of 45, 41, 4, and 2 km², respectively (Figure 1). These lakes are part of a program to monitor water bodies with recurrent cyanobacterial blooms carried out by the Ministère du Développement Durable de l’Environnement et des Parcs (MDDEP). The data were collected over a period of 9 years (2000 to 2008) at several sites on the four lakes (Figure 2) and included cyanotoxins (equivalent total microcystin-LR and anatoxin-a), algal pigments (Chl-a, pheophytine-a), phytoplankton abundance, and physicochemical characteristics of lake water (total phosphorous, total nitrogen, pH, turbidity, Secchi depth, surface temperature).

Figure 1. Geographic disposition of the studied lakes.

Chl-a was used as a proxy of the total algal biomass and potential indicator of HABs. A total of 168 Chl-a in situ measurements and a corresponding 62 MODIS images were obtained. Of these, 51 values were used for the model calibration/validation, corresponding to a sub-group of 22 images. The rest of the data set was unexploited due to the presence of clouds and/or cloud shadows on the measurement sites or to the bad quality of the images. The largest sample size was in Missisquoi Bay (N = 37) and
the smallest was in Lake Brome (N = 6). The concentration of Chl-a varied between 2.5 mg·m$^{-3}$ (Lake Nairne, 2007) and 91,000 mg·m$^{-3}$ (Missisquoi Bay of Champlain Lake, 2003).

A second data set collected by the MDDEP over 5 years (2004 to 2008) was used for field truth validation. These data contained two kinds of observations: (1) field maps where the spatial distribution of algal blooms is delimited, and (2) records of observations made by technicians from regional directorates of the MDDEP as to whether blooms were present on a lake or not. It is important to note that no laboratory analysis was made for this data set. We used this latter to evaluate the ability of the models to detect the presence of algal blooms by comparing in situ observations to the corresponding dates of MODIS images.

**Figure 2.** Water sampling stations on the four studied lakes.

2.2. MODIS Data

The remote sensing data used were acquired by the MODIS sensor aboard the TERRA platform of NASA’s Earth Observation System (EOS). The MODIS Level 1B product is a set of geo-located and calibrated data. The MODIS sensor operates across a very wide spectrum, with 36 bands that cover the region from 0.4 to 14.4 µm, observing with a spatial resolution varying from 250 m to 1 km. Sensor data are available from the website (http://ladsweb.nascom.nasa.gov/data/search.html) in HDF format. The satellite passes over the study site between 2:00 and 4:30 pm GMT on an ascending orbit. For this study, images from 2000 to 2008 were downloaded and pre-processed. Only the first seven MODIS bands were utilized, the first two being available at 250 m spatial resolution, and bands 3 to 7 available at 500 m but downscaled to 250 m. Table 1 summarizes the characteristics of the bands used in this study.
Two pre-processing steps were performed: spatial resolution downscaling and atmospheric correction. Downscaling entails three phases. 

**Phase 1:** Downscaling of the MODIS/Terra bands 3–7 at 250 m spatial resolution using adaptive regression and radiometric normalization, as described in Trishchenko et al. [27].

**Phase 2:** Improvement of the spatial resolution by re-projecting the images from the Sinusoidal to the Lambert conformal conic (LCC) projection. Originally, the L1B products of MODIS data are projected on a sinusoidal system, introducing a substantial distortion of areas distant from the central meridian. However, the LCC superimposes a cone over the Earth sphere with two reference parallels secant to the globe and intersecting it, which minimizes distortion when projecting a three-dimensional surface to a two-dimensional surface, and enhances the quality of the spatial resolution especially in North-American and polar zones.

**Phase 3:** Production of clear sky, cloud, and cloud shadow masks by applying a scene identification algorithm. The algorithm uses an exclusive criteria sequence. Bare grounds are identified and excluded, based on a high contrast of reflectance between the band-1 and band-6. Thereafter, snow and ice pixels are excluded, followed by water pixels and cloud pixels. After excluding all classes above, the remaining pixels likely belong to cloud free land class.

Recent works clearly show that atmospheric correction found to be significant in water applications, especially in NIR part of the spectrum [28–30]. Several atmospheric correction models are available and can be divided into two categories: deterministic such as MODTRAN [31], EXACT [32], 6S [33] or SMAC [34], and empirical like empirical line method [35] and the dark pixel or histogram method [36]. However, it has been shown that the most effective atmospheric correction algorithms are the simplest [30]. Thereby in our work, the MODIS data were corrected using the SMAC model (Simplified Method for Atmospheric Correction), a simplified and operational version of the 5S codes (Simulation of the Satellite Signal in the Solar Spectrum), because it can perform an atmospheric correction within a short time [34]. All pre-processing steps (downscaling, re-projection, production of a clear-sky mask and atmospheric correction) were performed using an automatic tool developed by the Canadian Centre for Remote Sensing [37].

### Table 1. Characteristics of the MODerate Resolution Imaging Spectroradiometer (MODIS) bands used in the present study.

<table>
<thead>
<tr>
<th>Primary Use</th>
<th>Band</th>
<th>Bandwidth (nm)</th>
<th>Spatial Resolution (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Land/Cloud/Aerosols Boundaries</td>
<td>1</td>
<td>620–670</td>
<td>250</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>841–876</td>
<td>250</td>
</tr>
<tr>
<td>Land/Cloud/Aerosols properties</td>
<td>3</td>
<td>459–479</td>
<td>500</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>545–565</td>
<td>500</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>1230–1250</td>
<td>500</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>1628–1652</td>
<td>500</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>2105–2155</td>
<td>500</td>
</tr>
</tbody>
</table>

### 3. Algorithms Used to Estimated Chl-a Concentration

Three semi-empirical algorithms (Kahru, Gitelson, and FAI (Floating Algae Index)) and a novel approach named APPEL (APProach by ELimination) developed at the remote sensing laboratory of the Institut National de la Recherche Scientifique (INRS), Quebec, were selected for this study. Many Case-2 water models designed to estimate Chl-a using remote sensing data are already in use [11,38,39], but
most rely on the typical signal of Chl-a near 700 nm, which is not covered by the first seven bands of the MODIS sensor (Table 1). The MODIS bands originally designed for ocean color studies, which do cover 700 nm, are at 1-km spatial resolution, which is not suitable for small and medium-sized water bodies. The purpose of the present study is to assess the potential of the first seven MODIS bands to estimate Chl-a at 250-m spatial resolution. These bands do not cover the frequency of maximal Chl-a absorption, but their better spatial resolution might compensate for their lack of spectral resolution. This assumption is supported by several studies [40–42]. Although originally designed for land studies and cloud detection, by comparison to sensors such as Landsat-7 ETM+, CZCS (Coastal Zone Color Scanner) and SeaWiFS, the MODIS 250 m and 500 m bands have potential for water applications as they are 4–5 times more sensitive than L7/ETM+ bands, nearly twice as sensitive as the corresponding CZCS blue-green bands, and 3–4 times more sensitive than the red and NIR ones, while they are only 1–2 times (500 m, blue-green) less sensitive than the corresponding SeaWiFS bands [19].

3.1. Kahru’s Model

Most Chl-a estimation models have been based on the ultraviolet (UV) and the visible part of the spectrum [10,43–45]. This is not problematic for Case-1 waters, but there are many problems associated with the use of algorithms based on this part of the spectrum for Case-2 waters, especially in the UV portion, where several complications arise in relation to atmospheric correction [46] and the overestimation of Chl-a due to the presence of CDOM and TSS [47].

The semi-analytical approach of Kahru uses the red/NIR part of the spectrum [13]. MODIS band-1 has been shown to be sensitive to changes in concentrations of cyanobacteria grown in cultures and has therefore been suggested for the qualitative mapping of cyanobacterial blooms [48], while MODIS band-2 has been successfully used to quantify algal blooms in the Baltic Sea [49]. Kahru et al. [26] suggested using MODIS band 1, 3, and 4 as true-color images to detect the presence of blooms, and as a quantitative quantification, they proposed using the difference between band-2 and band-1 as a water surface turbidity index. Turbidity is not specific to algal blooms (e.g., suspended solids can result from erosion within the drainage basin), but when mainly caused by phytoplankton biomass, turbid features appear in blue-green in the true-color image. Thus, in this case the turbidity index can be used as an estimator of Chl-a. This approach has been successfully used to detect an algal bloom in Paracas Bay in Peru [26] and to monitor water quality in the southwestern US reservoir system [14].

3.2. Floating Algae Index (FAI)

Chuanmin and Ming-Xia developed an ocean color index to detect floating algae based on red, NIR, and shortwave infrared (SWIR) [50]. This part of the spectrum was used because water strongly absorbs these wavelengths. Thus, water appears opaque (black) even in the most turbid environments. Floating algae on the water surface, on the other hand, have higher reflectance in the NIR than other wavelengths and thus can be easily distinguished from the surrounding clear waters [13].

The FAI avoids the problems related to ocean indexes such as NDVI (normalized difference vegetation index) and EVI (enhanced vegetation index) when applied to the detection of floating algal blooms. The latter two indexes have been useful for delineating floating algae from adjacent water, but the pixel values of floating algae and adjacent waters are sensitive to variable environmental and
observing conditions such as aerosols and solar/viewing geometry. These variable conditions create
difficulties in visualization and quantification since they affect the visual contrast between floating
algae and adjacent waters in addition to change their absolute values [13]. Thus, the FAI is defined as
the difference between reflectance in the NIR ($R_{NIR}$) and a corrected reflectance of this band by the red
and the SWIR bands ($R'_NIR$):

$$\text{FAI} = R_{NIR} - R'_NIR$$ (1)

where

$$R'_NIR = R_R + (R_{SWIR} - R_R) \times \frac{\lambda_{NIR} - \lambda_R}{\lambda_{SWIR} - \lambda_R}$$ (2)

$R'_NIR$ is the baseline reflectance in the NIR band derived from linear interpolation between the red and
SWIR bands. For MODIS, $\lambda_R = 645$ nm, $\lambda_{NIR} = 859$ nm, and $\lambda_{SWIR} = 1,240$ nm [13]. The FAI is
then calculated as follows:

$$\text{FAI} = R(\lambda_{b2}) - \left[ R(\lambda_{b1}) + (R(\lambda_{b5}) - R(\lambda_{b1})) \times \frac{\lambda_{b2} - \lambda_{b1}}{\lambda_{b5} - \lambda_{b1}} \right]$$ (3)

The FAI has been successfully used to detect an extensive bloom of a floating green macroalgae,
Enteromorpha prolifera, in open ocean near Qingdao in China under a range of atmospheric
environments (clear, hazy, and sunlight conditions) [50] and to reconstruct the temporal frequency and
using MODIS data.

3.3. Gitelson Model

The principle of the Gitelson model is based on the relation between the detected reflectance and
the total absorption and backscattering coefficients [52].

$$R_{rs}(\lambda) \propto \gamma \frac{b_b(\lambda)}{a_{tot}(\lambda) + b_b(\lambda)}$$ (4)

where $\gamma$ depends of the radiation emerging from water, $b_b$ is the backscattering coefficient, and $a_{tot}(\lambda)$
is the sum of the absorption coefficients of phytoplankton cells ($a_{pigm}$), CDOM ($a_{CDOM}$), non-algal
particles or TSS ($a_{tripton}$), and pure water ($a_w$) as shown in the following equation:

$$a_{tot}(\lambda) = a_{pigm}(\lambda) + a_{CDOM}(\lambda) + a_{tripton}(\lambda) + a_w(\lambda)$$ (5)

This semi-analytical model uses three bands to estimate Chl-a that relates pigment concentration to
reflectance, $R(\lambda_i)$ [53], defined as:

$$[\text{Chl} - a] \propto [R^{-1}(\lambda_1) - R^{-1}(\lambda_2)] \times R(\lambda_3)$$ (6)

The reflectance reciprocal of the first band, $R^{-1}(\lambda_1) \propto \frac{a_{tot}(\lambda_1) + b_b}{b_b}$, must be strongly sensitive to Chl-a
absorption ($\lambda_1$ falls within the 660–690 nm range) [54]. However, $R^{-1}(\lambda_1)$ is also affected by TSS,
CDOM and pure water absorption, and backscatter from particulate matter. This effect (denominator of
Equation (6)) can be minimized using a second spectral band, where $R^{-1}(\lambda_2)$ is the least sensitive to
Chl-a absorption and the nearest to $\lambda_1$. It has been demonstrated that $\lambda_2$ must belong to the 710–730 nm
range [12,54]. The difference between $R^{-1}(\lambda_1)$ and $R^{-1}(\lambda_2)$ thus eliminates the effects of TSS and
CDOM, but Equation (6) is still affected by backscattering. A third band, $\lambda_3$, is therefore used to reduce
the influence of $b_b$. This band must be the least affected by pigments, TSS and CDOM, and the total
absorption is a measure of pure water. The NIR range corresponds to this condition \( a(\lambda_3) \sim a_w \) [55,56]. The output of these bands combination is mostly dependent on Chl-a. Thus, the model takes the following form:

\[
[R^{-1}(\lambda_1) - R^{-1}(\lambda_2)] \times R(\lambda_3) \propto a_{\text{chlor}}(\lambda_1)
\]  

(7)

The two-band combination \( R^{-1}(\lambda_1) \times R(\lambda_3) \propto a_{\text{chlor}}(\lambda_1) \) is a special case of this conceptual model, where \( a_{\text{pig}}(\lambda_1) \gg b_p \) and \( a_{\text{pig}}(\lambda_1) \gg \lambda_{\text{trip}}(\lambda_1) + a_{\text{CDOM}}(\lambda_1) \) [22]. To test the performance of this approach, the Gitelson model was used to estimate Chl-a of Chesapeake estuary [12].

However, the \( \lambda_1 \) and \( \lambda_2 \) wavelengths used in this approach do not fall within the coverage of the first seven MODIS bands. Since \( \lambda_1 \) must strongly respond to Chl-a, it should belong to the blue or red parts of the spectrum. Due to the aforementioned problems when using the blue region of the spectrum, we chose MODIS band-1 as the band of maximum Chl-a absorption. Regarding \( \lambda_2 \), used to minimize the effect of TSS and CDOM, Wei et al. [57] demonstrated that MODIS band-3 could explain up to 88% of the variance in turbidity of Poyang Lake in China [57] (turbidity being an index of TSS). In addition, Hu et al. [19] found that bands 1, 3, and 4 have the potential to detect CDOM in turbid water, as they were able to explain between 59 and 80% of the variance of CDOM concentration. In the present study we use a combination of MODIS bands 1, 3, and 4 as a substitute for the wavelength of \( \lambda_2 \) used in Gitelson’s model:

\[
\lambda_2(\text{subst}) \propto (R_{b3} + \frac{\Delta R_{b3}}{\Delta R_{b4}})
\]  

(8)

where

\[
\Delta R_{b3} = R_{b3} - R_{b1}
\]  

(9)

\[
\Delta R_{b4} = R_{b4} - R_{b1}
\]  

(10)

In this equation, \( R_{b3} \) is used to minimize the effect of TSS, and the ratio \( \frac{\Delta R_{b3}}{\Delta R_{b4}} \) is used to minimize the effect of CDOM. The third band, \( \lambda_3 \) should fall in the NIR according to Gitelson. MODIS band-2 was chosen for this purpose. Therefore, the final new formulation of the model inspired from the Gitelson approach was as follows:

\[
[\text{Chl} - a] \propto \left[R^{-1}(\lambda_{b1}) - R^{-1}\left(\lambda_{b3} + \frac{\lambda_{b3}}{\lambda_{b4}}\right)\right] \times R(\lambda_{b2})
\]  

(11)

3.4. Novel Approach APPEL (APProach by ELimination)

The principle of APPEL is similar to that of the Gitelson approach. All of the MODIS bands capture signals responding to Chl-a, CDOM, TSS, and particle backscattering (b_p) from water bodies, but they do so in varying proportions according to the wavelength range of each band. The maximum reflectance of phytoplankton cells is in the NIR, where water has its minimum reflectance (Figure 3). Therefore, the maximum information regarding Chl-a can be derived from MODIS band-2. However, this band is affected by CDOM, TSS, and particle backscattering, as expressed by the following relation:

\[
R(\lambda_{b2}) \propto [\text{Chl} - a] + [\text{CDOM}] + [\text{TSS}] + b_p
\]  

(12)

To minimize the effect of CDOM, we have to use a band that is highly sensitive to the presence of organic matter and captures a maximum of reflection. Luciani et al. [58] have shown that organic
matter has maximal reflection in the region of 400–470 nm [58]. This range corresponds to MODIS band-3. However, since band-3 is also affected by Chl-a and b$_b$, a second band that is highly sensitive to the presence of Chl-a is also required. MODIS band-2 achieves this purpose, as the maximum reflectance of Chl-a is in the NIR. The same band is also used to reduce the effect of b$_b$ from the water, since water strongly absorbs in the NIR; Gitelson et al. [54] also used this region to minimize the effect of b$_b$ [55,56].

To minimize the effect of TSS, we proceed the same way as above. For this purpose, a third band is used, where the maximum of reflectance captured by the band is due to the presence of TSS. Hu et al. [19] have demonstrated that MODIS band-1 is highly correlated to the presence of TSS [19]. As above, we use MODIS band-2 to minimize the effect of Chl-a on MODIS band-1; no minimization of particle backscattering is needed because MODIS band-1 is in the red part of the spectrum, where water absorbs strongly. Thereby, particle backscattering is already feeble.

Equation (12) is then a function of Chl-a only, and the APPEL Model can be written as follows:

$$\text{APPEL} = R(\lambda_{b2}) - [(R(\lambda_{b3}) - R(\lambda_{b2})) \times R(\lambda_{b2}) + (R(\lambda_{b1}) - R(\lambda_{b2}))$$  \hspace{1cm} (13)

Figure 3. Simplified reflectance spectra of water and phytoplankton (obtained from http://www.a-a-r-s.org/acrs/proceeding/ACRS1994/Papers/AGS94-5.htm).

4. Accuracy Assessment

Four indexes are used to evaluate the performance of the models: coefficient of determination ($R^2$), relative bias (BIASr), relative root mean square error (RMSEr), and relative Nash–Sutcliffe efficiency (Nr). The latter evaluates model performance by comparing the accuracy of estimated values to the observed mean value of the entire data set. If the result is negative, the estimate is worse than using the mean value; the criterion is equal to one for a perfect estimation. We chose to use the relative form of the indexes in order to reduce the contrast between the observed and estimated high values and the lower ones. Because the absolute forms of the indexes quantify absolute differences, over- or under-estimates of high values have, in general, greater influence than those of lower values. By using the relative forms of the indexes, we reduce, for example, the influence of the absolute differences recorded during
periods of heavy blooms. Similarly, the influence of the absolute differences recorded during periods of no blooming are enhanced [59]. The equations of the indexes are as follows:

\[
R^2 = \left[ \frac{\sum_{i=1}^{n}(O_i - \bar{O})(E_s - \bar{E}_s)}{\sqrt{\sum_{i=1}^{n}(O_i - \bar{O})^2 \sqrt{\sum_{i=1}^{n}(E_{s_i} - \bar{E}_s)^2}}} \right]^2
\]

(14)

\[
\text{BIASr} = \frac{1}{n} \sum_{i=1}^{n} \left( \frac{E_{s_i} - O_i}{E_{s_i}} \right)
\]

(15)

\[
\text{RMSEr} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} \left( \frac{E_{s_i} - O_i}{E_{s_i}} \right)^2}
\]

(16)

\[
N_r = 1 - \frac{\sum_{i=1}^{n} \left( \frac{O_i - E_{s_i}}{O_i} \right)^2}{\sum_{i=1}^{n} \left( \frac{O_i - \bar{O}}{O} \right)^2}
\]

(17)

where \( n \) is the sample size, \( O \) and \( E_s \) are the observed and estimated values, and \( \bar{O} \) and \( \bar{E}_s \) are the means of the observed and estimated values.

5. Results and Discussion

5.1. Evaluation of Downscaling the MODIS Band Signal

MODIS bands 3 to 7, originally at 500-m spatial resolution, were downscaled to 250-m. To ensure that the downscaling process did not affect the signal of the original bands, we compared the spectral index of the downscaled images to that of the originals.

Figure 4 shows the correlation between the MODIS signal sampled from areas on lakes captured on three images from three different years (2001–2003). The y-axis corresponds to the spectral index of the downscaled image, and the x-axis to the spectral index of the original image (500-m spatial resolution) re-sampled to 250 m using a method that does not enhance the resolution of the image but simply divides the surface of each pixel into four (from 500 × 500 m to 250 × 250 m).

The results show a significant correlation between the original and downscaled signals (\( R^2 \) varies from 0.94 to 0.98). However, for a proper model assessment, the gradient “a” (the slope of the regression equation \( Y=a*X+b \)) should be used as a weighting index:

\[
\text{wr}^2 = \begin{cases} |a| * r^2 & \text{for } a \leq 1, \\ |a|^{-1} * r^2 & \text{for } a > 1 \end{cases}
\]

(18)

In this manner, under- or overestimations are also taken into account [59]. According to Equation (18), the weighted correlation coefficients are respectively 0.88, 0.77, and 0.82 for bands 3, 4, and 5. This means that the downscaled images lose from 12 to 23% of their original signal quality, which is acceptable since the MODIS band signal is 4 to 5 times higher than the corresponding bands of other sensors such as Land-Sat7/ETM or CZCS [19].
Figure 4. Correlation between the original and the downscaled reflectance used in the estimation models of chlorophyll-a concentration. (A) Band 3, (B) Band 4, and (C) Band 5.

5.2. Model Calibration

As depicted in Figure 5, all models show a good correlation between Chl-a and the spectral index derived from MODIS data by each model, except for the Gitelson-inspired model, which does not perform as well. However, the models produce only a small error at high Chl-a values, with most of the error coming from low concentrations.

The World Health Organization (WHO) has established an alert threshold for water utilization of 10 mg-Chl-a·m⁻³ [60]. Water bodies with Chl-a lower than this threshold are not considered dangerous for recreational activities. Thus, to minimize a potential error related to high in situ data dispersion at low Chl-a, samples with in situ concentrations below 10 mg·m⁻³ were removed from the data set to test the accuracy of each model. As anticipated, the accuracy of the recalibrated models was improved (Figure 6). Therefore, most of the error was produced from low Chl-a values. This is not surprising, since most of the studied models (APPEL, Kahru, and FAI) are based on the red/NIR part of the spectrum where water has very low reflection. This means that water appears transparent when biomass is low, and the reflected signal is very weak (Figure 4), which increases the noise/signal ratio of the bands precluding a good correlation between Chl-a and the spectral index. Also, at low Chl-a the algal community is more likely to be composed of a larger diversity of species [61], generating a larger
diversity of optical signatures obtained by the satellite. Other considerations may also help to explain the high dispersion observed at low Chl-a. (1) The MODIS sensor bands cover a relatively broad range of the electromagnetic spectrum, possibly lowering their sensitivity at low Chl-a. (2) The atmospheric correction (SMAC) can produce additional noise; this would be especially apparent at low Chl-a. (3) The downscaling procedure may have caused a loss of signal quality. An additional source of noise can also be associated to in situ sampling of Chl-a, as positioning the sampling sites on the satellite images was difficult. The MDDEP technicians did not have GPS to locate their positions, and thus the sampling locations recorded were approximate. To overcome this problem, we averaged the satellite spectral index from four pixels around each in situ sampling site during the calibration step.

5.3. Model Validation

To evaluate the accuracy of the four models studied, a cross-validation technique was applied. This technique involves temporarily removing a given value of Chl-a from the sampling data set and using the remaining observations as a calibration group to estimate the withdrawn value. This operation is repeated for the whole data set. The performance of each model was assessed using the performance indexes presented above.

All models except Gitelson-inspired model produced satisfactory results (Table 2). The Nash criterion values of the APPEL, Kahru, and FAI models were quite similar and indicated very good correspondence between observed and estimated Chl-a (i.e., close to 1), with the APPEL and Kahru models performing slightly better than the FAI. The Nash criterion value of the Gitelson-inspired model was much lower (Nr = 0.34). RMSEr results showed that the Chl-a estimates calculated with the APPEL model were more precise than those of the other models (RMSEr of APPEL < Kahru < FAI < Gitelson). However, the error in Chl-a estimates was relatively high for all models, since the best performance produced a RMSEr of 69%. Moreover, relative BIAS results were negative for all of the models, indicating that all tended to underestimate Chl-a. Again, the APPEL model showed the best performance (−17%), while the other models ranged from −23% to −87%.

<table>
<thead>
<tr>
<th>Indexes for Model Evaluation</th>
<th>APPEL</th>
<th>Kahru</th>
<th>FAI</th>
<th>Gitelson</th>
</tr>
</thead>
<tbody>
<tr>
<td>R²</td>
<td>0.93</td>
<td>0.91</td>
<td>0.89</td>
<td>0.79</td>
</tr>
<tr>
<td>Nr</td>
<td>0.97</td>
<td>0.95</td>
<td>0.91</td>
<td>0.34</td>
</tr>
<tr>
<td>RMSEr (%)</td>
<td>69</td>
<td>83</td>
<td>116</td>
<td>307</td>
</tr>
<tr>
<td>BIASr (%)</td>
<td>−17</td>
<td>−23</td>
<td>−32</td>
<td>−87</td>
</tr>
</tbody>
</table>
**Figure 5.** Exponential regression obtained between chlorophyll-a concentration (whole data set) and the outputs of the MODIS reflectance bands for the four models (y-axis of inserts is on a logarithmic scale).

**APPEL**

\[ [\text{Chl-a}]=4.4614^{\exp(30.648 \times \text{SI})} \]

\[ \text{SI} = B_2 - \left[ (B_1 - B_2) + (B_3 - B_2) \times B_2 \right] \]

\[ R^2 = 0.87 \]

**Kahru**

\[ [\text{Chl-a}]=9.7113^{\exp(70.213 \times \text{SI})} \]

\[ \text{SI} = B_2 - \left[ (B_1 - B_2) + (B_3 - B_2) \times B_2 \right] \]

\[ R^2 = 0.87 \]

**FAI**

\[ [\text{Chl-a}]=12.237^{\exp(110.89 \times \text{SI})} \]

\[ \text{SI} = \frac{1}{B_1} - \frac{1}{B_3 + \frac{B_5 - B_1}{B_4 - B_1} \cdot (859 - 645) / (1240 - 645)} \]

\[ R^2 = 0.86 \]

**Gitelson**

\[ [\text{Chl-a}]=1.3633^{\exp(1.9654 \times \text{SI})} \]

\[ \text{SI} = \frac{1}{B_1 + \frac{B_3 - B_1}{B_4 - B_1} \cdot \left( \frac{859 - 645}{1240 - 645} \right) B_2} \]

\[ R^2 = 0.6 \]
Figure 6. Exponential regression obtained between chlorophyll-a concentration (>10 mg·m\(^{-3}\)) and the outputs of the MODIS reflectance bands for the four models (y-axis of inserts is on a logarithmic scale).
The poor performance of the Gitelson-inspired model can be explained by the inability of the available MODIS bands to optimally respond to Chl-a absorption. The Chl-a pigment has two large absorption peaks (absorption maxima around 430 and 680 nm), with an optimized range of absorption between 660 and 690 nm. The MODIS band-1 used in the Gitelson-inspired model is indeed sensitive to a region where this pigment absorbs, but it is not centered on its maximal absorption. In addition, $\lambda_2$, used to minimize the effect of TSS and CDOM, utilizes bands 1, 3, and 4 in this model, which are also sensitive to the presence of Chl-a. Consequently, the $\lambda_3$ wavelength shift and the $\lambda_2$ band substitution may be the cause of the lower performance of this model. APPEL, Kahru, and FAI, on the other hand, are based on the contrast between the water and Chl-a reflectance in the red/NIR part of the spectrum. In this spectral region, pixels of Chl-a are easily distinguished from water pixels. Thus, for this study, the models based on reflectance (APPEL, Kahru, and FAI) to estimate Chl-a were more accurate than the Gitelson-inspired model based on absorption. Figure 7 shows the Chl-a estimated by the four models as a function of the observed Chl-a. This figure shows the decrease in the dispersion of estimated values as Chl-a increases, except for the Gitelson-inspired model, where the dispersion is large for most estimated concentrations.

**Figure 7.** Chlorophyll-a concentration estimated from the four models compared to *in situ* measurements (data set Chl-a > 10 mg·m⁻³).

<table>
<thead>
<tr>
<th>Model</th>
<th>Estimated [Chl-a] (mg m⁻³)</th>
<th>Observed [Chl-a] (mg m⁻³)</th>
<th>$R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>APPEL</td>
<td>+</td>
<td>+</td>
<td>0.93</td>
</tr>
<tr>
<td>Kahru</td>
<td>+</td>
<td>+</td>
<td>0.91</td>
</tr>
<tr>
<td>FAI</td>
<td>+</td>
<td>+</td>
<td>0.89</td>
</tr>
<tr>
<td>Gitelson</td>
<td>+</td>
<td>+</td>
<td>0.79</td>
</tr>
</tbody>
</table>

WHO has fixed a second threshold (Chl-a > 50 mg·m⁻³), with stricter recommendations than the earlier-mentioned threshold for recreational water use (10 mg·m⁻³), at which water utilization should be avoided (Figure 8). The performance of the models was specifically assessed for values at or above these concentrations. Thereby, the cross-validation results were divided into two groups: the first contains Chl-a between 10 and 50 mg·m⁻³ ($N = 24$), and the second contains the remaining values
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(above 50 mg·m$^{-3}$; N = 12). The resulting evaluation indexes can be used to determine the behavior of the models in both heavy and low–moderate blooming conditions.

**Figure 8.** Chlorophyll-a concentration and cyanobacterial density used in decision tree published by the World Health Organization.

![Diagram of Chlorophyll-a concentration and cyanobacterial density](image)

Tables 3 and 4 summarize the performance of the models at Chl-a values above 50 mg·m$^{-3}$ and between 10 and 50 mg·m$^{-3}$, respectively. In general, the performance indexes calculated for the high concentrations (Chl-a > 50 mg·m$^{-3}$) show better results than those calculated for the models calibrated with all Chl-a > 10 mg·m$^{-3}$, except for the Nash criterion, which shows a slight decrease in the precision of models at the high concentrations. This may be due the smaller size of sample used in this step (N = 12). Figure 9 and 10 show the scatter plots of the observed and estimated (cross-validation) Chl-a values greater than 50 mg·m$^{-3}$ and between 10 and 50 mg·m$^{-3}$, respectively. It is clear that the correlation is much more significant in heavy bloom conditions (Figure 9). The improvement in performance is not large for **APPEL**, **Kahru**, and the **Gitelson**-inspired model (Table 3), but for the **FAI** model, performance improves a lot when using only high Chl-a. The RMSEr changes from 119% to 58%, the BIASr from −32% to 4%, the $R^2$ from 0.89 to 0.94, and the Nr from 0.91 to 0.93. This is not surprising since the accumulated cells form scums at the surface of the water, which will improve the accuracy of this model originally developed to monitor floating algae. At these concentrations, **FAI** performs as well as **APPEL**, slightly overestimating Chl-a by 1% and 4%, respectively, while the **Kahru** model underestimates Chl-a by 2%. In contrast, the BIASr of the **Gitelson**-inspired model remains high and does not reach the performance of the other models even for heavy algal blooms.
Table 3. Model performance using cross-validation results for the data subset Chl-a > 50 mg∙m⁻³.

<table>
<thead>
<tr>
<th>Indexes for Model Evaluation</th>
<th>APPEL</th>
<th>Kahru</th>
<th>FAI</th>
<th>Gitelson</th>
</tr>
</thead>
<tbody>
<tr>
<td>(R^2)</td>
<td>0.95</td>
<td>0.93</td>
<td>0.94</td>
<td>0.77</td>
</tr>
<tr>
<td>(Nr)</td>
<td>0.927</td>
<td>0.88</td>
<td><strong>0.934</strong></td>
<td>0.30</td>
</tr>
<tr>
<td>RMESr (%)</td>
<td>61</td>
<td>80</td>
<td><strong>58</strong></td>
<td>189</td>
</tr>
<tr>
<td>BIASr (%)</td>
<td>1</td>
<td>-2</td>
<td>4</td>
<td>-28</td>
</tr>
</tbody>
</table>

Figure 9. Chlorophyll-a concentration estimated from the four models compared to *in situ* measurements under heavy bloom conditions (Chl-a > 50 mg∙m⁻³).

Model performance is much poorer at intermediate concentrations of Chl-a. Table 4 and Figure 10 clearly show the absence of significant correlation between estimated and measured Chl-a for all models except APPEL \((R^2 = 0.30; Nr = 0.62)\), with a Nash criterion value close to 0.8, which can be considered to perform acceptably. These results confirm that the error of estimates is mainly caused by low Chl-a values. Water reflectance does not exceed 20% even in heavy bloom conditions. For moderate to low bloom conditions, it is even lower (less than 8%). Consequently, the signal detected in such conditions is more affected by noise. Even under these conditions however, APPEL still has the best performance and the Gitelson-inspired model the worst, while FAI loses much more of its accuracy \((Nr\) decreases from 0.93 to 0.34) than APPEL or Kahru.
Table 4. Model performance using cross-validation results for the data subset when Chl-a is between 10 and 50 mg·m⁻³.

<table>
<thead>
<tr>
<th>Indexes for Model Evaluation</th>
<th>APPEL</th>
<th>Kahru</th>
<th>FAI</th>
<th>Gitelson</th>
</tr>
</thead>
<tbody>
<tr>
<td>R²</td>
<td>0.30</td>
<td>0.18</td>
<td>0.15</td>
<td>0.11</td>
</tr>
<tr>
<td>Nr</td>
<td>0.62</td>
<td>0.49</td>
<td>0.34</td>
<td>–7.87</td>
</tr>
<tr>
<td>RMSEr (%)</td>
<td>71</td>
<td>82</td>
<td>132</td>
<td>341</td>
</tr>
<tr>
<td>BIASr (%)</td>
<td>–23</td>
<td>–30</td>
<td>–47</td>
<td>–110</td>
</tr>
</tbody>
</table>

Figure 10. Chlorophyll-a concentration estimated from the four models compared to in situ measurements under moderate concentrations (between 10 and 50 mg·m⁻³).

5.5. Qualitative Evaluation

Hu et al. [51] emphasized the difficulty of determining the distribution of blooms and identified three methods to evaluate its accuracy: (1) comparison of field data with concurrent high-resolution sensor observations, (2) examination of the reflectance spectra of the identified bloom, and (3) evaluation of the observed patterns against existing knowledge from historical field surveys [51]. In order to evaluate the accuracy of the four models used in the present study, we opted for the third method proposed above. The MDDEP provided historical in situ field surveys on the presence/absence of cyanobacterial blooms and a set of sketch maps showing the extent of the blooms (as described in Section 2.1). Thus, it is possible to compare the sketches drawn on field maps to the true-color images of the corresponding dates obtained from the MODIS sensor. After validating that the MODIS images revealed a bloom when the MDDEP had observed one, we applied each of the four models to the images in order to visually evaluate their ability to monitor the spatial distribution of blooms.
Figure 11 shows an example of the field map made by MDDEP technicians and the corresponding true-color image from the MODIS sensor for a bloom that took place on 19 September 2001. A clear correspondence between the sketch and the bloom extension visible on the image (green hue) can be seen both for heavy bloom conditions (the northeast to east part of the lake) and for low–moderate blooming conditions (central part of the lake). The same exercise was done for a series of bloom cases documented by the MDDEP (three dates are shown in Figure 12). In this figure, the three left-hand panels show the MODIS true-color images, and the remaining blocks of three panels show the results when the APPEL, Kahru, FAI, and Gitelson models were applied, respectively. The three consecutive dates show the progress of the algal bloom on Missisquoi Bay. The first image corresponds to the beginning of the bloom, the second depicts its expansion on the bay, and the last shows the relative extinction of the bloom episode. From Figure 11, it can be seen that all of the models detected a westward movement of the phytoplankton biomass. Since currents and swells are known to be low in bays, we conclude that the movement of this algal biomass was mainly caused by wind. In order to verify this fact, the mean wind direction of this day (15-07-2005 to 16-07-2005) was extracted from the two nearest meteorological stations (within a radius of 10 km of the bay). The average wind direction at “Sainte-Sabine” station (45°13’24.000"N; 73°01’24.000"W) was 90° (i.e., wind blowing from the east) and the average wind direction at “Frelighsburg” station (45°03’01.000"N; 72°51’42.000"W) was 140° (i.e., wind blowing from east-south-east). Therefore, the direction of the displacement of the algal bloom on the MODIS images coincides with the average wind direction at the two stations on that day. This demonstrates the capacity of remote sensing data to monitor algal blooms in inland water bodies on a daily basis.

Comparison of the bloom extension obtained from the model outputs and the true-color images (Figure 12) shows that the FAI model tends to amplify the bloom expansion, while the Gitelson-inspired model tends to reduce it compared to the results of APPEL and Kahru. The latter two models seem to better follow the spatial distribution, and this is true for all blooming conditions (low, moderate, and high). Also, in terms of bloom quantification, the APPEL and Kahru models seem to yield the same range of Chl-a, while FAI tends to give higher and Gitelson lower values compared to APPEL and Kahru. In order to spatially compare the model results to in situ measured Chl-a, Figure 13 shows two stations on Missisquoi Bay (D1 and D2) sampled by the MDDEP (data from these stations were part of the calibration data set). In this example, APPEL and Kahru are the best estimators of Chl-a, while FAI tends to overestimate the concentration in moderate bloom conditions and underestimate it under low bloom conditions, and while the Gitelson-inspired model underestimates the concentrations in all blooming conditions.

It is important to note that the largest limitation with the use of satellite-based models for operational monitoring of algal blooms is the presence of clouds that prevent the detection of the blooms and consequently their quantification. In Quebec, cloud cover (overcast) is present more than 50% of the year. However, solar radiation is known to be among the conditions that favour the development of algal blooms. Thus, blooms are more likely to occur under cloud-free conditions, a fact favoring the use of satellite data as an operational tool to monitor algal blooms and estimate their intensity. Another problem is that pixels along the edge of water bodies tend to overestimate Chl-a (see the red pixels on the shore of Champlain Lake in Figures 12 and 13). Generally, these pixels depict the combined signal from water and riparian vegetation surrounding the lakes. As most the models use the
red/NIR wavelengths, most of the information detected by the sensor comes from Chl-a reflectance. Thus, the models confuse these pixels with heavy bloom conditions. In order to better distinguish water pixels from mixed (land–water) pixels, a land mask is being developed using a data set of more than 1600 MODIS images covering a period of 11 years (2000–2010).

**Figure 11.** Comparison between true-color image from MODIS sensor and the corresponding field map prepared by the Ministère du Développement Durable de l’Environnement et des Parcs (MDDEP) technicians at Missisquoi Bay on Lake Champlain.
Figure 12. MODIS images of Missisquoi Bay on Lake Champlain on three dates and corresponding estimates of chlorophyll-a concentration by the four models.
Figure 13. Comparison between estimated chlorophyll-a concentration calculated by the four models and in situ concentration obtained by the MDDEP at two stations on Missisquoi Bay on Lake Champlain.

6. Conclusions

Our aim in this study was to assess the performance of three existing models: Kahru, FAI and a model inspired from Gitelson, as well as a novel approach named APPEL for the estimation of Chl-a in
southern Quebec inland waters as an indicator of water quality. One innovative element of this project is its use of the highest resolution of the first seven MODIS bands, enabling the exploitation of a wider spectral range at 250 m spatial resolution. Our results clearly demonstrate that this method can be efficiently used to monitor lake water quality as models can explain up to 95% of the variance. The analysis suggests that APPEL model yields the best overall estimates of Chl-a concentrations. However, Kahru remains a good alternative for ease of use since the model requires only the first two MODIS bands that are already at 250-m spatial resolution (no downscaling procedure needed), and it achieves performances comparable to APPEL, particularly for moderate to high Chl-a concentrations. In heavy blooming conditions, the FAI model can be considered, since it produces the lowest error under these conditions. On the other hand, all models showed poor accuracy to estimate Chl-a at low concentrations, with a slight advantage for APPEL.

The objective of this work was not to replace standard sampling methods but to provide a tool to help reducing the efforts and costs associated with in situ sampling. Firstly, the use of remotely sensed data has limitations related to the presence of clouds, and to border effects where Chl-a values can be highly overestimated. Secondly, the lower performance of all models under low Chl-a concentrations is largely explained by the low signal received from water in the NIR part of the spectrum, making the signal/noise ratio much smaller. It may also be related to the atmospheric correction process, and to the reduction in signal quality caused by the downscaling process in which up to 23% of the original signal can be lost. These factors limit the application of developed algorithms during the initiation phase of blooms corresponding to low Chl-a concentrations.

In short, the model analysis has demonstrated that (1) the first seven bands of MODIS sensor can be used to estimate Chl-a in small lakes with high accuracy during heavy bloom, and consequently this can be used as an affordable and accessible tool to manage water quality; (2) better spatial resolution can compensate for the lack of spectral resolution, since the wavebands used to estimate Chl-a yielded satisfactory results in the majority of cases albeit they are not optimal for the detection of this pigment; (3) estimating low Chl-a concentration was an issue. Since the errors related to downscaling process could not be further improved, focus should be on improvement of the atmospheric correction by testing others approaches. Dark pixel has been shown to be a promising approach and should be considered in such applications [30]; (4) none of the models was perfect, and each had its strengths and weaknesses. Development of an ‘ensemble system’ thus seems to be a favorable approach for more accurate estimates.
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