Two Linear Unmixing Algorithms to Recognize Targets Using Supervised Classification and Orthogonal Rotation in Airborne Hyperspectral Images
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Abstract: The goal of the paper is to detect pixels that contain targets of known spectra. The target can be present in a sub- or above pixel. Pixels without targets are classified as background pixels. Each pixel is treated via the content of its neighborhood. A pixel whose spectrum is different from its neighborhood is classified as a “suspicious point”. In each suspicious point there is a mix of target(s) and background. The main objective in a supervised detection (also called “target detection”) is to search for a specific given spectral material (target) in hyperspectral imaging (HSI) where the spectral signature of the target is known a priori from laboratory measurements. In addition, the fractional abundance of the target is computed. To achieve this we present two linear unmixing algorithms that recognize targets with known (given) spectral signatures. The CLUN is based on automatic feature extraction from the target’s spectrum. These features separate the target from the background. The ROTU algorithm is based on embedding the spectra space into a special space by random orthogonal transformation and on the statistical properties of the embedded result. Experimental results demonstrate that the targets’ locations were extracted correctly and these algorithms are robust and efficient.
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1. Introduction

1.1. Data Representation and Extraction of Spectral Information

Hyperspectral remote sensing exploits the fact that all materials reflect, absorb and emit electromagnetic energy at specific wavelengths. In comparison to a typical camera that uses red, green and blue colors as three wavelength bands, hyperspectral imaging (HSI) sensors acquire digital images in many contiguous and very narrow spectral bands that typically span the visible, near-infrared and mid-infrared portions of the spectrum. This enables to construct essentially continuous radiance spectrum for every pixel in the scene. The goal of the paper is to identify and classify materials that are present in HSI and to detect targets of interest.

Material and object detection using remotely sensed spectral information has many military and civilian applications. Detection algorithms can be divided into two classes: supervised and unsupervised. The unsupervised detection is also called “anomaly detection”. Anomalies are defined as patterns in the data that do not conform to a well defined notion of normal data behavior. In anomaly detection tasks, hyperspectral pixels have to be classified as either background (normal behavior) or anomalies. Every pixel or group of pixels, which are spectrally different in a meaningful way from the abundant (background) spectral material, are classified as anomalies. A survey of unsupervised detection algorithms is given in [1].

In a supervised detection (also called “target detection”), the main objective is to search for a specific given spectral material (target) in HSI. The spectral signature of the target is known a priori from laboratory measurements. In this paper, we focus on supervised target detection in HSI.

The paper has the following structure. Problem statement including HSI descriptions, which are used for testing the proposed algorithms, are given in Section 2. Related work are described in Section 3. Section 4 describes the needed mathematical background that is used for the constructed solution. Section 5 presents the ROTU algorithm that is based on orthogonal rotations. Classification for an unmixing algorithm is given in Section 6 and its experimental results are presented in Section 6.4.

2. Problem Statement

The goal in this paper is to detect pixels that contain targets of a known spectrum. The target can be present in a sub- or in a whole pixel. Pixels without targets are classified as background pixels. Each pixel is treated via the content of its neighborhood. A pixel whose spectrum is different from its neighborhood according to [2] is classified as a “suspicious point”. In each suspicious point there is a mix of target(s) and background. For example, Figures 1 and 2 display a scene from 2nd figure in Section 2.1 with an exemplary point. The background, the target and the mixed pixel spectra are displayed in Figure 3.
**Figure 1.** Exemplary points that were taken from the area pointed by the arrow (full image is given in 2nd figure in Section 2.1).
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**Figure 2.** Zoom on the exemplary point in Figure 1. Left: The marked pixel contains the target with the spectrum $T$ as a whole pixel. Center: The marked pixel is a mixed pixel with the spectrum $P$. Right: The marked pixel is a pure background pixel with the spectrum $B$.
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**Figure 3.** Spectra of the background, the mixed pixel and the target from Figures 1 and 2.
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Linear mixing is the most widely used as spectral mixing model, which assumes that the observed reflectance spectrum of a given pixel is generated by a linear combination of a small number of unique constituent deterministic spectral signatures. Endmembers are the outputs from the spectral unmixing. This model is defined with constraints in the following way:

\[
x = \sum_{k=1}^{M} a_k s_k + w = Sa + w, \quad \sum_{k=1}^{M} a_k = 1 \quad \text{additivity constraint}, \quad a_k \geq 0 \quad \text{positivity constraint}, \quad (1)
\]

where \(s_1, s_2, \ldots, s_M\) are the M endmembers spectra which are assumed to be linearly independent, \(a_1, a_2, \ldots, a_M\) are the corresponding abundances (cover the material fractions) and \(w\) is an additive-noise vector. Endmembers may be obtained from spectral libraries, in-scene spectra, or geometrical techniques.

A mixed spectrum means a spectrum that contains background and target spectra. We consider a simplified version of Equation (1) by defining a simple mixing model that describes the relation between the target and its background. Assume \(P\) is a pixel of a mixed spectrum and \(T\) is a given target’s spectrum. Consider three spectra: the background average spectrum \(B = \sum_{k=1}^{M} a_k B_k\), the mixed pixel spectrum (spectrum of a suspicious point) \(P\), the target’s spectrum \(T\) and the fractional abundance \(t\). They are related by the following model

\[
P = tB + (1-t)T = t \sum_{k=1}^{M} c_k B_k + (1-t)T \quad (2)
\]

which is a modified version of Equation (1), where \(a_1 = t\) and \(s_1 = T\), \(t \in \mathbb{R}, t \in (0,1)\). Each \(B_k, k = 1, \ldots, M\), was taken from the pixel’s neighborhood, therefore, they are close to each other and have a similar feature.

We are given the target’s spectrum \(T\) and the mixed pixel spectrum \(P\). Our goal is to estimate \(t\), denoted by \(\hat{t}\), which will satisfy Equation (2) provided that \(B\) and \(T\) have some independent features. Once \(\hat{t}\) is found, the estimate of the unknown background spectrum \(B\), denoted by \(\hat{B}\), can be calculated by \(\hat{B} = (P - \hat{t}T) / (1 - \hat{t})\). The estimated parameter \(t\) in Equation (2) is called fractional abundance.

### 2.1. Motivation and Research Approach

The related algorithms, which appeared in Section 3 (also in [2]), assume that spectra of different materials are statistically independent. Weaker assumptions for the relations between spectra were considered also in [2]. A weaker assumption is the orthogonality condition expressed later in Proposition 4.3: Assume that \(B\) is an unknown background spectrum, \(T\) and \(P\) are the known spectra of the target and the mixed pixel, respectively. Assume that the parameter \(t\) satisfies the linear mixing model \(P = tT + (1-t)B\). If \(B\) and \(T\) are orthogonal, then \(t = \langle T, P \rangle / \|T\|^2\).

This proposition implies a solution if the background and the target have statistically independent spectra. Note that if \(\langle T, B \rangle = \epsilon\), then the variance of this estimation error is \(\epsilon / \|T\|^2\).

The linear unmixing algorithms, which are presented in [2], assume only linear independency between different spectral materials. But they can have big mutually correlated coefficients. We assume that the spectra of different materials have different sections in their spectrum: some sections are mutually correlated, some sections are smooth, some sections have a Gaussian random behavior and some sections
have oscillatory behavior. First and second large derivatives are used as characteristic features to achieve spectral classification.

The first algorithm in [2] (Section 3), titled WDR, works well but does not detect sub-pixel targets. The second algorithm in [2] (Section 4), titled UNSP, works well but it is computationally expensive due to the need to perform eigenvectors decomposition in each pixel’s neighborhood. The UNSP method, which has to construct an orthocomplement of the linear span of the principal directions of the background of each pixel, is computationally expensive.

In this paper, we present two new methods based on the same assumption about the relation between spectra of different materials as was done in [2]. The CLUN algorithm is based on classification by learning. The learning phase finds the set of wavebands which satisfies independency between the target and the background. By using this set, we map the spectra space to another space, which provides independency between the target’s spectrum and the background’s spectra. All the computationally expensive steps in this algorithm belong to the learning phase. The target detection phase is fast. ROTU is based on random orthogonal projections. This algorithm does not require a learning phase. It is less reliable than WDR and UNSP, which were described in [2], since it generates more false alarms. On the other hand, it is faster. The ROTU algorithm assumes that the first and the second derivatives of the spectra from different materials are close to be orthogonal. In this algorithm, as opposed to the previous algorithm, several targets can be detected. This algorithm scans through all the scene and searches each pixel without taking into consideration its neighborhood.

The experiments in this paper including performance evaluation were performed on three real hyper-spatial datasets titled: “desert” (Figure 4), “city” (Figure 5) and “field” (Figure 6), which were captured by the Specim camera [3]. Their properties with a display of one waveband per dataset is given in Figures 4–6.

**Figure 4.** The dataset “desert” is an hyperspectral image of a desert place taken by an airplane flying 10,000 feet above sea level. The resolution is 1.3 m/pixel, $286 \times 2,640$ pixels per waveband with 168 wavebands.
Figure 5. The dataset “city” is an hyperspectral image of a city taken by an airplane flying 10,000 feet above sea level. The resolution is 1.5 m/pixel, $294 \times 501$ pixels per waveband with 28 wavebands.

Figure 6. The dataset “field” is an hyperspectral image of a field taken by an airplane flying 9,500 feet above sea level. The resolution is 1.2 m/pixel, $286 \times 300$ pixels per waveband with 50 wavebands.

3. Related Work

Up-to-date overview on hyperspectral unmixing is given in [4,5]. The challenges related to target detection, which is the main focus of this paper, are described in the survey papers [6,7]. They provide tutorial review on state-of-the-art target detection algorithms for HSI applications. The main obstacles in
having effective detection algorithms are the inherent variability target and background spectra. Adaptive algorithms are effective to solve some of these problems. The solution provided in this paper meet some of the challenges mentioned in [6].

In the rest of this section, we divided the many existing algorithms into several groups. We wish to show some trends but do not attempt to cover the avalanche of related work on unmixing and target detection.

**Linear approach:** Under the linear mixing model, where the number of endmembers and their spectral signatures are known, hyperspectral unmixing is a linear problem, which can be addressed, for example, by the ML setup [8] and by the constrained least squares approach [9]. These methods do not supply sufficiently accurate estimates and do not reflect the physical behavior. Distinction between different material’s spectra is conditioned generally by the distinction in the behavior of the first and second derivatives and not by a trend.

**Independent component analysis (ICA)** is an unsupervised source separation process that finds a linear decomposition of the observed data yielding statistically independent components [10,11]. It has been applied successfully to blind source separation, to feature extraction and to unsupervised recognition such as in [12], where the endmember signatures are treated as sources and the mixing matrix is composed by the abundance fractions. Numerous works including [13] show that ICA cannot be used to unmix hyperspectral data.

**Geometric approach:** Assume a linear mixing scenario where each observed spectral vector is given by \( \mathbf{r} = \mathbf{x} + \mathbf{n} = \mathbf{M} \gamma \mathbf{a} + \mathbf{n} \), where \( \mathbf{r} \) is an \( L \)-vector (\( L \) is the number of bands), \( \mathbf{M} = [\mathbf{m}_1, \mathbf{m}_2, \ldots, \mathbf{m}_p] \) is the mixing matrix (\( \mathbf{m}_i \) denotes the \( i \)th endmember signature and \( p \) is the number of endmembers present in the sensed area), \( \mathbf{s} \triangleq \gamma \mathbf{a} \) (\( \gamma \) is a scale factor that models illumination variability due to a surface topography), \( \mathbf{a} = [a_1, a_2, \ldots, a_p]^T \) is the abundance vector that contains the fractions of each endmember ((\( \cdot \))^T denotes a transposed vector) and \( \mathbf{n} \) is the system’s additive noise. Owing to physical constraints, abundance fractions are nonnegative and satisfy the so-called positivity constraint \( \sum_{k=1}^{p} a_k = 1 \). Each pixel can be viewed as a vector in a \( L \)-dimensional Euclidean space, where each channel is assigned to one axis. Since the set \( \{ \mathbf{a} \in \mathbb{R}^p : \sum_{k=1}^{p} a_k = 1, \ a_k > 0 \text{ for all } k \} \) is a simplex, then the set \( S_x \triangleq \{ \mathbf{x} \in \mathbb{R}^L : \mathbf{x} = \mathbf{M} \mathbf{a}, \ \sum_{k=1}^{p} a_k = 1, \ a_k > 0 \text{ for all } k \} \) is also a simplex whose vertices correspond to endmembers.

Several approaches [14,15,16] exploited this geometric feature of hyperspectral mixtures. The minimum volume transform (MVT) algorithm [16] determines the simplex of a minimal volume that contains the data. The method presented in [17] is also of MVT type, but by introducing the notion of bundles, it takes into account the endmember variability that is usually present in hyperspectral mixtures.

The MVT type approaches are complex from computational point of view. Usually, these algorithms first find the convex hull defined by the observed data and then fit a minimum volume simplex to it. Aiming at a lower computational complexity, some algorithms such as the pixel purity index (PPI) [15] and the N-FINDR [18] still find the maximum volume simplex that contains
the data cloud. They assume the presence of at least one pure pixel of each endmember in the data. This is a strong assumption that may not be true in general. In any case, these algorithms find the set of most of the pure pixels in the data.

**Extending subspace approach:** A fast unmixing algorithm, termed *vertex component analysis* (VCA), is described in [19]. The algorithm is unsupervised and utilizes two facts: 1. The endmembers are the vertices of a simplex; 2. The affine transformation of a simplex is also a simplex. It works with projected and unprojected data. As PPI and N-FINDR algorithms, VCA also assumes the presence of pure pixels in the data. The algorithm iteratively projects data onto a direction orthogonal to the subspace spanned by the endmembers already detected. The new endmember's signature corresponds to the extreme projection. The algorithm iterates until all the endmembers are exhausted. VCA performs much better than PPI and better than or comparable to N-FINDR. Yet, its computational complexity is between one and two orders of magnitude lower than N-FINDR.

If the image is of size approximately \(300 \times 2,000\) pixels, then this method, which builds linear span in each step, is too computationally expensive. In addition, it relies on “pure” spectra which are not available all the time.

**Statistical methods:** In the statistical framework, spectral unmixing is formulated as a statistical inference problem by adopting a Bayesian methodology where the inference engine is the posterior density of the random objects to be estimated as described for example in [20,21,22].

### 3.1. Linear Classification for Threshold Optimization

The description in this section, which is based on [23], is given since it is being used later in our development of the proposed methodology.

According to [23], a binary classification is frequently performed by using a real-valued function \(f : X \subseteq \mathbb{R}^n \rightarrow \mathbb{R}\) in the following way: the input \(x = (x_1, \ldots, x_n)^T\) is assigned to a positive class if \(f(x) \geq 0\), otherwise, to a negative class. We consider the case where \(f(x)\) is a linear function of \(x\) with the parameters \(w\) and \(b\) such that

\[
f(x) = \langle w \cdot x \rangle + b = \sum_{i=1}^{n} w_i x_i + b \quad (3)
\]

where \((w, b) \in \mathbb{R}^n \times \mathbb{R}\) are the parameters that control the function. The decision rule is given by \(\text{sgn}(f(x))\). \(w\) is assumed to be the weight vector and \(b\) is the threshold, then according to [23].

**Definition 3.1** A training set is a collection of training examples (data)

\[
S = ((x_1, y_1), \ldots, (x_l, y_l)) \subseteq (X \times Y)^l \quad (4)
\]

where \(l\) is the number of examples, \(X \subseteq \mathbb{R}^n\) and \(Y = \{-1, 1\}\) is the output domain.

The Rosenblatt’s Perceptron algorithm ([23,24], pages 12 and 8, respectively) creates an hyperplane \(\langle w \cdot x \rangle + b = 0\) with respect to the training set \(S\). It creates the best linear separation between positive and negative examples via minimization of measurement function of “margin” distribution \(\lambda_i = y_i ((w, x_i) + b)\). The classification for \((x_i, y_i)\) is correct when \(\lambda_i > 0\).
The Perceptron algorithm is guaranteed to converge only if the training data are linearly separable. A procedure that does not suffer from this limitation is the Linear Discriminant Analysis (LDA) via Fisher’s discriminant functional [23]. The aim is to find the hyperplane \((w, b)\) on which the projection of the data is maximally separated. The cost function (the Fisher’s function) to be optimized is:

\[
F = \frac{m_1 - m_{-1}}{\sigma_1^2 + \sigma_{-1}^2}
\]  

(5)

where \(m_i\) and \(\sigma_i\) are the mean and the standard deviation, respectively, of the function output values \(P_i = \{(w \cdot x_j) + b : y_j = i\}\) for the two classes \(P_i, i = 1, -1\). From [23] we get the following definition.

**Definition 3.2** The dataset \(S\) in Equation 4 is linearly separable if the hyperplane \((w \cdot x) + b = 0\), which is obtained via the LDA algorithm ([23]), correctly classifies the training data. It means that \(\lambda_i = y_i(\langle w, x_i \rangle + b) > 0, i = 1, \ldots, l\). In this case, \(b\) is the separation threshold. If \(\lambda_i < 0\), then the dataset is linearly inseparable.

**Definition 3.3** The vector \(x \in \mathbb{R}^n\) is isolated from the set \(P = \{p_1, \ldots, p_k\} \subseteq \mathbb{R}^n\) if the training set \(S = ((x, 1), (p_1, -1), \ldots, (p_k, -1))\) is linearly separable according to Definition 3.2. In this case, the absolute value of \(b\) is the separation threshold.

Suppose that we have a set \(S = \{x_1, \ldots, x_n\}\) of \(n\) samples. First, we want to partition the data into exactly two disjoint subsets \(S_1\) and \(S_{-1}\). Each subset represents a cluster. The solution is based on the K-means algorithm ([25]). K-means maximizes the function \(J(e)\) (Equation (6)) where \(e\) is a partition. The value of \(J(e)\) depends on how the samples are grouped into clusters and on the number of clusters (see [25]).

\[
J(e) = \text{tr}(S_W^{-1}S_B)
\]  

(6)

where \(S_W = \sum_{i=1}^l \sum_{x \in S_i} (x - m_i)(x - m_i)^T\) is called “within-cluster scatter matrix” ([25]), \(l\) is the number of classes, \(S_i\) are the classes and \(m_i\) are the center of each class. \(S_B\) is called “between-cluster scatter matrix” ([25]), where \(S_B = \sum_{i=1}^l n_i(m_i - m)(m_i - m)^T\), \(n_i\) is the cardinality of the class \(i\) and \(m\) is the center for the dataset.

**Definition 3.4** Let \((w, b)\) be the best separation for the set \(S = \{x_1, \ldots, x_n\} \subseteq \mathbb{R}^n\) via K-means and Fisher’s discriminant analyses [23,24]. \((w, b)\) is called the Fisher’s separation and \(b\) the Fisher’s threshold for the data \(P\).

When is a dataset separable? One criterion is when \(m_1 - m_{-1} > \max(\text{diam}(P_1), \text{diam}(P_{-1}))\), where the notation in Equation (5) is used. Another criterion is:

**Definition 3.5** ([25]) A dataset is separable if from Equation (6), \(J(e_1) < J(e_2)\) where \(e_1\) is the partition and the number of classes is 1 and \(e_2\) is the best partition into two classes. If \(J(e_1) \geq J(e_2)\) then the dataset is inseparable and Fisher’s separation is incorrect.

4. Mathematical Preliminaries

This section describes the new mathematical background constructions that are needed for the proposed solution in this paper.
4.1. Definitions

Denote by \( pr_W(y) \) the orthogonal projection of the vector \( y \in \mathbb{R}^n \) on the subspace \( W \subset \mathbb{R}^n \).

**Definition 4.1** Given a vector \( x = (x_1, x_2, ..., x_n) \). Denote mode\( _\varepsilon (x) \) \( \overset{\triangle}{=} \arg \max_p (\text{card}\{i \in [1, ..., n] : |p - x_i| < \varepsilon \}) \) where \( p \) is scalar. mode\( _\varepsilon (x) \) is called the mode with \( \varepsilon \)-error of the vector \( x \).

Let \( q \) be a positive number. A vector \( x \) is called \( q - \varepsilon \)-sparse if the cardinality of its support \( \{i : |x_i| > \varepsilon \} \) is less or equal to \( q \).

The norm of the linear operator \( L, L : \mathbb{R}^n \rightarrow \mathbb{R}^n \), is \( \|L\| \overset{\triangle}{=} \sup_{\|x\|=1} \|Lx\| \).

**Definition 4.2** Let \( G \) be a vector space and assume that there is a finite subset \( \mathcal{S} \subset G \). The set \( \mathcal{S} \) is \( \varepsilon \)-dense if for any element \( x \in G \) there is \( s \in \mathcal{S} \) such that \( \|x - s\| < \varepsilon \).

**Definition 4.3** Let \( G \) be a vector space and assume that the set \( \mathcal{S} \) is \( \varepsilon \)-dense in \( G \). Let \( V_G^r(s) = \{x \in G : \|x - s\| < r\} \). \( \mathcal{S} \) is homogeneous if for any \( s_1, s_2 \in \mathcal{S} \) and \( r > \varepsilon \), \( |V_G^r(s_1) \cap \mathcal{S}| = |V_G^r(s_2) \cap \mathcal{S}| \) holds. In this notation, \( V_G^r(s) \) is called the \( r \)-neighborhood of \( s \).

For example, the integers set \( \mathbb{Z} \) is \( \varepsilon \)-dense in the real numbers set \( \mathbb{R} \) when \( \varepsilon = 1 \). The set of rational numbers \( \mathbb{Q} \) is \( \varepsilon \)-dense in \( \mathbb{R} \) for any \( \varepsilon \). \( \mathbb{Z} \) and \( \mathbb{Q} \) are homogeneous.

Given two vectors \( v_1 \) and \( v_2 \) in \( \mathbb{R}^n \). Assume that \( S_1 \) and \( S_2 \) are two linear operators in \( \mathbb{R}^n \) and \( L \) is a linear span of \( \{v_1, v_2\} \). We say that \( S_1 \) and \( S_2 \) are equivalent in relation to \( v_1 \) and \( v_2 \), denoted by \( S_1 \sim S_2 \), if \( S_1(L) = S_2(L) \).

4.1.1. Sparse-Independency

**Definition 4.4** Given two vectors \( y_1 \) and \( y_2 \) where their components are denoted by \( y_j(i), j = 1, 2 \). Let \( S_1 = \{i : |y_1(i)| > \varepsilon \} \) and \( S_2 = \{i : |y_2(i)| > \varepsilon \} \). If \( S_1 \cap S_2 = \emptyset \), then we say that \( y_1 \) and \( y_2 \) are \( \varepsilon \)-sparse-independent. If \( \varepsilon = 0 \) then they are called sparse-independent.

Let \( \{e_1, e_2, ..., e_n\} \) be a basis of \( \mathbb{R}^n \). Then, any subspace \( W = e_{i_1} \mathbb{R} \oplus e_{i_2} \mathbb{R} \oplus \cdots \oplus e_{i_k} \mathbb{R} \), where \( i_1, i_2, ..., i_k \) is any subset of \( \{1, 2, ..., n\} \), is called a basic subspace of \( \mathbb{R}^n \).

For example, in the 3D space with the standard basis \( \{e_1, e_2, e_3\} \), the plane, which is spanned by the vectors \( \{e_1, e_2\} \), is a basic subspace. The plane, which is spanned by the vectors \( \{(e_1 + e_3)/2, (e_2 + e_3)/2\} \), is not a basic subspace. The basic vectors \( \{e_1, e_2, ..., e_n\} \) of a basic subspace must be a subset of the standard basis \( \mathbb{R}^n \).

Given a pair of vectors \( y_1 \) and \( y_2 \) in \( \mathbb{R}^n \). Assume that \( L(y_1, y_2) \) is the linear span of \( y_1 \) and \( y_2 \). The basic subspace \( W \subset \mathbb{R}^n \) is called a dependent basic subspace of \( y_1 \) and \( y_2 \) if \( \dim(Pr_W L(y_1, y_2)) = 1 \).

Given a pair of vectors \( y_1 \) and \( y_2 \) in \( \mathbb{R}^n \). A natural number \( r \) is called a basis dependent rank of the vectors \( y_1 \) and \( y_2 \), if the two conditions hold:

1. If \( W \) is a dependent basic subspace of \( y_1 \) and \( y_2 \) then \( \dim(W) \leq r \);
2. There exists a dependent basic subspace \( W \) of \( y_1 \) and \( y_2 \) where \( \dim(W) = r \).
For example, assume that \( y_1 = (1, 2, 2, 3) \) and \( y_2 = (2, 1, 1, -1) \) belong to \( \mathbb{R}^4 = e_1 \mathbb{R} \bigoplus \cdots \bigoplus e_4 \mathbb{R} \). Let \( W = e_2 \mathbb{R} \bigoplus e_3 \mathbb{R} \). Then, \( z_1 = Pr_W(y_1) = (2, 2) \), \( z_2 = Pr_W(y_2) = (1, 1) \) and \( z_1 = 2z_2 \). Thus, we obtain that \( W \) is a dependent basic subspace for \( y_1 \) and \( y_2 \). It is clear that the dependency rank of the vectors \( y_1 \) and \( y_2 \) is 2.

If a pair of vectors \( y_1 \) and \( y_2 \) is sparse-independent, then their basis dependent rank is zero.

Assume that \( y \in \mathbb{R}^n \). The set \( S_\varepsilon(y) = \{i : |y(i)| > \varepsilon\} \) is called the \( \varepsilon \)-support of \( y \).

Given a pair of vectors \( y_1 \) and \( y_2 \) in \( \mathbb{R}^n \) and \( \varepsilon > 0 \). Let \( r = \min \{\text{card}(S_{\varepsilon z}(y_1) \setminus S_{\varepsilon}(y_1) \cap S_{\varepsilon}(y_2)), \text{card}(S_{\varepsilon z}(y_2) \setminus (S_{\varepsilon}(y_1) \cap S_{\varepsilon}(y_2))\} \). \( r \) is called the \( \varepsilon \)-sparse-independent-rank of the vectors \( y_1 \) and \( y_2 \).

**Definition 4.5** Given a pair of vectors \( y_1 \) and \( y_2 \). Assume that \( r \) is their \( \varepsilon \)-sparse-independent-rank and \( b \) is a basis dependent rank of the vectors \( y_1 \) and \( y_2 \). These two vectors are called a \( \varepsilon \)-sparse-ergodic independent if \( r > b \).

For example, sparse-independent vectors have a basis dependent rank zero and they are \( \varepsilon \)-sparse-ergodic independent.

Denote by \( Pr_w(y) \) the orthogonal projection of the vector \( y \in \mathbb{R}^n \) onto the subspace \( W \subset \mathbb{R}^n \).

Let \( q \) be a positive value. A vector \( x \) is called \( q - \varepsilon - \text{sparse} \) if the cardinality of its support \( \{i : |x_i| > \varepsilon\} \) is less or equal to \( q \).

4.1.2. Classification

Assume that \( \Gamma \) is a set of vectors from \( \mathbb{R}^n \) that has zero average and a singular norm. \( \Gamma \) is called the set of weak classifiers. Assume that \( \Phi \) and \( \Omega \) are two subsets in \( \mathbb{R}^n \). The vector \( \xi \in \Gamma \) is called a optimal weak classifier for \( \Phi \) and \( \Omega \) relative to \( \Gamma \) if for any vector \( a \in \Phi \) and \( b \in \Omega \), \( \xi = \arg \max_{\xi \in \Gamma} \langle a, \xi \rangle \) holds and \( \langle \xi, b \rangle = 0 \).

Our goal is to separate between the sets \( \Phi \) and \( \Omega \). The distinction between these two sets can be described in different ways. Behavior of the first or second derivatives of the vectors can be one way. Another way can be the characteristics of the sets such as the relation between the maximum and the minimum in the vectors. These properties define a set of weak classifiers \( \Gamma \).

Next, we introduce two families of sensors.

The set \( \Gamma \subseteq \mathbb{R}^n \) is called a \( d - \text{support local} - \text{characteristic} \) set of weak classifiers \( (d \ll n) \) if for any \( \xi \in \Gamma \), \( \text{diam}\{i : |\xi_i| > 0\} \leq d \) holds.

Given \( \varepsilon > 0 \). The set \( \Gamma \subseteq \mathbb{R}^n \) is called a \( d - \text{support global} - \text{characteristic} \) set of weak classifiers if for any \( \xi \in \Gamma \), \( \text{card}\{i : |\xi_i| > 0\} = d \) holds and \( \{i : |\xi_i| > 0\} \) is an \( \varepsilon - \text{dense} \) (Definition 4.2) in the set \( \{1, 2, ..., n\} \).

**Definition 4.6** Assume that \( \{\xi_1, \xi_2, ..., \xi_m\} \) are the optimal weak classifiers for two sets \( \Phi \) and \( \Omega \). Define a linear operator \( \Xi : \mathbb{R}^n \to \mathbb{R}^m \) such that \( \Xi(a) = (\langle a, \xi_1 \rangle, \langle a, \xi_2 \rangle, ..., \langle a, \xi_m \rangle) \). This linear operator is called the separator projection.

**Proposition 4.1** Assume \( T \) is the target’s spectrum, \( B \) and \( P \) are the spectra of the background and the mixed pixel, respectively. Parameter \( t \) obeys the linear mixing model \( P = tT + (1 - t)B \). Let \( \Phi = \{T\} \) and \( B \in \Omega \), where \( \Omega \) is a set of background vectors. Assume that \( \{\xi_1, \xi_2, ..., \xi_m\} \) are optimal
weak classifiers for two sets Φ and Ω. \( \Xi = [\xi_1, \xi_2, \ldots, \xi_m] \) is a projection separator and \( T_1 = \Xi(T) \), \( P_1 = \Xi(P), B_1 = \Xi(B) \). Then, \( \|P_1\| = t\|T_1\| \) and \( \text{corr}(P_1, T_1) = 1 \).

**Proof:** \( P_1 = \Xi(tT + (1 - t)B) = t\Xi(T) + (1 - t)\Xi(B) \). Since \( \Omega \subset \ker(\Xi) \) and \( B \in \Omega \), then \((1 - t)\Xi(B) = 0 \) and \( P_1 = t\Xi(T) = tT_1 \).

### 4.2. The Main Propositions

The goal of this section is to generate the conditions for which the vectors provide a solution for the unmixing problem given by Equation (2).

**Lemma 4.1** Let \( B \) be an unknown background spectrum, \( T \) and \( P \) are the known spectra of the target and of the mixed pixel, respectively. The parameter \( t \) satisfies the linear mixing model \( P = tT + (1 - t)B \). If for any fixed positive value \( \gamma > 0 \), \( 0 < \varepsilon < 1 \), \( S_1 = \{i : |B(i)| > \gamma\} \) and \( S_2 = \{i : |T(i)| > \gamma / \varepsilon\} \) we have that \( \text{card}(S_2 \setminus S_1) \geq \text{card}(S_1 \cap S_2) \), then \( t = \text{mode}_x \zeta (\text{Definition 4.1}) \) where \( \zeta \) is a vector whose coordinates are \( \{\frac{P}{T}\} \) and \( T_1 = \{T|\|T\| > \gamma / \varepsilon\} \).

**Proof:** Let \( \xi = \frac{P}{T_1} = \frac{tT + (1 - t)B}{T_1} = t + (1 - t)\frac{B}{T_1} \) and let \( \zeta = \frac{P}{T} \), then \( \xi = t + (1 - t)\zeta \). Let \( W = (S_2 \setminus S_1) \) and \( V = (S_2 \cap S_1) \), then \( |W| \geq |V| \), \( W \cap V = \emptyset \), \( \{\zeta(i)\}_i \in W \cap \{\zeta(i)\}_i \in V = \emptyset \) and \( \{\zeta(i)\} = \{\zeta(i)\}_i \in W \cup \{\zeta(i)\}_i \in V \). If \( i \in W \) then \( |\zeta(i)| = \frac{B(i)}{T_1} < \gamma / (\gamma / \varepsilon) = \varepsilon \) and \( \text{card}(\{i : |\zeta(i)| \geq \varepsilon\}) \leq |V| \leq |W| \). Thus, \( \text{mode}_x(\xi) = 0 \) and \( \text{mode}_x(\zeta) = t \). ■

From Lemma 4.1 we get Proposition 4.2.

**Proposition 4.2** Let \( B \) be an unknown background spectrum and \( T \) and \( P \) be the known spectra of the target and of the mixed pixel, respectively. The parameter \( t \) satisfies the linear mixing model \( P = tT + (1 - t)B \). Let \( T_1 = \{T|\|T\| > \gamma\} \) and \( \xi \) is a vector with the coordinates \( \{\frac{P}{T_1}\} \). Assume that \( B \) and \( P \) are \( \varepsilon \)-spare-class independent. Then, \( \text{mode}_{\varepsilon / \gamma}(\xi) = t \).

**Proposition 4.3** Assume that \( B \) is the unknown background spectrum where \( T \) and \( P \) are the known spectra of the target and of the mixed pixel, respectively. Assume that the parameter \( t \) satisfies the linear mixing model \( P = tT + (1 - t)B \). If \( B \) and \( T \) are orthogonal, then \( t = \langle T, P\rangle / \|T\|^2 \).

**Proof:** \( \langle T, P\rangle = \langle T, t \cdot T + (1 - t)B\rangle = t \cdot \langle T, T\rangle = t \cdot \|T\|^2 \). ■

Note that if \( \langle T, B\rangle = \varepsilon \), then the variance of this estimation error is \( \varepsilon / \|T\|^2 \). “Sparse-independency” and orthogonality are strong conditions. Theorem 4.1 shows that “\( \varepsilon \)-sparse-ergodic independency” also provides a solution for the linear unmixing problem.

**Theorem 4.1** Given \( \varepsilon > 0 \), \( B \) is an unknown background spectrum, \( T \) and \( P \) are the known spectra of the target and of the mixed pixel, respectively. The parameter \( t \) satisfies the linear mixing model \( P = tT + (1 - t)B \) Assume \( B \) and \( P \) are \( \varepsilon \)-sparse-ergodic independent (see Definition 4.5). \( T_1 \) denotes the \( i \)th coordinate of the vector \( T \). Let \( T_1 = \{T_i : |T_i| > \varepsilon\} \) and \( \xi \) is a vector with the coordinates \( \{\frac{P}{T_1}\} \). Then, \( \text{mode}_x(\xi) = t \).
Proof: Let \( \xi = \{ p \frac{\mathcal{B}}{\mathcal{T}} \} \) and \( \zeta = \{ \frac{\mathcal{B}}{\mathcal{T}} \} \). \( \xi = t + (1-t)\zeta \), then we only need to prove that \( \text{mode}_\varepsilon(\zeta) = 0 \). Assume that \( p \neq 0 \) is a real number. Let \( \Omega = \{ i|B_i = pT_i \} \) and \( \Lambda = \{ i|B_i < \varepsilon^2 \wedge T_i > \varepsilon \} \). The \( \varepsilon \)-sparse-ergodic independency (see Definition 4.5) of \( B \) and \( T \) follows from the fact that \( \text{card}(\Omega) < \text{card}(\Lambda) \), because if \( W = \bigoplus_{e \in \Omega} e\mathbb{R} \), then \( W \) is a dependent basic subspace of \( T \) and \( B \) and \( \dim(W) = \text{card}(\Omega) \). Note that \( \{ i|B_i < \varepsilon^2 \wedge T_i > \varepsilon \} = \{ i|\zeta_i < \varepsilon \} \) and \( \{ i|B_i = pT_i \} = \{ i|\zeta_i = p \} \). From the condition \( \text{card}(\{ i|\zeta_i = p \}) < \text{card}(\{ i|\zeta_i < \varepsilon \}) \), follows that \( \text{mode}_\varepsilon(\zeta) = 0 \). ■

Now we show how to obtain the “\( \varepsilon \)-sparse-ergodic independency” (see Definition 4.5).

Theorem 4.2 Assume that \( \{ v_1, v_2 \} \subset \mathbb{R}^n \), \( \langle v_1, v_2 \rangle = 0 \), \( \varepsilon > 0 \). Let \( \Lambda = \{ S_1, S_2, \ldots, S_r \} \) be the \( \varepsilon \)-dense and homogeneous set of isometrics operators in \( \mathbb{R}^n \). Then,

\[
 w_1 \overset{\Delta}{=} [v_1, S_1(v_1), S_2(v_1), \ldots, S_r(v_1)] \text{ and } w_2 \overset{\Delta}{=} [v_2, S_1(v_2), S_2(v_2), \ldots, S_r(v_2)] \text{ are } \varepsilon \text{-sparse-ergodic independent.}
\]

The rest of this section proves Theorem 4.2.

Proposition 4.4 For any pair of orthogonal vectors \( \{ v_1, v_2 \} \subset \mathbb{R}^2 \) such that \( \langle v_1, v_2 \rangle = 0 \), for any linear operator \( S : \mathbb{R}^2 \rightarrow \mathbb{R}^1 \) where \( \| S \| = 1 \) and for any real \( t \neq 0 \), the inequality \( P[S(v_2) = t \cdot S(v_1)] < P[S(v_2) = 0] \) holds when \( P \) is probability.

Proof: Any linear operator \( S : \mathbb{R}^2 \rightarrow \mathbb{R}^1 \) with \( \| S \| = 1 \) can be represented as \( S(x) = \langle s, x \rangle \) where \( s = (s_1, s_2) \) is a vector with \( \| s \| = 1 \).

Consider

\[
 \hat{S} = \begin{pmatrix}
 s_1 & s_2 \\
 -s_2 & s_1
 \end{pmatrix} = \begin{pmatrix}
 \cos(\varphi) & \sin(\varphi) \\
 -\sin(\varphi) & \cos(\varphi)
 \end{pmatrix}
\]

to be a rotation of \( \mathbb{R}^2 \). This rotation splits the linear operator \( S \) into a product of the rotation operator with the orthogonal projection such that \( S = \hat{S} \circ P_{r1} \) where \( P_{r1}(x_1, x_2) \overset{\Delta}{=} (x_1, 0) \). In this representation, \( \frac{S(v_2)}{S(v_1)} = -\frac{a \sin(\varphi)}{b \cos(\varphi)} = (-a/b) \tan(\varphi) \). For any \( t \in \mathbb{R} \), the solution of \( t = (-a/b) \tan(\varphi) \) exists.

In addition, \( \tan'(\varphi) = \frac{1}{\cos^2(\varphi)} \) has a minimum in zero. Hence, the size of the set \( \{ \varphi : |\tan(\varphi)| < \varepsilon \} \) is more than the size of the set \( \{ \varphi : |\tan(\varphi) - t| < \varepsilon \} \) for \( t \neq 0 \). ■

Corollary 4.1 Let \( \{ S_1, S_2, \ldots, S_r \} \) be \( \varepsilon \)-dense and homogeneous set (Definitions 4.2 and 4.3) of the linear operators \( \mathbb{R}^2 \rightarrow \mathbb{R}^1 \) and \( \{ v_1, v_2 \} \) is orthogonal in \( \mathbb{R}^2 \). Then, the vector \( \zeta \) with the coordinates \( \zeta_i = \frac{S_i(v_1)}{S_i(v_2)} \), \( i = 1, \ldots, r \), has \( \text{mode}_\varepsilon(\zeta) = 0 \).

Proposition 4.5 Given a pair of orthogonal vectors \( \{ v_1, v_2 \} \subset \mathbb{R}^n \), \( \langle v_1, v_2 \rangle = 0 \) and \( \varepsilon > 0 \). Assume that \( S_1, S_2, \ldots, S_r \) is an \( \varepsilon \)-dense and homogeneous set of isometrics operators in \( \mathbb{R}^n \). Then, the vector \( \zeta \), which has the coordinates \( \zeta_{i,\alpha} = \chi_i^\alpha \), \( i = 1, \ldots, n \), \( \alpha = 1, \ldots, r \), has \( \text{mode}_\varepsilon(\zeta_{i,\alpha}) = 0 \) where \( \chi_i^\alpha \) is the \( i \)-th coordinate of the vector \( \chi^\alpha = \frac{(S_\alpha(v_1))_1}{(S_\alpha(v_2))_1}, \ldots, \frac{(S_\alpha(v_1))_n}{(S_\alpha(v_2))_n} \).
Proof: Denote $\Lambda = \{S_1, S_2, ..., S_r\}$. The set of $\chi$ coordinates is divided into the union of the subsets $\tau_i$ where $\tau_i = \{s_{i,\alpha}\}_{S_{\alpha} \in \Lambda}$, $\alpha = 1, \ldots, r$. We have to show that $\text{mode}_\varepsilon(\tau_i) = 0$, $i = 1, \ldots, n$. Assume that $\theta_i$ is a projection to coordinate $i$, such that for $x = (x_1, \ldots, x_n)$, $\theta_i x = x_i$. Assume that $L$ is a linear span of $\{v_1, v_2\}$. Define $R_\alpha = \theta_i \circ S_{\alpha}$ where $R_\alpha : \mathbb{R}^2 \to \mathbb{R}^1$. Our assumption was that $\Lambda = \{S_1, S_2, ..., S_r\}$ is $\varepsilon$-dense and homogeneous. Therefore, $\{R_1, R_2, ..., R_r\}$ is $\varepsilon$-dense and homogeneous too. Then, Corollary 4.1 implies $\text{mode}_\varepsilon(\tau_i) = 0$. ■

Proof: proof of Theorem 4.2: Let $L$ be the linear span of $w_1$ and $w_2$ from $\mathbb{R}^{nr} = \bigoplus_{S \in \Lambda} \mathbb{R}^n$. If the theorem is not true, then there is basic subspace $W$ in $\bigoplus_{S \in \Lambda} \mathbb{R}^n$ such that $\dim(W) = q$ and $\dim(Pr_w(L)) = 1$. It means that $w_1|_W = s$ and $w_2|_W = t \cdot s$, $t \neq 0$, such that $\dim(W) > \text{card}\{i|(w_2)(i) = 0 \text{ and } (w_1)(i) \neq 0\}$. This means that a vector with the coordinates $\zeta_i = \frac{(w_2)(i)}{(w_1)(i)}$, $i = 1, \ldots, nr$, has $\text{mode}_\varepsilon(\zeta_i) = t \neq 0$. This contradicts Proposition 4.5. ■

5. Random Orthogonal Transformation Algorithm for Unmixing (ROTU)

We denote the first derivative of a spectrum of a pixel $X$ by $d(X)$ and it is called the $d -$ spectrum of the pixel $X$.

For independent spectra and for special type of dependent spectra, which will be defined below, we can use a faster and less computationally expensive method than [2] (Section 4). This is described in this section. This method works well if the $d -$ spectra of different materials are related by the so-called sparse $-$ independent (see Definition 4.4). This relation will be described below. If they are not sparse $-$ independent then this method may generate false alarms.

We assume now that the conditions in Section 2 hold. We are given the target’s spectrum $T$ and the mixed pixel spectrum $P$. Their relationship is described by Equation (2) via the average background spectrum $B$, which is a mix of the background spectra without the presence of the target, such that $B = \sum_{k=1}^{M} a_k B_k$ and

$$P = tB + (1 - t)T = t \sum_{k=1}^{M} c_k B_k + (1 - t)T.$$  

(7)

Our goal is to estimate $t$, denoted by $\hat{t}$, which will satisfy Equation (7) provided that $B$ and $T$ have some independent features. Once $\hat{t}$ is found, the estimation of an unknown average background spectrum $B$, denoted by $\hat{B}$, can be calculated by $B = (P - \hat{t}T)/(1 - \hat{t})$.

5.1. The Unmixing Algorithm

Generally speaking, spectra of different materials have different sections in them: some sections are mutually correlated, some sections are smooth and some have sections with oscillatory behavior. Large first and second derivatives are used as characteristic features for a spectral classification.

Some section in the spectrum can be autocorrelated. Let $D = (D_1, D_2)$ be a pair of the first and the second derivatives operator. Our assumptions imply that $D(T)$ and $D(B)$ are more independent than $T$ and $B$. The $D$ operator reduces the correlation between spectra and makes them more independent.

Let $x$ be a spectrum. We denote by a $d -$ spectrum the vector $Dx$. If two $d -$ spectra of different materials are statistically independent (or orthogonal), then estimating $t$ can be obtained
by using Proposition 4.3. Statistical independency is a strong condition. Sometimes we have sparse - independency for the \(d - \text{spectra}\). The sparse-independency condition yields its estimation from Proposition 4.2. In general, we have \(\varepsilon\) deviation from orthogonality and the condition of sparse - independency never holds.

The unmixing algorithm has the following steps:

Step 1: The operator \(D\) is applied to \(T\) and \(P\). We assume that \(|\text{corr}(DT, DB)| < \varepsilon\).

Step 2: Assume that \(\Lambda = \{S_1, S_2, ..., S_r\}\) is random isometric rotations in \(\mathbb{R}^n\), \(W : \mathbb{R}^n \rightarrow \mathbb{R}^{2nr} = \bigoplus_{S \subseteq \Lambda} \mathbb{R}^n\) is the embedding of \(\mathbb{R}^n\) into \(\mathbb{R}^{2nr}\) such that

\[
w_T \triangleq W T = [DT, S_1 DT, S_2 DT, ..., S_r DT],
\]

\[
w_B \triangleq W B = [DB, S_1 DB, S_2 DB, ..., S_r DB],
\]

\[
w_P \triangleq W P = [DP, S_1 DP, S_2 DP, ..., S_r DP].
\]

Step 3: Construct the vector \(\varsigma\) with the coordinates

\[
\varsigma_{\alpha,i} = \frac{(w_P)_i}{(w_T)_i}, \quad \alpha = 1, \ldots, r, \quad i = 1, \ldots, 2n.
\]

Step 4: Estimation of \(t\), denoted by \(\hat{t}\), is computed by \(\hat{t} = \text{mode}_\varepsilon \left( \frac{(w_P)_i}{(w_T)_i} \right), i = 1, \ldots, 2rn\). \(B\) is estimated by \(\hat{B} = (P - \hat{t}T)/(1 - \hat{t})\).

The vectors \(w_T, w_B\) and \(w_P\) are related by \(w_P = t \cdot w_T + (1 - t) \cdot w_B\), where \(w_B\) is unknown. Proposition 4.5 and Theorems 4.1 and 4.2 yield that \(\{w_T, w_B\}\) are \(\varepsilon\)-sparse-ergodic independent (Definition 4.5) and the \(\text{mode}_\varepsilon(\varsigma)\) of the vector \(\varsigma\), which have the coordinates

\[
\varsigma_{\alpha,i} = \frac{(S_\alpha D_1 B)_i}{(S_\alpha D_1 T)_i}, \quad \alpha = 1, \ldots, r, \quad i = 1, \ldots, 2n,
\]

is \(\text{mode}_\varepsilon(\varsigma) = 0\).

It follows that \(\text{mode}_\varepsilon \left( \left\{ \frac{(w_P)_i}{(w_T)_i} \right\}_{i=1}^{2rn} \right)\) estimates \(t\). As the number of operators is increased then this estimate becomes more accurate.

Definition 5.1 Equations (8–11) denote the vector \(\zeta = (\zeta_k)\) with the set of coordinates \(\zeta_k = \frac{(w_P)_i}{(w_T)_i}, k = 1, \ldots, 2rn\). Assume \(\varepsilon > 0\) and \(b = \{0, \varepsilon, 2\varepsilon, 3\varepsilon, 4\varepsilon, \ldots, 1 = m\varepsilon\}\) is a partition of \([0, 1]\). Then, the vector \(H\) such that \(H_i = \text{card} \{k | i\varepsilon - \varepsilon/2 < \zeta_k \leq i\varepsilon + \varepsilon/2\}, i = 1, \ldots, m\), is an histogram of \(\zeta_k\) related to the partition \(b\). This histogram is called the “unmixing histogram”.

Figure 7 illustrates the “unmixing histogram” for \(B\) and \(P\) from Figure 3.
**Figure 7.** The “unmixing histogram” for Figure 3. The $x$-axis is the $b$ partition of $[0,1]$, $\varepsilon = 0.01$. The $y$-axis is the number of coordinates that belongs to each interval in the $b$ partition.

In Figure 7, we can see the distribution of the values of the vector $\zeta$ on the interval $[0,1]$, where the partition step is 0.01. This histogram shows that the mode of this distribution is $0.4 = 40 \cdot 0.01$. Thus, $t$ is estimated by $\hat{t} = \text{mode}_\varepsilon(\xi) = 0.4$, where the vector $\xi$ is computed by Equation (11). As long as $\hat{t}$ is known, we can estimate the spectrum of the background $\hat{B} = (P - \hat{t}T)/(1 - \hat{t})$. The comparison between $B$ and $\hat{B}$ is shown in Figure 8.

**Figure 8.** The solid line corresponds to the real spectrum of the background and the dotted line corresponds to the estimated spectrum of the background.
5.2. Experimental Results

1. Experiment with random spectral signatures. Assume the vectors $B$ and $T$ were randomly generated. $B$ is unknown. The vector $P$ was computed by $P = tT + (1 - t)B$ for $t = 0.1, 0.3, 0.7, 0.9$. Figure 9 displays the plots of $P$, $T$ and $B$ for $t = 0.7$. The vector $P$ corresponds to the spectrum of the mixed pixel, $T$ corresponds to the known target spectrum and $B$ corresponds to an unknown background spectrum.

![Figure 9. Random spectral vector signatures.](image)

The ROTU algorithm, which estimates $t$, is applied to the pair $P$ and $T$ with different $t$ values. Then, the estimations of $\hat{t}$ and $t$ are compared. Once $\hat{t}$ is obtained then the unknown $B$ is estimated by $\hat{B} = (P - \hat{t}T)/(1 - \hat{t})$.

The “unmixing histogram” from Definition 5.1 is displayed in Figure 10 for several $t$ values.

From Figure 10 we get that the estimations for the true values of $t$ by $\hat{t}$ are:

$t = 0.3$ vs. $\hat{t} = 0.3$, $t = 0.7$ vs. $\hat{t} = 0.7$, $t = 0.9$ vs. $\hat{t} = 0.9$ and $t = 0.1$ vs. $\hat{t} = 0.1$. In all these cases, $\hat{t} = t$. It means that the reliability of our algorithm on these datasets is 100%.

2. Experiment with Spectra of Real Materials. The spectra $B$ and $T$ of two materials were taken from a database of signatures. They are presented in Figure 11. $P$ is computed by $P = tT + (1 - t)B$ for $t = 0.3, 0.55, 0.7, 0.8$.

$P$ and $T$ are known while $B$ is unknown. The ROTU algorithm is applied to the pair $P$ and $T$ for $t = 0.3, 0.55, 0.7, 0.8$. The ROTU algorithm estimates $t$ by $\hat{t}$. Once $\hat{t}$ is obtained, then the unknown $B$ can be estimated from $\hat{B} = (P - \hat{t}T)/(1 - \hat{t})$.

The “unmixing histograms” from Definition 5.1 and the comparison between $B$ and its estimate $\hat{B}$ are given below. In each of the Figures 12–15, the horizontal axes of the left images represent...
Figure 10. The “unmixing histogram” from Definition 5.1 for different $t$ values. The horizontal and the vertical axes are the $b$ partition of $[0, 1]$, $\varepsilon = 0.01$. The cardinality of the coordinate’s set belongs to each interval in the $b$ partition. The boxes inside the graphs is the estimated results from the application of the ROTU algorithm.

Figure 11. The spectra $T$ and $B$ of different materials from the database of signatures, where the x- and y-axes are the wavebands and their values, respectively.

the $b$ partition of $[0, 1]$, $\varepsilon = 0.01$. The vertical axes of the left images represent the cardinality of the coordinate’s set that belongs to each interval in the $b$ partition.
Case 1. True value is $t = 0.3$ where its estimate is $\hat{t} = 0.28$.

Figure 12. Left: The “unmixing histogram” from Definition 5.1. Right: Comparison between $T$ and its estimate $\hat{T}$.

Case 2. True value is $t = 0.7$ where its estimate is $\hat{t} = 0.69$.

Figure 13. Left: The “unmixing histogram” from Definition 5.1. Right: Comparison between $B$ and its estimation $\hat{B}$

Case 3. True value is $t = 0.49$ where its estimate is $\hat{t} = 0.45$. 
Figure 14. Left: The “unmixing histogram” from Definition 5.1. Right: Comparison between $B$ and its estimation $\tilde{B}$.

Case 4. True value is $t = 0.8$ where its estimate is $\hat{t} = 0.82$.

Figure 15. Left: The “unmixing histogram” from Definition 5.1. Right: Comparison between $B$ and its estimation $\tilde{B}$.

3. Experiment with sub- and above-pixel’s target recognition. We present the results from the application of the ROTU algorithm to two different types of scenes: (1). “Desert” (see Figure 4) has targets that occupy more than a pixel. It is shown in Figure 16. “Field” (see Figure 6) has a subpixel target. It is shown in Figure 17. In each figure, the parameter $t$, which was introduced in Equation (7), means the portion of the target’s material in the detected pixel (fractional abundance).
Figure 16. Left: The scene from Figure 4. Right: Points that contain a target in above pixel when $t = 1$.

Figure 17. Left: The scene from Figure 5. Right: Points that contain a target in a sub-pixel when $t > 0.5$.

6. Classification for an Unmixing (CLUN) Algorithm

In this section, we present another unmixing algorithm that is based on classification. This method works fast and does not require any conditions on the relation between the background and the target spectra. The spectra of the target and the background can be correlated and their derivatives can be correlated too. We outline the following consecutive steps in a target identification via classification by HSI learning:
1. Learning phase: Finding typical background features by the application of PCA to the spectra of randomly selected multi-pixels from the scene where a multi-pixel is one pixel with all its wavelengths;

2. Separation of the target’s spectra from the background via a linear operator, which is obtained from the “learning” phase;

3. Construct a set of sensors which are highly sensitive to targets and insensitive to background;

4. Embedding the spectra from the scene into a space generated by “good” sensors vectors and detect the points that contain the target that has a big norm value.

We do not need to assume that spectra of different materials are dependent. If they are independent then all the related works, which were mentioned in Section 3 and [2], work well. Now we describe in details the above outlined method.

6.1. Sensor Building Algorithm (SBA)

Let \( V = \{v_1, ..., v_s\} \) be a set of multi-pixels spectra that were randomly chosen. We assume that the majority of the pixels from the scene are background pixels. Hence, after the application of PCA to \( V \) we get information about the background and not about the targets. Assume that \( \Omega = \{w_1, ..., w_p\} \) are the principal components of the PCA of \( V \) and \( \Phi \) is a set of the known targets spectra. In our approach, \( \Phi = \{T\} \) has only one vector, which is the vector of the target’s signature. Our goal is to separate between the two sets \( \Omega \) and \( \Phi \) via the sensor building algorithm (SBA) that is discussed next.

Algorithm 1: Outline of SBA

1. Let \( T \) be the target’s spectrum: Construct the function

\[
F(\xi) = \langle \xi, T \rangle - W \| (\langle \xi, w_1 \rangle, \langle \xi, w_2 \rangle, ..., \langle \xi, w_p \rangle) \|
\]  

such that \( \xi \) maximizes \( F(\xi) \) and \( W \) is a weight coefficient.

2. Given a set of weak classifiers \( \Gamma \): Perform \( s \) iterations to collect the \( s \) functions from \( \Gamma \) each of which provides a local supremum for the function \( F \). Each function \( \xi \) from \( \Gamma \) is named a “weak classifier”. If \( s \) is big (for example, \( s = 1000 \)), then our algorithm becomes more accurate while the computational time becomes longer.

3. Construct the “strong classifier”: It is a linear operator \( \Xi = [\xi_1, \xi_2, ..., \xi_s] \), where each \( \xi_i \) was obtained in step 2. This operator is a “projection separator” (see Proposition 4.1).

4. Construct \( T_1 = \Xi(T) \) (see Definition 4.6), where \( T \) is the spectrum of the target.

Detailed description of the “weak classifier” collection:

1. Choose an integer \( r > 1000 \) and a value for \( \epsilon > 0 \).

2. First iteration: Select a subset \( \tilde{\Gamma} \) of \( r \) vectors from \( \Gamma \) via random choices.
3. Let \( \xi_1 = \arg\max\{F(\xi) | \xi \in \hat{\Gamma}\} \) (Equation (13)).

4. Assume \( s - 1 \) iterations took place. We describe now the \( s^{th} \) step. We select a subset \( \hat{\Gamma} \) of \( r \) vectors from \( \Gamma \) via a random choice such that for each \( \xi_i, i = 1, ..., s - 1 \), \( dist(\hat{\Gamma}, \xi_i) > \epsilon \) holds.

5. Let \( \xi_s = \arg\max\{F(\xi) | \xi \in \hat{\Gamma}\} \).

Assume \( P \) is the current pixel’s spectrum. Proposition 4.1 contains the following two properties where \( \Xi \) is defined in Definition 4.6.

1. \( \text{corr}(\Xi(P), T_1) \) is close to 1.

2. \( t = \|\Xi(P)\|/\|T_1\| \) is the portion of the target in the current pixel.

6.2. Description of the CLUN Algorithm

We assume that we have the same conditions as in Section 2. We are given the target’s spectrum \( T \) and the mixed pixel spectrum \( P \). Their relationship is described by Equation (2) using the background’s average spectrum \( B \), which is the mix of the background’s spectra without the presence of the target, such that \( B = \sum_{k=1}^{M} a_k B_k \) and

\[
P = tB + (1 - t)T = t \sum_{k=1}^{M} c_k B_k + (1 - t)T. \tag{14}
\]

Our goal is to estimate \( t \), denoted by \( \hat{t} \), which will satisfy Equation (14) provided that \( B \) and \( T \) have some independent features. Once \( \hat{t} \) is found, the estimation of an unknown background average spectrum \( B \), denoted by \( \hat{B} \), is computed by \( \hat{B} = (P - \hat{t}T)/(1 - \hat{t}) \).

The CLUN algorithm contains the following steps:

1. Apply the sensor building algorithm (SBA - Algorithm 1).

2. Construct an operator that is the projection separator \( \Xi(P) \) from Definition 4.6.

3. Apply the operator \( \Xi(P) \) to each pixel’s spectrum.

Let \( \{P_1, \ldots, P_\omega\} \) be the spectra dataset from all the pixels in the scene. Denote \( Y_i = \|\Xi(X_i)\| \). There are two possibilities for the dataset \( \{Y_1, \ldots, Y_\omega\} \subseteq \mathbb{R}^+ \):

1. The set \( \{Y_1, \ldots, Y_\omega\} \) is separable according to Definition 3.5;

2. The set \( \{Y_1, \ldots, Y_\omega\} \) is inseparable according to Definition 3.5.

From Definition 3.5, a dataset is separable if \( J(e_1) < J(e_2) \) where \( e_1 \) is the partition and the number of classes is 1 and \( e_2 \) is the best partition for the two classes. The function \( J(e) \) measures the separation quality between the clusters. If \( J(e_1) \geq J(e_2) \), then the dataset is inseparable and Fisher’s separation is incorrect.

In the first case, \((w, b)\) is the best separation between two clusters of the set \( S = \{Y_1, \ldots, Y_\omega\} \subseteq \mathbb{R}^+ \) according to Definition 3.4 and \( b \) is the Fisher’s threshold for this separation. Then, \( \{i | Y_i > b\} \) is the set of pixels that contains the targets. In the other case, there are no pixels that contain the targets.
Assume \( P_i \) is the spectrum of the current pixel. Assume \( \| \Xi(X_i) \| > b \). Then, according to our assumption \( P_i \) contains the target’s spectrum as a linear component. It means that \( i \) is a suspicious pixel. \( \text{corr}(\Xi(P), T_1) \) is close to 1, then \( t = \| \Xi(P) \| / \| T_1 \| \) is the portion that contains \( T \) in the current pixel.

6.3. Implementations of the CLUN Algorithm

We present the results from the application of the CLUN algorithm to hyperspectral images where the target once occupies more than a pixel and once it occupies a subpixel. In Figures 18 and 19, the parameter \( t \), which was introduced in Equation (7), is the portion of the target in the current pixel.

**Figure 18.** Left: The source image. Right: The result from the application of the projection separators. The white points contain targets with \( t \geq 0.7 \).

To separate between \( \Omega \) and \( \Phi \), we utilize the following sets types \( \Gamma \):
1. \textit{d−support local − characteristic} is the set of weak classifiers.

2. \textit{d−support global − characteristic} is the set of weak classifiers.

3. Assume that $\Gamma = \{\xi_{i,j}\}$ is the set of weak classifiers where $\langle \xi_{i,j}, X \rangle = X_i - X_j$. This set of weak classifiers works well if the vectors from $\Phi$ and $\Omega$ have a low entropy. It means that many coordinates have equal values and random differences between some coordinates provide sparse and independent behavior.

Figures 20 and 21 illustrate the separation between $\Omega$ and $\Phi$. In this example, we used the \textit{d−support local − characteristic} as the set of weak classifiers to achieve this separation.

\textbf{Figure 20.} Left: The red line is the target’s spectrum and the black line measures the background (it was taken from the scene in Figure 4). Right: The same two vectors after the projection of the separating mapping. The x-axis represents the wavelengths and the y-axis represents the wavelengths amplitude before (left) and after (right) the application of the projection.

\textbf{Figure 21.} Representation of 20 sensors (“weak classifiers”) with small supports. They were obtained as shown in Section 6.1. The x-axis represents the wavelengths index and the y-axis represents the values of the sensor-function.

Figure 22 illustrates the other type of situation. The spectrum was taken from the scene “City” (Figure 5). Here the features, which are located in small segments, have noise. Hence, global features sensors are required to separate between the target’s spectrum and the background’s spectrum.
Figure 22. Left: The target’s spectrum. Right: The principal components of the background’s spectra. The spectra was taken from the “city” image (Figure 5).

Figure 23 shows how the wavelengths after the projection by the application of PCA.

Figure 23. Left: This plot represents 200 $d$-support global-characteristic sensors, $d = 4$. They were obtained as shown in Section 6.1. Right: The spectrum of the target (red) and the PCA of the background (black) after the application of the projection separators. The x-axis represents the wavelengths and the y-axis represents the wavelengths amplitude before (left) and after (right) the application of the projection.

6.4. Experimental Results for Sub- and Above Pixel Target Recognition

We present the results from the application of the CLUN algorithm to three different types of scenes (Figures 4–6). In the first scene (Figure 18), the target occupies more than a pixel. The other two scenes (Figures 19 and 24) contain subpixel targets. In each figure, the parameter $t$, which was introduced in Equation (7), is the portion of the target in each pixel.
Figure 24. Left: The source image. Right: The white points contain a target with $t > 0.5$ and $corr > 0.8.$

7. Conclusions

The paper presents two linear unmixing algorithms ROTU and CLUN to recognize targets in hyperspectral images where each given target’s spectral signature can be located in a sub- or above pixel. The CLUN algorithm is based on automatic extraction of features from the target’s spectrum. These features separate the target from the background. The ROTU algorithm is based on embedding the spectra space into a special space by random orthogonal transformation and by examining the statistical properties of the embedding’s result. In addition, we also compute the portion of the target’s material in the detected pixel (fractional abundance). The ROTU algorithm works well and fast if the spectra of the sought after target has sparse derivatives. It also works well if the fractional abundance of the target was 10, 30, 70 and 90%. It also detects sub- and above pixels with minimal false alarms. The CLUN algorithm works better but slower since it needs training phase and does background modeling.
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