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Abstract: Several studies have focused in the past on global land cover (LC) datasets
harmonkgation and intecomparison and have found significantonsistencies. Despite

the known discrepancies between existing products derived from medium resolution
satellite sensor datéittle emphasis has been placed on examiningetisagreements to
improve theoverall classification accuracy of future ladvermaps This work evaluate

the classification performance o& least square support vector machine -8\8V)
algorithmwith respect to areas of agreement and disagreement between two existing land
cover mapsThe approach involves the usetimfe seris of Moderateesolution Imaging
Spectroradiometer (MODIS) 258 Normalized Difference Vegetation Index (NDVI)
(16-day composites) and gridded climatic indicatdtS-SVM is trained onreference
samples obtained through visual interpretation of GooglehE@E) high resolution
imagery. The core of the training process is based on repeated random splits of the training
datasetto select a small set of suitable support vectors optimizing class separability. A
large number of independent validation sampla®ead over three contrasting regions in
Europe (Eastern Austria, Macedonia and Southern France) are used to calculate
classification accuracies for the {S8/M NDVI-derived LC map and for two (globally
available) LC products: GLC2000 and GlobCover. TheV31 LC map reorted an
overall accuracy of M. Classification accuracies ranged frofds/where GlobCover and
GLC2000 agreed to8% for areas of disagreement. Results indicate that existing LC
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products are as accurate as the3\8M LC map in areas of agreemt (with little margin
for improvements), while classification accuracy is substantially better for H8/MLC
map in areas of disagreement. On average, th8\/4 LC map was 4% and18% more
accurate compared to GlobCover and GLC2000, respectively.

Keywords: multi-temporal classification; NDVI time serieSupport Vector Machine;
support vector optimization

1. Introduction

Reliable and regularlyipdatedland use/land cover (LULC) maps at medium to coarse spatial
resolution are required farariousmodeling and monitoring purposest continental to global scale,
accurate LULC data affer exampleneeded for modeling energy, water and carbon flux exchanges of
terrestrial ecosystem components,2]. At regional scale, prominent applications range from
vegetation dynamics aridnd change monitoring to urbanization and policy developrigari].

Available (global) LULC maps show large differendasthe number and definitions of LULC
classes depending @atellite data typeoreseemapplication as welasthe specificobjectives of the
map developerf6]. For example, th&lobal LandCover Map2000 GLC200Q [7] is based on 22
land coverclasses described through thkmited Nations (UN) Land Cover Classification System
(LCCS) [8]. The GlobCover 2009 map [9] (Version 2.3 aailable for the year 2009), hereafter
GlobCover,is also labeled according to the LCOSowever, adifferent cartographic and thematic
aggregationis performed The Moderateresolution Imaging SpectroradiometeM@DIS) Land
Cover Typeproduct (MCD12Q1version5) [10] includesfive different global classification systems
among which thel7-class systemdescribed through thdnternational Geosphere Biosphere
ProgrammdIGBP).

For map production, usually spectral or spettmporal features are used with classifiers ranging
from decision trees to parametric (maximum likelihood) classifiers. For example, GLC2000 was derived
at 1-km spatial resolutiorusing anunsupervised clusteg approachand daily observations acquired
between 1999 and 2000 from SPWEGETATION. MODIS LC was derivedat 500m spatial
resolutionusing a supervised decision tree classifier with yearly average of nadir -B&sted
reflectance, enhanced vegatatindex (EVI) and land surface temperature (LST) valdes300-m
spatial resolutionGGlobCoverwasderived usingsupervisectlassificationand unsupervisedustering
of spectral and temporal informatidrom bi-monthly composites of ENVISAMERIS acquisitions
(reflectance and minimum and maximum NDVI values)

Besides the mentioned differences regarding input featao@spositing periodspatial resolution
and classitation algorithms existing (global) LULC products also differ in map projectiamd
reference timeThese issues makan accuracy assessment and a map-cueparison difficult.
Generally, however, it is agreed that overall classification accuracies of global products are only in the
range betweenr63% and ~75% [6]. For example, GL@000 demonstrated an overall accuracy of
68.6% using stratified random sampling of Landsat data with 544 homogeneous samplgg,paints
GlobCover was validated using various satellite data sources at fine spatial resolution (e.g., image datz
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from Googk Earth), temporal profiles and annual composites of medium and coarse resolution satellite
data (such a€£ENVISAT-MERIS and SPOIEGETATION). The product achieved an overall
accuracy weighted by the class area of 67[3oMODIS LC was validated using theaining dataset

with a10-fold crossvalidationanalsis. Thisproduct reportedraoverall accuracy of 74.8%lowever,

a high variability in the classpecificaccuracies was observgd].

Over the last yeayvariousstudieshave focused odatasetdiarmonzation andinter-comparison
and have foundignificant inconsistenciebetweenexisting products For instance[6] found that
GLC2000, GlobCove(Version2.1 for the year 200nd MODIS LC(Version5 IGBP) mapsshow
large differencesn the total surface classified as cropland anfbrest land cover For the pair
GlobCoverGLC200Q thesedifferenceswere found as high @&8.4% of theaveragesurfaceclassified
as cropland.Further results of map comparisons and relative quality assessment dannde
in [6,117 14].

Despite the knownliscrepancies betwee@xistingproductg11], little emphasis has been placed on
examining the disagreements between existing products. Such a focus could hele thpmrerall
accuracy of future land cover prodsifl5].

With this study we present greliminary analysioof MODIS 250m NDVI (10 years of l&alay
composites}ime series data to derive LG maps We focus on six broad vegetation classes and one
additional norvegetated class (Urban/Buip). The approach involves the use af Least Square
Support Vector MachingLS-SVM) algorithmtrained on reference samples obtained through visual
interpretation of Google Earth (GE) high resolution imag&he core of th&S-SVM training process
is based on regated random splits of the trainim;tasetto select a small set of suitable support
vectorsoptimizing class separabilitylndependentvalidation samples spread over three contrasting
regions in Europe (Eastern Austria, Macedonia and Southern Fearcsgd toassess the accuracy of
the LS-SVM NDVI-derived classificatiomndof two existingLC products: GLC2000 and GlobCover
The three regions of interest are charapgeriby different climatic conditions and patterns in land use
and land cover.

Two man research questions are addressed in this study

1 Is it feasible to outperform overall classification accuracies of existing (global) land cover
products (GLC2000 and GlobCover) usih§-SVM fed with MODIS NDVI time series and
additional climatic indicairs?

1 Arethere any systematic patterns in classification performance dsggification accuracy of the
LS-SVM for samples where existing maps agree/disagree; class specific perfodiiareaces
between_S-SVM andexisting products)?

In addition,the paper exploresome key issues associated with the collection of reference data and
the training otthe classification algorithmWe investigate the possibility to minimize sampling efforts
through guided sampling using ancillary information from getion of two existing land cover
products (GLC2000 and GlobCover). It will be shown that higher classification accuracy can be
achieved using only points of agreement.

The paper discusses these questions together with the results, and givesceonmeendations to
improve the accuracy of existing products, with a focus on areas of disagreement.
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2. Materials and M ethods
2.1 Overview

A methodology is described f@producgng reliableland cover mapfocusing onbroad (here seven)
LC classesOnly a few broad LC classasere choserfl) to provide a practical separation between
managed vegetation and natural vegetation, and (2) to keep some flexibility and not preclude the
possibility of comparisons with other LC schemd@$ie LC definitions used irthis study and
correspondingslobCover and GLC2000 class codes are providddbie 1

Table 1. Land Cover (LC) class codes and descriptions after aggregation of GlobCover
and GLC2000 products. Water was not classified but taken from a water mask made fo
the Moderateresolution Imaging Spectroradiome{&tODIS) satellitesensoidata

GeneralisedLand GlobCover GLC2000

Description

Cover Clas Class Class
Cropland 11,14,20,30 23,16,17,18 Agriculture, managed vegetation, mosaic cropland/otbgetation
Deciduous Forest 50,60 2,3 Close to open deciduous broadleaf trees cover
Evergreen Forest 70,90 4 Close to open evergreen needleleaf trees cover
Mixed Forest 100 6,9 Mixed broadleaf and needleleaf trees cover / other trees
Shrub Cover 110,130,150 11,12,14  Shruband sparse herbaceous or sparse shrub cover
Grassland 120,140 13 Herbaceous vegetation, rangeland
Urban/Built up 190 22 Urban, mixed urban or artificial land

Multi-temporaldatasetsuch as the MODIS product provide a eeffective means to develop and
to deliver regularly updated land cover products over large geographic rgpoma8]. Here we used
as input featurestime series ofl6-day NDVI compositesfrom MODIS satellite sensor data
(MOD13Q1) for the classificationFor each of the 23 compositing periods, the average and the
variancewas derived from the full time seri€éBhe profile of average NDVI reflects the basic growth
curves of different vegetation types. The vacmmeflects the classpecific reactivity to inteannual
changes in climatic driving variables (e.temperature, precipitationT.hree climatic features were
added to the NDVbased features facilitate large scale classifications with a common seupport
vectors The overall workflow isschematiedin Figure 1

To reduce the efforts required for collecting ground truth information, reference data were derived
through visual interpretation of high resolution images. For this purpose a Matlab (bta&g#)viool
was developed making efficient use of GE data.

For the classification a Least Square Support Vector Machin&Sy8) algorithm, developed by
Suykens et al. [19], was implementedLS-SVM represents a variant of the original SVM
formulation[20] with similar classification performance, reduced complexity and enhanced processing
power [21]. We selected a SVMased algorithm, as this method is used in various remote sensing
classification problems and achieves good accuracy compared to othefical&msi algorithms
(e.g., maximum likelihood, discriminant analysis or decision trees). A comprehensive review is
available in[22]. The classification performance of SVM with MODIS time series was assessed
in [23]. The authors investigated, among othssues, the impact of training samples size and
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confirmed the superior genemdtion power even with small number of training samples (20 pixels per
class). They also explored the variability in the overall accuracy using multiple randomly selected
subses of training samples, for a given training sample size.

Figure 1. Workflow of the proposedind coverclassification and validatioprocessThe
description of satellite data acquisition and-precessings reported in Box 1Box 2

presents therocessg of the referencelatasetand the comparison with GLC2000 and

GlobCover
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In our study, we trained the ESVM algorithmwith repeated random splits of the training dataset
to select a small set of suitable support vectors optigniclass separabiliy24,25]

For comparison of our LSVM LC map with existing land cover products, validation focused on an
independent dataset not used during the training phase.-gpksfic and overall classification
accuracies were calculated. Special attention was paid to those samples, where existirgpgnepd.d

2.2.SatelliteData andPre-Processing

The data useth this studyconsisted of 1&lay NDVI composites from MODIS/Terra with a 260
pixel size. The MODISL6-day NDVI compositdas a Level 3 product (MOD13Q1), calculated from
the Level 2 daily sdace reflectance product (MODOQ9 seri¢2p]. Data were aggregated using the
Constrained View angiMaximum Value Composite (GWIVC) compositing methodn a 16day
interval[27].

MODIS NDVI data spanningfrom February 2000 tamid-2011 were downloaded forthree
experimental test siteFdble J. Thetest sitesvere selected to cover a variety of land cover types and
climatic conditionsin Europe.
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Table 2. Summary of the experimental test sites. The data used in this study consisted of
16-day Normalized Diference Vegetation IndeNDVI) composites for three test sites
(2001 to 201Q)from which averages and variances were calculated for eacayl6
interval Additionally, three climatic variables weresedin the LC classification. Their
respective averagealues are indicated.

Lat./Lon. Extension MODIS  Annual Mean Mean Precipitation of
Test Site 5 Image  Temperature Diurnal Warmest Quarter
(Scene Centrg (km®)
Frame (©) Range(T) (mm)
Eastern
. 4852'6"N/1813'44"E 107,400 h18v04 8.2 9.2 258
Austria
Macedonia 4139'21"N/2146'7"E 54,500 h18v04 9.7 10.2 137
Southern
4421'32"N/357'46"E 34,455 h19v04 10.3 9.8 186
France

MOD13Q1 image frameshéreh18v04 and h19v04) were reprojected from Simausoidal to UTM
projectionwith map datum WGS 84. This coordinate transformation was achieved using the MODIS
data Reprojection Tool (MRT) with nearest neightesampling The subsetting of the three test site
was performean the reprojected datamages were consequently statke produce the time series
dataset One important requirement for mutemporal analysis is the gegistration of the various
acquisitions in the time series. According to the MODIS team, the geolocation accuracy is
approximately 50n at nadiff{28]. Taking into account both nadir and-ofidir pixels[17] reported an
error of about 1181 that is considered acceptable for the purpose of the analysis.

To fill data gaps, and teemove undesired effects of undetected clouds and poor atmospheric
conditions, the time seriedatawere filtered. The generation of the filteredatasetwas based on a
smoothing techniqudescribed if29]. Data smoothing was achievedntiauously from year 2000 to
2011 The employed Whittaker smooth@0] balances fidelity tahe observations with the roughness of
the smoothed curve. The algorithm is extremely fast, gives continuous control over smoothness with
only one parameter, and interpolagegomaticallymissing datafor further details the reader is referred
t0[29,31,32]. An example of NDVItime seriedefore and after the filtering is presentedrigure 2

The filtered time series consisted of 230 NDVI data values (10 years of data, 23 acquisitions per
year, 1 observation every 16 days) from the start of 2001 terttieof 2010 (first and last complete
year). The 230 NDVI data values were summarized to proviegag@nterannual averages @ 23)
and the corresponding variances<123) for the period 2002010. The final NDVI dataset used in
our study thus consisleof 46 observations representing the w@tenual averages and variances. A
positive effect of using mukannual data was shown [88] where the effect of data compositing and
length of the observation period on the LC accuracy was investigated.

As a onsequence of the multhnual data compositing, changes in land use and land cover may be
expected to produce artefacts in the katenual averages (and variances) of the NDVI values. In this
study, we assumed that LULC changes would have only a mimnpact on our European dataset.
The rate of land cover changes for 36 European countries was estimdtt] bging 1.3% of the
total land surface for the period 20@006, with average annual change rates of 0.08% for Austria,
0.14% for Macedonia and A% for France.



Remote Seng012 4 3149

Figure 2. Example of NDVI time series befora)(and after If) filtering. Data smoothing

was achieved continuously from year 2000 to 2011 using the Whittaker smoa#hes).

For the classification only data from 2001 to the end of 2010 was used and is shown
in the graphs.
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Three climatic indicatorswere included as$S-SVM input featuresso that the classifier receives
information concerning the respective climatonditions of each samplethe Annual Mean
Temperature, the Mean Diurnal Temperature Raragel the Precipitation of Warmest Quarter
calculatedat 1-km spatial resolutionThesethree indicators were selected from tjiebal climate
layers of the WirldClim [35] datassetsummarzing annual and seasonal trends of monthly temperature
and rainfall valuesTemperature and precipitatiame important drivers of crégegetationgrowth and
phenology. They are thus responsibleifder-annual and spatial variability 8iDVI profiles.

Thedata values of thd9 features datasetere normakied using the standard scosedconstituted
the input for the multtemporal land covelL&-SVM) classification.

2.3.ReferenceDataset

Referencel. C informationis requiredto train the LS-SVM, andto determine the quality of the
establishedmap inthe accuracy assessmentocess Visual interpretationof high spatial resolution
imagesrepresents #ime- and costsavingalternative totraditional field survey for groundtruthing,
and the only practical solutioat regional and global scal¢36,37] For this purpose, aoftware
toolbox was developed under Matlab to assist the display of sateligeegravailable in GE and to add



Remote Seng012 4 3150

the visually determined LC label to each of the surveyed point. The NDVI time series corresponding to
the MODIS 256m pixel under validation was used to assess the consistency of the interpreted LC type
with the temporal chacteristics and to crosheck for changes that may have occurred during the 10
years. The main interface of the software toolbox is presentedune 3

Figure 3. The software toolbox interface developed to assist the display of satellite images
available in Google EartliGE) and for adding the visually determined LC labels to each of
the surveyed points. The software allows the interactive display of NDVI time series
(2001 2010) corresponding to the MODIS 269 pixel under validation (red box). Two
panels are available to provide quality indicat@sr{fidenceandSpatial homogeneify
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Two quality indicators were also assigned: (i) the confidence of interpretation, and (ii) the
homogeneity of the area under interpretation. The first index categahe uncertainties arising while
interpreting the higrspatialresolution images. Four levels were distinguishiliréd duite sur§
d_ess suréanddJnsuré The second index expresses the level of pixel homogeneity observed in the
GE high spatialresolution images. We defined three possible categories based on the number and
proportion of land cover types covering the MODIS -285@ixel footprint and in its neighborhood area
(about half a pixel to account for possible geolocation er(Brgure4):

T 6Hi ghd for homogeneous pixels containing onl
T 6Medi umdé for mixed pixels with a clear predo
T 6Lowd for mixed pixels with more than one | a

despie this low homogeneity a (single) LC label was assigned.

Using this approach, we visually interpreted a total number,283 points randomly selected, of
which 76 were qualified a8Jnsuré To reduce thematic errors in the reference dataset caused by the
visual interpretation, these 76 points were excluded from further analysis.
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The final dataset (g = 1,159) was randomly split into two stdamples (training and validation).
For theoptimization of the LSSVM algorithm, only the training samples were used. The validation
samples were used only for the classification performance assessment. Accuracy measures wer
calculated for different levels of pixel homogeneity: (1) first for medio high homogeneity levels
(n =362), and (2) subsequently including all levels of pixel homogeneity (n = 567)

Figure 4. lllustration of different levels of pixel homogeneities. Exampless provided for
Deciduous Foresaj, Deciduous Forest mixed thi Evergreeriorest b) and Urbarmmixed
with Deciduous Forest and Croplafg) LC classes as interpreted in the high resolution
Google Earth images.a( high homogeneity, b) medium homogeneity, anct)(low
homogeneity.
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2.4. Comparson withExisting LCProducts

The classification performance of the -S¥YM was compared to two existing LC products
(GLC2000 and GlobCover). The LC class codes were extracted based on the exact location of the
referencedatasetpoints for GLC2000 (km pixel size). For GlobCover (308 pixel size) a 3 3
neighborhood majority rule was used. In case where no class met the majority threshold,ethe cent
value was takenA prerequisite to compare land cover data from existing k@dywcts is the
harmonzation of the different classification legends. Processing aspects and recommendations for LC
harmonzation are described i88]. Although GLC2000 and GlobCover are based on different mixed
unit definitions and LC legends, both caltesi 22L.C classes according to the United Nations (UN)
Land Cover Classification System (LCCH). Various methodologies have been proposed to aggregate
and compare LC maps obtained from different satellite sensor data and mapping [Bidjektsour
study, the LC legends of GLC2000 and GlobCover were first gelaged using a crisp approald?].

This permits comparing class descriptions between the two mapping projects. Subsequently, the LC
classes of the two legends were translated to a third systdrthematically aggregated into seven LC
classes (se@able 1. This yields two new LC maps with harmeed legends Kigure 5. After
harmonzat i on and aggregation of | egends, the area
between the two recoded LC products waeeved The distribution and the number of samples in the
training and validationlatasetsire provided ifFigure 6 andn Figure 7 respectively.
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Figure 5. GLC2000 and GlobCover maps after legend aggregation for the three test sites.



