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Abstract: Industrial agglomeration, as a typical aspect of industrial structures, significantly influences
policy development, economic growth, and regional employment. Due to the collection limitations of
gross domestic product (GDP) data, the traditional assessment of industrial agglomeration usually
focused on a specific field or region. To better measure industrial agglomeration, we need a new
proxy to estimate GDP data for different industries. Currently, nighttime light (NTL) remote sensing
data are widely used to estimate GDP at diverse scales. However, since the light intensity from each
industry is mixed, NTL data are being adopted less to estimate different industries’ GDP. To address
this, we selected an optimized model from the Gaussian process regression model and random forest
model to combine Suomi National Polar-Orbiting Partnership—Visible Infrared Imaging Radiometer
Suite (NPP-VIIRS) NTL data and points-of-interest (POI) data, and successfully estimated the GDP
of eight major industries in China for 2018 with an accuracy (R2) higher than 0.80. By employing
the location quotient to measure industrial agglomeration, we found that a dominated industry had
an obvious spatial heterogeneity. The central and eastern regions showed a developmental focus
on industry and retail as local strengths. Conversely, many western cities emphasized construction
and transportation. First-tier cities prioritized high-value industries like finance and estate, while
cities rich in tourism resources aimed to enhance their lodging and catering industries. Generally,
our proposed method can effectively measure the detailed industry agglomeration and can enhance
future urban economic planning.

Keywords: industrial agglomeration; GDP; points of interest; nighttime light; Gaussian process

1. Introduction

Since the reform and opening-up policy, China’s industrial structure has undergone
significant changes. The proportion of the secondary and tertiary industries has contin-
uously increased, rising from 72.3% in 1978 to 90.9% in 2019 in China. The proportion
of the economy dedicated to the tertiary industry has undergone significant changes, in-
creasing from 24.6% in 1978 to 53.9% in 2019, marking a new stage in China’s economic
development. In the process of industrial structure upgrading, it is common to observe
the emergence of industrial agglomeration. This refers to the concentration of similar or
related industries within a specific geographical area, where industrial capital elements
accumulate over a defined spatial range [1]. Industrial agglomeration is crucial for tech-
nological progress, economic growth, ecological sustainability, and resource optimization.
It facilitates China’s economic shift from the pursuit of speed to the pursuit of quality [2].
Therefore, the assessment of industrial agglomeration is of great significance in supporting
the government to develop policies for promoting high-quality economic development.
However, the calculation of the industrial agglomeration degree currently often relies on
statistical data, suffering from problems such as inconsistent statistical standards, missing
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data in some regions or periods, and low update frequency. It is urgent to utilize new data
sources to address these limitations.

The emergence of nighttime light (NTL) data provides a new perspective for address-
ing this issue. In previous studies, NTL data became a vital proxy in many socioeconomic
fields. For example, Wu, et al. [3] analyzed the spatially heterogeneous relationships be-
tween NTL intensity and human activities by using NTL and points-of-interest (POI) data.
Wang, et al. [4] improved population mapping by using NTL and location-based social
media data and the results showed higher accuracy than ones acquired with WorldPop
data. Song, et al. [5] investigated the urban extension features and drivers in the Shan-
dong Peninsula urban agglomeration using the enhanced vegetation-adjusted nighttime
light index. Meanwhile, Shi, et al. [6] analyzed the poverty situation in Chongqing City
by combining lights with multi-source data to construct a comprehensive poverty index.
Additionally, NTL data are often used to estimate GDP. Initially, Elvidge, et al. [7] used the
NTL data from Defense Meteorological Satellite Program’s Operational Linescan System
(DMSP-OLS) to estimate the GDP of 21 countries. Chen and Nordhaus [8] demonstrated
that DMSP-OLS NTL data could offset the scarcity of GDP data in developing countries. In
addition to national scales, DMSP-OLS NTL data have been applied to estimate GDP at
different scales, such as sub-national and grid scales [9–11]. With the advent of the Suomi
National Polar-Orbiting Partnership—Visible Infrared Imaging Radiometer Suite (NPP-
VIIRS), a new generation of NTL data with superior quality to DMSP-OLS has become
widely used for GDP estimation [12–16]. For example, Shi [17] found NPP-VIIRS NTL data
have higher accuracy than DMSP-OLS NTL data in GDP estimation at sub-national scales.
Zhao [18] used NPP-VIIRS NTL data to estimate the GDP in South China at the grid scale,
revealing high correlation coefficients (R2 values of 0.8935 for prefecture GDP and 0.9243
for county GDP). While NTL data are widely used, no studies have been found regarding
the assessment of industrial agglomeration using NTL data.

Traditional methods for assessing industrial agglomeration mainly include the Herfind-
ahl index, spatial Gini coefficient, Ellison–Glaeser index, and location quotient [19–22].
The Herfindahl index calculates the sum of squared market shares of all companies in an
industry, requiring specific enterprise output data, and it is difficult to use the existing
data to meet the calculation needs of a large range [19]. The spatial Gini coefficient can be
used to measure the degree of industrial agglomeration via estimation using the numerical
integration of the area inside the Lorenz curve in the graph of cumulative GDP, sorted
according to decreasing geographic area, for a given industry [20]. The Ellison–Glaeser
index combines the Herfindahl index and the spatial Gini coefficient to measure the degree
of industrial agglomeration [21]. The location quotient uses the proportion of overall
economic activities in the region to the national total, which can eliminate the effects of
regional scale [22]. Due to the main target of this study being the calculation of the degree
of industrial agglomeration of different industries across Chinese cities, the location quo-
tient is more effective in reducing the impact of regional differences [23]. Therefore, while
considering data availability, we chose location quotient as the indicator for industrial
agglomeration in this study.

To calculate the industrial agglomeration of different industries in cities across the
country using location quotient, the GDP data of each industry are required. However,
previous GDP estimations mainly focused on the total GDP or the GDP of the primary,
secondary, and tertiary sectors [13]. As different industries can have similar light emissions
for different NTL pixels or similar concentrations in the same NTL pixel, merely using
the NTL data cannot estimate the GDP well with different industries [24]. Regarding
overcoming this challenge, the rise of social sensing big data presents a new avenue
for estimating the GDP of different industries. This data type correlates strongly with
diverse human activities in urban environments [25]. POI data, as social sensing data,
record the location and function of geographic entities. Recent studies utilize POI data
in studies related to human activities, such as research identifying urban function areas
and classifying urban land use [26–30]. POI data can reflect the spatial distribution and
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aggregation intensity of different types of economic activities, and so we considered the
integration of the NTL and POI data for the GDP estimation in different industries.

The random forest (RF) model is among the most popular machine learning algorithms
and has been widely used in estimation studies of socioeconomic indicators such as GDP,
population, poverty, and electricity consumption [15,31,32]. Meanwhile, the Gaussian
process regression (GPR) model, a kernel-based model, is adaptable to different data
structures through the selection of appropriate covariance functions, making it particularly
suitable for estimating the GDP of different industries [33]. In order to compare the
estimation performance of RF and GPR model, we set them up to estimate GDP data from
different industries and chose the one that performed better.

To calculate the degree of industrial agglomeration, this study considered 345 cities
in China and used the NTL, POI, and related auxiliary data as inputs to the GPR and RF
models to estimate the GDP in eight industries (industry, construction, retail, transportation,
lodging and catering, finance, estate, and other tertiary industries) according to the Indus-
trial Classification of National Economic Activities (GB/T4754-2017) [34]. The structure of
the paper is organized as follows. The description of the study area and data processing
will be described in Section 2. The retrieval algorithm GPR and RF model and the process
of the model construction will be discussed in Section 3. We will present the results of the
GDP estimation and industrial agglomeration for different industries in Section 4. The
results will be discussed in Section 5. Finally, the conclusion will be presented in Section 6.

2. Study Area and Materials
2.1. Study Area

In total, 345 cities in China were selected as the study area, excluding Hong Kong,
Macau, and Taiwan, as shown in Figure 1. In order to reduce the influence of spatial
heterogeneity on GDP estimation in different zones of China, we trained the GDP models
separately for the three major economic zones in China [35,36], namely, east, central, and
west China (Figure 1), which have different economic development levels. East China
has the highest GDP, per capital income, investments, and resident consumption, with
decreasing values from east to west [37]. The number of cities for each zone is 100, 69, and
71, respectively.
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2.2. Materials

The datasets used in this study included NPP-VIIRS NTL data, POI data, road net-
work (RD) data, digital elevation model (DEM) data, normalized difference vegetation
index (NDVI) data, and statistical GDP data. NPP-VIIRS NTL data and POI data were
adopted as input features. RD, DEM and NDVI data were input into the model as auxiliary
variables along with NTL and POI features. The statistical GDP data were divided into two
groups to train and evaluate the GDP estimation model. To maintain consistency with the
latest China’s Industrial Classification standard in 2017, the year 2018 was selected as our
study period.

2.2.1. Nighttime Light Data

The NPP-VIIRS NTL data show significant improvements compared to the DMSP/OLS
data. The onboard day/night band (DNB) was the primary band used to detect nighttime
light intensity. The overpass time during the night was approximately 1:30 a.m. It operated
within a wavelength range of 0.5–0.9 µm and provided data with a spatial resolution of
750 m. The captured area included regions ranging from 70◦N to 65◦S in latitude [38].
In this study, we used the version 1 series of China’s NPP-VIIRS NTL data from 2018,
provided by the Colorado School of Mines. To facilitate the calculation of various features
of NTL, the NPP-VIIRS NTL data were reprojected using an Albert coordinate system with
a spatial resolution of 500 m. Due to inherent noise issues in NPP-VIIRS NTL monthly
composite data, such as stray light, lightning, lunar illumination, and cloud cover, we
implemented a preprocessing method devised by Shi [17]. This method involved setting
pixels with negative digital number (DN) values to zero and using pixels with DN values
exceeding the maximum recorded in Beijing, Shanghai, and Guangzhou as outliers. Outlier
pixels were assigned a new value, calculated as the maximum DN among their immediate
eight neighbors. To generate the annual NPP-VIIRS NTL data of China in 2018, the average
method was used to produce a composite of monthly NPP-VIIRS NTL data. Finally, four
characteristics of NTL intensity were measured as the potential input features, including the
lit area (NTL-Area), the mean value of NTL intensity (NTL-Mean), the standard deviation
of NTL intensity (NTL-Std), and the total NTL intensity (NTL-Sum).

2.2.2. POI Data

In this study, 12,848,399 POI records of mainland China in 2018 were derived from the
Baidu Map. The original POI data consisted of 23 major categories (such as finance and
insurance services, enterprises, shopping, transportation service, etc.). The original POI
data consisted of 23 major categories. For consistency with the classification of statistical
GDP data, the POI data were reclassified into the same eight categories of GDP (Table 1).

Table 1. POI types related to the eight industries.

Category Content

Industry Mineral processing, mini company, factory, etc.
Construction Decoration company, construction company, etc.

Retail Supermarket, emporium, shopping center,
convenience store, etc.

Transportation Transit station, expressway service area, filling station,
park, physical distribution, postal service, etc.

Lodging and catering Hotel, restaurant, etc.
Finance Bank, securities company, insurance company, etc.
Estate Areola, real estate intermediary, estate company, etc.

Other tertiary industries Educational institution, hospital, media, gymnasium,
photography services, etc.

Then, discrete POIs point data were converted into continuous smooth density surfaces
for each category using kernel density estimation (KDE). The bandwidth of KDE was set at
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5000 m in this study, referring to the previous studies of Peng, et al. [39] and Ye [32]. To
maintain consistency with NPP-VIIRS NTL data, the spatial resolution of the KDE results
was fixed at 500 m. Subsequently, four characteristics of POI were quantified as the potential
input features, including the KDE area of POI (POI-Area) representing the area where the
kernel density value is greater than zero, the mean KDE value of POI (POI-Mean), the
standard deviation KDE value of POI (POI-Std) and the total number of POI (POI-Num).

2.2.3. Auxiliary Data

The data of RD, DEM and NDVI, as auxiliary variables, were uniformly converted into
the Albert projection coordinate system and reprojected to a spatial resolution of 500 m.

Road network data were obtained from OpenStreetMap (http://www.openstreetmap.
org) accessed on 23 December 2023 and can reflect the intensity of economic activity and
the level of development of infrastructure in a city [3]. This study used primary road,
secondary road, tertiary road, motorway, and trunk road as auxiliary variables to calculate
the road network density and length for each city.

The DEM data used in this study were Shuttle Radar Topography Mission (SRTM)–
Consortium for Spatial Information (CGIAR-CSI) DEM data provided by National Aero-
nautics and Space Administration (NASA) and the National Imagery and Mapping Agency
(NIMA) with a spatial resolution of 250 m. The DEM data can represent topographic change
and influence human production and survival, thereby affecting socioeconomic develop-
ment [6]. This study calculated the average elevation and slope as auxiliary variables for
each city using DEM data.

The monthly NDVI data from the Geospatial Data Cloud (http://www.resdc.cn/)
accessed on 23 December 2023 can provide information on vegetation coverage and eco-
logical conditions, effectively eliminating the impact of the light emitted from nighttime
decorations in urban parks [40]. This helps us to better extract illumination related to the
eight major industries selected in our study. This is carried out by selecting the maximum
value from monthly data as annual data for 2018 and calculating the area of NDVI values
greater than 0.2 per pixel in each city to be a proxy for the vegetation coverage area used as
an auxiliary variable.

2.2.4. Statistical GDP Data

Statistical GDP data from different industries were collected from the statistical year-
book of each city in 2018. In total, 240 cities had statistical GDP data for eight industries
(Figure 1). Meanwhile, to reduce the heteroscedasticity of data, a logarithmic transforma-
tion was applied to the GDP data in this study.

3. Methods

The framework for calculating the degree of industrial agglomeration is shown in
Figure 2. (I) Firstly, it is necessary to perform GDP Estimation: this involves selecting
features from NTL and POI data as inputs for the GPR and RF models. Both models
estimate the GDP of eight industries at the city level. (II) Then, it is necessary to calculate
the degree of industrial agglomeration: utilizing the estimated GDP, the location quotient
is calculated to assess the degree of industrial agglomeration with different industries.

http://www.openstreetmap.org
http://www.openstreetmap.org
http://www.resdc.cn/
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3.1. The Location Quotient

This study chooses the location quotient (LQ) to calculate the degree of industrial
agglomeration with different industries in China. The location quotient uses the proportion
of overall economic activities in the region to the national total [41]. What follows is the
calculation formula for location quotient:

LQij =

qij

∑n
j=1 qij

Qj

∑n
j=1 Qj

, (1)

where LQij represents the location quotient of industry j in region i relative to the national
level, qij represents the output or GDP of industry j in region i, Qj represents the relevant
indicators of industry j at the national level, and n is the number of industries. Considering
that the calculation formula requires GDP data from different industries, we must obtain
GDP data from different industries.

3.2. GDP Estimation
3.2.1. Selection of NTL and POI Features

GDP estimation for different industries requires us to consider the combined effects of
multiple factors. Identifying factors with a decisive impact on GDP estimation is crucial
for selecting features in estimation models [42]. Accordingly, eight potential features of
NTL data and POI data were chosen for correlation analysis with GDP in each industry.
For the correlation analysis, we used R2 calculated via the Formula (13). After passing the
significance test, we selected the NTL and POI features, respectively, which have the highest
GDP in different industries as the input features. Considering that other socioeconomic
variables may also affect the model’s accuracy, we not only set up a model by only using



Remote Sens. 2024, 16, 417 7 of 23

NTL and POI features, but also added auxiliary variables for correlation analysis as a
comparative group, providing a better selection of features.

3.2.2. Gaussian Process Regression

For GPR, the training dataset can be defined as D = {(xi, yi)|i = 1, 2, . . . , n} = {X, Y},
where n is the size of training dataset, X = [x1, x2, . . . , xn]

T is the input matrix which
contains POI feature for a specific industry and NTL feature, and Y = [y1, y2, . . . , yn]

T

is the output vector with statistical GDP data for the corresponding industry. The prior
distribution of D can be defined with the Gaussian Process (GP) f (X), which is given by:

f (X) ∼ GP
(
m(X), K

(
x, x′

))
, (2)

where x and x′ denote different input variables, m(X) denotes mean function, and K(x, x′)
is covariance function.

The goal function of GPR is: y = f (x) + ε ,where ε is the noise and can be defined as
ε ∼ N

(
0, σ2

n
)
, and σ denotes the variance of the difference between x and y. Combined

with the above definition of GP, it can rewritten as follows:

Y ∼ GP
(

m(X), K
(
x, x′

)
+ σ2

n I
)

, (3)

where I is the identity matrix.
The testing dataset is: D∗ = {(xi, f (xi))|i = n + 1, n + 2, . . . , n + n∗} = {X∗, f∗},

where n∗ is the number of testing dataset, and X∗ and f∗ are input matrix and output
vector of testing dataset. In GPR, the training output Y at training points X and test output
f∗ at test points X∗ obey the joint Gaussian distribution, which can be given as:[

Y
f∗

]
∼ N

(
m(X)
m(X∗)

,
[

K(X, X) + σ2 I K(X, X∗)
K(X∗, X) K(X∗, X∗)

])
, (4)

The principle of joint Gaussian distributions can estimate results using the prior joint
distribution of the test output f∗, which can be given as:

f∗|X, Y, X∗ ∼ N( f∗, cov( f∗)), (5)

f∗ = m(X∗) + K(X∗, X)
[
K(X, X) + σ2 I

]−1
Y, (6)

cov( f∗) = K(X∗, X∗)− K(X∗, X)
[
K(X, X) + σ2 I

]−1
K(X, X∗) + σ2 I, (7)

where f∗ and cov( f∗) are the mean and variance of the predicted value f∗.
For GPR, the mean function m(X) was set to zero. Then, we tried and tested different

covariance functions K(x, x′) and selected the best-performing covariance function for
each industry. The covariance functions used in this study are the exponential covariance
function, squared exponential covariance function, Matern 3/2 covariance function, Matern
5/2 covariance function, and rational quadratic covariance function. The covariance
functions are as follows:

Exponential covariance function (EXP):

KEXP
(
xi, xj

)
= σ2

f exp(− r
l
), (8)

Squared exponential covariance function (SE):

KSE
(

xi, xj
)
= σ2

f exp(− r2

2l2 ), (9)
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Matern 3/2 covariance function (M32):

KM32
(

xi, xj
)
= σ2

f (1 +

√
3r
l

)exp(−
√

3r
l

), (10)

Matern 5/2 covariance function (M52):

KM52
(
xi, xj

)
= σ2

f (1 +

√
5r
l

+
5r2

3l2 )exp(−
√

5r
l

), (11)

Rational quadratic covariance function (RQ):

KRQ
(

xi, xj
)
= σ2

f (1 +
r2

2αl2 )
−α

, (12)

where α is the shape parameter for the rational quadratic covariance; σf is the standard
deviation of signal; l is variance scale; and r is the absolute value of xi − xj.

3.2.3. The Random Forest

The random forest model, an ensemble learning algorithm, was proposed by Breiman [43].
It generates multiple samples through iterative self-sampling and builds corresponding
decision trees based on these samples. RF regression is developed by combining these
multiple decision trees, and the result is determined using the average of the estimated
results from all the decision trees. The RF model has the advantage of high estimated
accuracy and does not require assumptions about the prior probability distribution [44]. In
this study, the same input features as the GPR model were selected to train and validate the
RF model, enabling a better comparison of the accuracy between the two models. The RF
model’s error was minimized by optimizing parameters, such as the number of decision
trees, tree depth, maximum features in a decision tree, and leaf nodes, using a grid search.

3.3. Model Construction and Evaluation

Through correlation analysis with the GDP of different industries, the optimized
features for constructing subsequent GPR and RF models were selected separately for NTL
and POI features with and without auxiliary variables. Note that NTL and POI features,
along with auxiliary variables, were collectively input into models for training.

Subsequently, the optimized features in each industry were used as input variables
and the corresponding GDP data were randomly divided into two parts: 70% for training
and the remaining 30% as reference data for the evaluation. All data were grouped into
three parts based on China’s three economic zones. Subsequently, we trained the GPR and
RF model for each industry in each zone and selected input features and model with the
best performance to estimate the GDP of different industries in each city.

The root-mean-square error (RMSE), decision coefficient (R2), and percent error (pe)
were used to evaluate our results (13)–(15):

R2 =
∑n

i (xi − x)2(yi − y)2

∑n
i (xi − x)∑n

i (yi − y)
, (13)

RMSE =

√
∑i (xi − yi)

2

n
, (14)

pe =
|xi − yi|

xi
∗ 100%, (15)

where xi and yi are the reference and estimated value, respectively, for point i; x and y are
the mean of x and y, respectively; and n is the size of the datasets.
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4. Results
4.1. Selection Input Features and Model Comparison

Table 2 shows that NTL-Sum and POI-Num have the best performance in each industry,
with R2 higher than 0.5 and 0.6, respectively, among the NTL and POI features without
auxiliary variables. Particularly in the financial industry, their R2 reaches 0.86 and 0.88,
respectively. Thus, NTL-Sum and POI-Num are selected as input features without auxiliary
variables. Table 3 shows that, after combining the auxiliary variables, the R2 of NTL
and POI features have a significant increase. This is especially true in the lodging and
catering industry, where the R2 of NTL-Sum and POI-Num increase from 0.59 and 0.62
to 0.76 and 0.77, respectively. Note that in the financial industry, the R2 of NTL-Sum and
POI-Num decrease after adding auxiliary variables, changing from 0.86 and 0.88 to 0.79
and 0.82, respectively. Except for the construction and other tertiary industries, NTL-Sum
and POI-Num have the best performance, with R2 exceeding 0.7 in each industry among
NTL and POI features with auxiliary variables. Particularly in the estate industry, the
highest R2 values for these two features are 0.86 and 0.89. Therefore, for the input features
with auxiliary variables, the construction industry selects NTL-Sum and POI-Std as input
features. Other tertiary industries choose NTL-Area and POI-Std as input features. The
remaining six industries all use NTL-Sum and POI-Num as input features.

Table 2. Decision coefficients for the relationship between each potential feature without auxiliary
and GDP of different industries.

Category
NTL Features without Auxiliary Variables POI Features without Auxiliary Variables

NTL-Area NTL-Mean NTL-
Std

NTL-
Sum

POI-
Area

POI-
Mean

POI-
Std

POI-
Num

Industry 0.17 0.20 0.25 0.76 ** 0.55 0.28 0.11 * 0.75 **
Construction 0.40 0.23 0.33 0.64 ** 0.44 0.19 0.08 * 0.64 **

Retail 0.17 0.21 * 0.36 0.67 ** 0.56 0.24 ** 0.09 ** 0.70 **
Transportation 0.12 0.21 0.36 * 0.70 ** 0.53 0.18 0.09 0.73 **

Lodging and Catering 0.18 0.23 * 0.37 0.59 ** 0.46 0.24 ** 0.08 ** 0.62 **
Finance 0.21 0.30 0.52 ** 0.86 ** 0.58 0.31 0.13 ** 0.88 *
Estate 0.47 0.38 0.45 0.75 ** 0.52 0.21 ** 0.04 ** 0.81 **

Other tertiary
industries 0.09 0.30 0.50 0.76 ** 0.54 0.28 0.11 * 0.76 **

Note: ** model significant at the 0.01 probability level (p < 0.01) and * model significant at the 0.05 probability
level (p < 0.05).

Subsequently, selected input features with and without auxiliary variables are input
into the GPR model based on five covariance functions. The function yielding the highest
R2 and the lowest RMSE is deemed optimal. As shown in Tables 4 and 5, for transportation,
lodging and catering, and other tertiary industries, the covariance function with the best
performance is the exponential function, with input features adding auxiliary variables. The
Matern 3/2 function is optimal for the estate with input features, adding auxiliary variables.
And we selected Matern 5/2 as the covariance functions for the GDP estimation of the
industry, with input features adding auxiliary variables. It is worth noting that, for the
construction and finance industries, the model accuracy of input features without auxiliary
variables is higher than that of features with auxiliary variables. Therefore, for these two
industries, we selected the Matern 3/2 and exponential function without auxiliary variables
as the estimation model’s covariance function. Then, the R2 values for the estimated GDP
with different industries were all higher than 0.8 in the testing dataset. The GDP estimation
for the finance and construction industries had the highest (0.95) and lowest (0.80) R2,
respectively. Meanwhile, the RMSEs of the estimated GDP in the industry, construction,
retail, transportation, lodging and catering, finance, estate, and other tertiary industries
were 234.52, 77.90, 84.96, 41.39, 24.08, 59.79, 60.89, and 262.81 (CNY 108), respectively.
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Table 3. Decision coefficients for the relationship between each potential feature with auxiliary and
GDP of different industries.

Category
NTL Features with Auxiliary Variables POI Features with Auxiliary Variables

NTL-Area NTL-Mean NTL-
Std

NTL-
Sum

POI-
Area

POI-
Mean

POI-
Std

POI-
Num

Industry 0.81 ** 0.78 ** 0.77 0.87 ** 0.77 0.80 ** 0.81 ** 0.83 **
Construction 0.62 ** 0.62 ** 0.62 ** 0.63 ** 0.62 ** 0.65 ** 0.68 ** 0.62 *

Retail 0.82 ** 0.79 0.79 0.89 ** 0.79 0.79 0.79 0.81 **
Transportation 0.80 ** 0.75 0.76 0.82 ** 0.76 0.76 0.78 ** 0.85 **

Lodging and Catering 0.70 ** 0.69 ** 0.68 ** 0.76 ** 0.67 0.68 ** 0.72 ** 0.77 **
Finance 0.73 ** 0.72 * 0.72 0.79 ** 0.72 0.73 ** 0.75 ** 0.82 **
Estate 0.82 ** 0.82 ** 0.81 0.86 ** 0.82 ** 0.85 ** 0.84 ** 0.89 **

Other tertiary
industries 0.75 ** 0.74 0.74 0.74 0.76 ** 0.74 0.78 ** 0.74 *

Note: ** model significant at the 0.01 probability level (p < 0.01) and * model significant at the 0.05 probability
level (p < 0.05).

Table 4. Test results of the different covariance functions and model that input features without
auxiliary variables.

Category Exponential Squared
Exponential Matern 3/2 Matern 5/2 Rational

Quadratic
Random

Forest

R2 RMSE R2 RMSE R2 RMSE R2 RMSE R2 RMSE R2 RMSE

Industry 0.88 257.59 0.84 268.36 0.85 262.07 0.83 283.18 0.86 260.10 0.80 565.97
Construction 0.81 79.52 0.80 80.02 0.82 77.90 0.78 88.37 0.77 83.11 0.73 118.68

Retail 0.82 107.14 0.85 104.03 0.82 111.24 0.83 112.04 0.86 98.06 0.83 146.61
Transportation 0.82 58.23 0.85 48.65 0.81 60.05 0.82 57.02 0.83 49.03 0.84 65.05
Lodging and

Catering 0.73 39.67 0.80 30.04 0.72 39.92 0.75 35.18 0.72 36.62 0.81 30.22

Finance 0.95 59.79 0.92 74.39 0.90 78.14 0.92 70.84 0.89 79.38 0.85 219.71
Estate 0.84 84.26 0.89 76.96 0.89 69.89 0.91 67.85 0.90 70.17 0.84 128.41

Other tertiary
industries 0.89 266.34 0.82 317.10 0.88 283.69 0.83 305.96 0.82 309.02 0.77 520.89

Table 5. Test results of the different covariance functions and models that input features with auxiliary
variables.

Category Exponential Squared
Exponential Matern 3/2 Matern 5/2 Rational

Quadratic
Random

Forest

R2 RMSE R2 RMSE R2 RMSE R2 RMSE R2 RMSE R2 RMSE

Industry 0.85 272.68 0.84 274.64 0.88 241.86 0.89 234.52 0.89 237.31 0.84 358.87
Construction 0.80 82.03 0.77 84.26 0.80 81.55 0.76 85.69 0.76 86.14 0.77 105.68

Retail 0.83 118.18 0.87 92.44 0.81 119.22 0.92 84.96 0.80 120.79 0.90 96.32
Transportation 0.89 41.39 0.79 62.41 0.78 63.97 0.80 58.80 0.87 45.61 0.86 50.89
Lodging and

Catering 0.84 24.08 0.66 50.40 0.78 31.57 0.72 40.19 0.80 29.89 0.82 28.71

Finance 0.86 99.68 0.83 108.31 0.82 112.49 0.80 124.62 0.82 111.73 0.79 128.65
Estate 0.88 77.50 0.80 119.44 0.94 60.89 0.84 83.31 0.92 68.79 0.89 75.23

Other tertiary
industries 0.89 262.81 0.83 310.76 0.86 283.77 0.83 309.82 0.85 287.04 0.80 358.32

Compared to the random forest (RF) model, the GPR model can perform better, as
shown in Tables 4 and 5. The GPR model exhibits a higher R2 value and a lower RMSE
value in all industries. Therefore, the following analysis of GDP distribution and industrial
agglomeration is based on the GDP data estimated from the GPR model.
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4.2. Estimated GDP of Eight Industries

The estimated GDP across eight industries exhibits a generally unbalanced distribution
in China (Figure 3). The eastern coastal cities have a better development than the central
and western cities. Nevertheless, each industry also exhibits its own spatial distribution.
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The GDP in the construction industry (Figure 3b) exhibits a pattern of concentrated
development in the western region. For example, Urumqi, Karamay, and Ili in Xinjiang
(red points 1, 2, 3 in Figure 3b) are not significantly lagging compared to other industries
in the eastern and central regions. The better development of the construction industry in
these cities can be attributed to several factors. Firstly, some of these cities are located in the
economic center of Xinjiang and are rich in energy resources [45]. For example, Karamay has
abundant oil resources, and its oil production reached 4.35 million tons in 2018. Different
from other resource-rich provinces (e.g., Shanxi) which have been developed for many
years, the infrastructure in the Xinjiang region is still not sufficient [46]. Despite occupying
1/6 of China’s total land area, the public infrastructure investment in Xinjiang accounted
for only 1.60% of the national total in 2018. Therefore, there is a substantial need for the
construction of residential and energy infrastructure to support the ongoing development
of these cities. Furthermore, the growth of the construction industry in these regions is
significantly boosted by national policy initiatives. Key projects like the construction of the
Sichuan–Tibet railway and the West–East Gas Pipeline Project have played crucial roles
in accelerating development in these areas [47,48]. Meanwhile, it is worth noting that
Wuhan and Zhengzhou (red points 4 and 5 in Figure 3b), located in the central region, serve
as the capital cities of populous provinces Hubei and Henan, respectively. Compared to
major metropolises like Beijing, Shanghai, and Guangzhou, Wuhan and Zhengzhou offer
relatively lower housing prices, and their wage levels in their respective provinces rank
first [49]. Specifically, the average wage in Wuhan is CNY 145,545, while in Zhengzhou it is
CNY 50,152. This economic dynamic has made them attractive locations for employment,
consequently driving up the demand for housing construction in these areas.

For transportation (Figure 3d), high GDP values are mainly concentrated in the north-
ern coastal area, particularly within the Beijing–Tianjin–Hebei urban cluster. In this area,
along with the high-GDP cities of Beijing and Tianjin, non-first-tier cities such as Tangshan
and Cangzhou (red points 1, 2 in Figure 3d) also have high GDP in the transportation
industry. These cities are located in the vicinity of Beijing and are influenced by its develop-
ment, with well-established road transportation networks [50]. Moreover, Tangshan and
Cangzhou both have their own ports, namely Tangshan Port and Huanghua Port, which
ranked third and thirteenth, respectively, in cargo throughput nationwide in 2018. These
ports offer advantageous water transportation conditions and are well connected to other
domestic and international ports. Serving as crucial hubs for import and export trade, they
offer a broad market for logistics and freight industries, driving the development of the
local transportation industry.

For finance and estate (Figure 3f,g), the GDP values of most cities in the central and
western regions are less than CNY 10 billion. Cities with higher GDP values in both
industries are primarily concentrated in the large eastern cities. Beijing, Shanghai, and
Guangzhou (red points 1, 2, 3 in Figure 3f,g) are the economic and commercial centers of
the country and have all achieved a financial GDP value exceeding CNY 200 billion, hosting
a great number of corporate headquarters, financial institutions, foreign investments, and
a large concentration of talents that promote the development of finance in local and
surrounding cities [51]. Moreover, due to the close connection between the estate and
finance [52], the growth in finance has also driven the development of the estate industry.

Finally, for the industry, retail, and lodging and catering industries (Figure 3a,c,e),
cities with higher GDP are primarily concentrated in major urban clusters such as the
Beijing–Tianjin–Hebei urban cluster in the north, the Yangtze River Delta urban cluster in
the east, the Chengdu–Chongqing urban cluster in the west, and the Pearl River Delta urban
cluster in the south. These urban clusters are driven by their respective core cities, such as
Beijing, Shanghai, Guangdong, and Chengdu (red points 1, 2, 3, 4 in Figure 3a,c,e). The
influence of these core cities extends to other cities within their urban clusters, significantly
contributing to their development in these industries.
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4.3. Industrial Agglomeration Measurement of Different Industries

Based on the estimated GDP data of different industries, the degree of industrial
agglomeration for each industry in China was calculated using the location quotient and
The dominant industries with the highest location quotient for each city were identified, as
shown in Figure 4. The degree of industrial agglomeration of eight industries was shown
in Figure 5. For industry (Figure 5a), cities with a location quotient greater than 1 are
mainly distributed in the central and eastern areas in China, such as Yulin in Shaanxi,
Wuhu in Anhui, and Ningbo in Zhejiang (black points 1, 2, 3 in Figure 5a). The convenient
transportation, well-established industrial supply chains, and abundant labor force make
certain industries dominant in these cities [53].
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For the construction and transportation (Figure 5b,d), it can be observed that they
have similar distribution patterns to the degree of industrial agglomeration. Most cities
in the western region exhibit higher location quotients in both industries, while first-tier
cities in the eastern region, such as Beijing and Shanghai (black points 1, 2 in Figure 5b,d),
have location quotients less than 1. This discrepancy arises because many eastern cities
have reached a high level of urbanization, stabilizing their construction and transportation
development [54]. Eastern cities have shifted their focus to higher value-added industries,
like finance, resulting in lower location quotients for construction and transportation. In
contrast, western cities have relatively underdeveloped infrastructure and road networks
compared to the eastern area, leaving significant room for further development. With the
support of national policies, such as Sichuan–Tibet railway and West–East Gas Pipeline
Project [47,48], the development of these two industries has been promoted in the western
cities. For example, Figure 4 shows that in the western region, cities like Xining and
Lhasa have construction as their dominant industry, while Alashan and Urumqi have
transportation as their dominant industry.
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The retail industry is primarily concentrated in coastal cities (Figure 5c). This con-
centration is due to cities’ advantages in international trade and logistics, coupled with
high population density and substantial consumer markets. Additionally, most cities in
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Inner Mongolia, such as Bayannur and Xilingol League (black points 1, 2 in Figure 5c),
exhibit a location quotient greater than 1. Furthermore, Figure 4 shows that retail is the
dominant industry in Bayannur. Cities in Inner Mongolia are rich in agricultural and
pastoral resources and promote the sale of these retail products nationwide by establishing
e-commerce platforms, which in turn promotes the growth of the local retail industry [55].

For finance (Figure 5f), major cities like Beijing, Shanghai, Shenzhen, and Chengdu
(black points 1, 2, 3, and 4 in Figure 5f), the location quotient of finance is generally
greater than 1, meaning that the financial industry is the dominant industry in these
cities (Figure 4). These major cities serve as economic and political centers and have well-
developed financial policies that have attracted a multitude of financial institutions. This
concentration has not only promoted the growth of financial GDP but also resulted in
higher financial location quotients [51]. Additionally, the result indicates that several cities
in the northwest, notably Lanzhou and Gannan in Gansu province (black points 5, 6 in
Figure 5f), exhibit a high financial industry location entropy. Situated along the overland
Silk Road, these cities are crucial for trade with Central Asia. Influenced by national Silk
Road policies, they have established multiple financial pilot zones, greatly promoting the
development of local finance [56]. In addition, as an important energy production area in
China, the development of energy finance in western China has further promoted industrial
agglomeration of finance [57].

Like the distribution of financial location quotient, the location quotients of the estate in
large cities such as Beijing and Shanghai (black points 1, 2 in Figure 5g) are also greater than
1. This correlation is due to the close linkage between the estate and financial industries.
Estate companies obtain financial support through loans from financial institutions, and
financial institutions generate profits through these loans [58]. Therefore, cities with a high
value of location quotient in the financial industry also display high values in the estate
industry, reflecting the interdependence of these two industries.

Finally, looking at the lodging and catering sectors (Figure 5e), cities with high location
quotients are mostly tourist cities, such as Changsha, Zhangjiajie, Chengdu, and Sanya
(black points 1, 2, 3, 4 in Figure 5e). Meanwhile, lodging and catering are the dominant
industries in Zhangjiajie (Figure 4). These cities which are rich in tourism resources
attract many tourists which promote the development of the lodging and catering industry.
Compared to the eastern regions, these tourist cities have a more vibrant nighttime economy.
Lodging and catering closely related to the nighttime economy are more easily observed
through NTL data [27].

Overall, we can conclude that in most cities in the central and eastern regions, indus-
trial and retail industries are developed as locally advantageous industries. In contrast,
many cities in the western region are influenced by factors such as policies prioritizing the
development of the construction and transportation industries. Additionally, first-tier cities
primarily focus on developing high-value industries such as finance and estate industries.
Cities with abundant tourism resources tend to improve the development of local lodging
and catering industry.

5. Discussion
5.1. Accuracy Assessment and Residual Analysis

The results from the comparison Tables 2 and 3 indicate that, after adding auxiliary
variables, the correlation between NTL and POI features and GDP in construction and
finance decreased. Additionally, in Tables 4 and 5, it is observed that the accuracy of
models in these two industries also decreased after adding auxiliary variables. Analyzing
the reasons for the decline in accuracy, in the case of finance, adding auxiliary variables
introduced redundant information related to the financial POI features. This led to a
reduction in the independent contribution of financial POI features to the interpretation of
GDP, which decreased from 0.88 to 0.82. For construction, the accuracy of the model did
not exhibit a significant decrease (R2 from 0.82 to 0.80) after the addition of input features
with auxiliary variables. This may be attributed to the introduction of more randomness
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with the addition auxiliary variables, causing additional noise in the model training process
and resulting in a decline in model accuracy.

The percent error map (Figure 6) of the estimated and reference GDP values in each
industry shows that most cities, especially in the eastern coastal zone, have a low error
percent (0–30%). The cities with high percent errors are mainly concentrated in the west
and northeast of China, which mostly have backward economic development. For example,
drawing from the industries examined (Figure 6a), a high percent error is noted in northeast
China, especially in the cities of Heilongjiang province, such as Jixi, Shuangyashan, and
Yichun (black points 1, 2, 3 in Figure 6a), which are resource-based cities whose industrial
development is highly dependent on local natural resources. With the depletion of resources
and the requirements of sustainable development [59], the industry-by-industry GDP of
these cities changed, resulting in their high percent errors. In addition, cities located
in the northeastern and western zones suffered from population loss, which weakened
consumption capacity. Thus, the GDP estimation for the tertiary industries (e.g., retail,
lodging and catering, and estate) had a high percent error in these zones. Meanwhile,
the GPR model had high accuracy in the eastern coastal cities with a percent error of less
than 20% for each industry. Compared to the west and northeast zones, the urbanization
processes and economic development of the cities in the eastern coastal zone are more
balanced [60].

It is worth mentioning that some cities located in mountainous areas also have high
percent errors. For example, for the construction industry (Figure 6b), some eastern coastal
cities, such as Yunfu, Yangjiang, Nanping, and Longyan (black points 1, 2, 3, 4 in Figure 6b),
have large percent errors because cities in mountainous areas generally fall behind cities in
plains in terms of economic development [61], resulting in overestimation in these cities.

To better evaluate the accuracy of the GPR model in different industries, the percent
errors were divided into three types: high accuracy (0–30%), moderate accuracy (30–50%),
and inaccuracy (>50%). The detailed results of the three types are listed in Table 6. The
GPR model exhibits a high capacity for estimating the GDP of the estate, finance, other
tertiary industries, and retail, with a high accuracy of 80.42%, 80.00%, 75.42%, and 74.16%,
respectively. Combined with Tables 4 and 5, these four industries have high R2 in testing
dataset. Moreover, the GDP estimation for the construction and lodging and catering
industries exhibit high accuracy, with a GDP lower than that of the other industries (60.84%
and 61.25%, respectively). Meanwhile, for the inaccuracy results, the percentages of inaccu-
racy are less than 20% in each industry (7.50–16.66%), which indicates the presence of a
few outliers (estimated GDP away from the reference GDP). In general, the results of the
decision coefficient and percent error show that the GPR model can estimate the GDP with
different industries.

Table 6. Different classes of predicted accuracy for the GDP of eight industries.

Category
Percentage of Percent Error (%)

Inaccuracy
(>50%)

Moderate Accuracy
(30–50%)

High Accuracy
(0–30%)

Industry 9.58 22.08 68.34
Construction 16.66 22.50 60.84

Retail 9.17 16.67 74.16
Transportation 8.33 22.50 69.17

Lodging and Catering 12.08 26.67 61.25
Finance 8.33 11.67 80.00
Estate 7.50 12.08 80.42

Other tertiary industries 8.75 15.83 75.42
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Figure 6. Percent error of the GDP with different industries for the cities with statistical GDP data in
China for various industries: (a) industry, (b) construction, (c) retail, (d) transportation, (e) lodging
and catering, (f) finance, (g) estate, and (h) other tertiary industries. The numbers 1, 2, 3, etc. represent
cities with higher percent error.
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5.2. Analysis of the Relationship between GDP and Industrial Agglomeration

To analyze the relationship between GDP and industrial agglomeration in different
industries, we plotted a scatter plot (Figure 7) based on the GDP and location quotient data
for each city. To mitigate the influence of outliers in the GDP data, we applied a logarithmic
transformation to the GDP values. Analysis of Figure 7 reveals three distinct distribution
trends. Firstly, we can observe that the industries of industry, retail, finance, and estate
(Figure 7a,c,f,g) had a monotonic increasing relationship between the location quotient
and GDP from west to east. Secondly, for the industries of construction and transportation
(Figure 7b,d), their location quotient had no significant relationship with the GDP. Finally,
it is worth noting that the scatter distribution pattern in the lodging and catering industry
was quite distinctive, with cities exhibiting similar levels of location quotient but significant
differences in GDP from west to east.
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For industry (Figure 7a), the location quotient and GDP of the industry exhibit a
monotonically increasing trend from west to the east in China, indicating that industrial
development is progressing well in the eastern regions. The synchronous growth of GDP
and location quotient suggests that industry remains a dominant sector driving the city’s
economic development. The main reason for this phenomenon is that the eastern regions
have location advantages over the western regions. Taking Dongguan in Guangdong and
Guoluo in Qinghai as examples, Dongguan not only has well-developed land transportation
but also benefits from its high-quality port, which facilitates the transportation of goods.
The availability of a large labor force is also an essential factor promoting industrial
development. Moreover, as the pillar industry of Dongguan’s economy, industry has
consistently received support from the local economy and policies, resulting in a high
location quotient and GDP for Dongguan [62]. In contrast, Guoluo in the western region
has harsh natural conditions and a sparse population, making it unsuitable for industrial
development [63]. Therefore, it has lower location quotient and GDP.

From the distribution of GDP and location quotient in the transportation in Figure 7b, it
can be observed that the location quotient has no significant relationship with the GDP from
west to east. However, in some specific cities in the western area, such as Alashan in Inner
Mongolia, it has higher location quotients, whereas first-tier cities in the eastern region,
such as Shanghai, have lower location quotients. This indicates that the development of
transportation in the eastern region is gradually slowing down and the industrial focus is
shifting towards the western region, resulting in higher location quotients in the western
region. However, due to the overall less developed nature and lower population density of
most cities in the western region, the GDP in transportation is low [64].

Regarding the lodging and catering industry data shown in Figure 7c, we can see
that most cities have location quotients within the same range. This indicates that most
cities do not consider lodging and catering as their primary advantageous industry for
development. Cities with higher location quotients in the lodging and catering industry
are mainly those with well-developed tourism resources, such as Guoluo in Qinghai and
Hohhot in Inner Mongolia. Both have high location quotients in the lodging and catering
industry. However, there is a substantial GDP gap between the two cities. This is because,
compared to Hohhot, the market size, consumption level, and population in Guoluo are
much smaller, limiting the development of GDP in the lodging and catering industry.

5.3. Policy Implications

To address the issue of imbalanced development between GDP and location quotient,
we propose the following policy.

Firstly, for certain industries in cities with low location quotient and low GDP, we
can enhance the infrastructure of regional road transportation networks to improve the
transportation convenience and logistical efficiency of the city, thereby attracting more
investments and business to settle in. In addition, the targeted development of industries
based on local natural resources can be pursued. For example, in the case of Guoluo,
which is surrounded by numerous rivers, the construction of hydropower stations can be
considered to drive local economic development.

Secondly, to address the issue of high industry location quotient but low GDP in
certain industries, GDP can be improved by strengthening communication and cooperation
between the eastern and western regions, as well as among different industries. Taking the
transportation industry as an example, to improve the GDP of transportation in western
cities, one approach is to increase the construction of large-scale logistics centers at key
transportation nodes between the eastern and western regions. This initiative can improve
logistical efficiency and reduce transportation costs between the two regions, and thereby
stimulate transportation growth in the west. Concurrently, encouraging the collaborative
development of transportation with other industries such as industry, lodging and catering
can be undertake to create industrial linkages and increase the overall benefits and economic
value of transportation.
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Finally, for the lodging and catering industry, the difference in location quotient among
most cities is not significant, but there is a notable disparity in GDP. In such cases, on one
hand, increasing the number of local distinctive tourist attractions can enhance the city’s
reputation and attract more tourists and investments. On the other hand, investing in
supporting facilities for the lodging and catering industry and improving service quality
can also attract more tourists, thereby improving GDP.

5.4. Limitations

There are still some limitations in this study. When using the POI data as the input
features, our method ignores the large GDP gaps of the POI points in the same category.
This can be solved by combining big data with NTL data in the future. In addition, for
the GPR model, the estimated range of GDP is restricted to those areas covered by the
training datasets. As such, the GPR model cannot accurately estimate GDP beyond the
training data range. This problem will be addressed in the future by improving the GPR
model. Meanwhile, due to the limitations of the VIIRS images in detecting low-intensity
nighttime light and the impact of the satellite’s overpass time at 1:30 PM, the VIIRS data
are unable to detect faint and brief nighttime light emitted by human activities. Therefore,
the capability of VIIRS NTL images to detect human activities in sparsely populated rural
areas is limited and more suitable for extracting illumination from industrial buildings and
residential areas in urban regions [65]. Consequently, this study selected the GDP of the
eight major industries more relevant to urban areas for estimation, and NDVI data were
used to calculate the urban green space to reduce the impact of light emitted by urban
landscape lighting. In future work, the incorporation of multi-source data, such as land-use
data, will be explored to estimate industries related to agriculture. Additionally, using the
VIIRS imagery to extract urban NTL features could result in omissions in detecting some
LED light, which leads to inaccuracies in the NTL features [66]. Therefore, we hope to
address this in future work by using NTL images with a wider wavelength range.

6. Conclusions

This study utilized NTL, POI, and auxiliary data to estimate the GDP of different
industries and calculated the degree of industrial agglomeration for each industry. Addi-
tionally, the study examined the spatial distribution patterns of the degree of industrial
agglomeration with each industry. It was found that the central and eastern regions showed
a developmental focus on industry and retail as local strengths. Conversely, many western
cities emphasized construction and transportation. First-tier cities prioritized high-value in-
dustries like finance and estate, while cities rich in tourism resources aimed to enhance their
lodging and catering industry. Based on the estimated results, three typical relationships
between GDP and the degree of industrial agglomeration were summarized and we also
analyzed the reasons for these relationships and offered policy implications. For industries
which have a monotonic increasing relationship between industrial agglomeration and
GDP, it is suggested to drive local economic growth through advantage industries. For
industries with imbalances between GDP and industrial agglomeration, we recommend
strengthening the connection between eastern and western area to improve the develop-
ment of western cities. Finally, for industries such as lodging and catering, where there
is little difference in the degree of industrial agglomeration but significant differences in
GDP, government can develop local tourism resources and infrastructure to improve the
economic level. Furthermore, the estimated GDP and industrial agglomeration of different
industries can provide a scientific reference for relevant national departments and the
collection of statistical data in cities.
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