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Abstract: In the domain of synthetic aperture radar (SAR) image processing, a prevalent issue persists
wherein research predominantly focuses on single-task learning, often neglecting the concurrent
impact of speckle noise and low resolution on SAR images. Currently, there are two main processing
strategies. The first strategy involves conducting speckle reduction and super-resolution processing
step by step. The second strategy involves performing speckle reduction as an auxiliary step, with a
focus on enhancing the primary task of super-resolution processing. However, both of these strategies
exhibit clear deficiencies. Nevertheless, both tasks jointly focus on two key aspects, enhancing SAR
quality and restoring details. The fusion of these tasks can effectively leverage their task correlation,
leading to a significant improvement in processing effectiveness. Additionally, multi-temporal SAR
images covering imaging information from different time periods exhibit high correlation, providing
deep learning models with a more diverse feature expression space, greatly enhancing the model’s
ability to address complex issues. Therefore, this study proposes a deep learning network for
integrated speckle reduction and super-resolution in multi-temporal SAR (ISSMSAR). The network
aims to reduce speckle in multi-temporal SAR while significantly improving the image resolution.
Specifically, it consists of two subnetworks, each taking the SAR image at time 1 and the SAR
image at time 2 as inputs. Each subnetwork includes a primary feature extraction block (PFE), a
high-level feature extraction block (HFE), a multi-temporal feature fusion block (FFB), and an image
reconstruction block (REC). Following experiments on diverse data sources, the results demonstrate
that ISSMSAR surpasses speckle reduction and super-resolution methods based on a single task
in terms of both subjective perception and objective evaluation metrics regarding the quality of
image restoration.

Keywords: multi-temporal SAR images; speckle reduction; super-resolution; multi-task learning

1. Introduction

SAR is a remote sensing technology that generates high-quality images by processing
pulse signals. The working wavelength of SAR ranges from 1 cm to 1 m, whereas camera
sensors use wavelengths closer to visible light or 1 micron [1]. Therefore, SAR exhibits
excellent penetration capability and can acquire high-quality remote sensing data in adverse
weather conditions such as clouds, haze, rain, or snow, making it an all-weather remote
sensing technology [2-6]. However, in the process of SAR imaging, the generation of
speckle noise is inevitable [7], which significantly affects the quality and resolution of SAR
images [8]. To overcome this issue, there are currently two main strategies:

The first strategy adopts a two-stage processing approach, performing speckle re-
duction and super-resolution processing step by step. This is due to the fact that, in the
presence of speckle noise, directly applying super-resolution processing to SAR images

Remote Sens. 2024, 16, 18. https:/ /doi.org/10.3390/rs16010018

https://www.mdpi.com/journal /remotesensing


https://doi.org/10.3390/rs16010018
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/remotesensing
https://www.mdpi.com
https://doi.org/10.3390/rs16010018
https://www.mdpi.com/journal/remotesensing
https://www.mdpi.com/article/10.3390/rs16010018?type=check_update&version=1

Remote Sens. 2024, 16, 18

2 of 24

may amplify the speckle noise, thereby making it very prominent in the resulting image.
Therefore, speckle reduction is applied to the SAR image first to mitigate the impact of
speckle noise. Subsequently, super-resolution processing is employed to enhance spatial
resolution while maintaining image clarity [9].

The essence of the step-by-step strategy lies in explicitly separating the speckle reduc-
tion and super-resolution processes, which means treating speckle reduction and super-
resolution processing as two independent processes. By employing common speckle
reduction and super-resolution methods, this processing procedure is implemented in a
step-by-step manner. In the speckle reduction process of SAR images, there are primarily
two categories of methods: traditional speckle reduction algorithms and deep learning
algorithms [10]. Traditional speckle reduction algorithms include classical methods such
as Frost [11], non-local means (NLMs) [12], and ratio image speckle reduction [13], etc. In
recent years, with the rapid development of deep learning, it has demonstrated outstanding
performance in computer vision tasks. Researchers have proposed a series of efficient deep
learning algorithms for speckle reduction. These include FFDNet [14], SAR2SAR [15],
AGSDNet [16], etc. In terms of super-resolution reconstruction in SAR images, there are
also two categories of methods: traditional super-resolution algorithms and deep learning
algorithms [17]. Traditional super-resolution methods include interpolation methods [18]
and ScSR [19], etc. Commonly used interpolation methods include nearest neighbor in-
terpolation and bilinear interpolation [20]. Due to their low computational complexity
and high speed, they have become one of the most popular methods for rendering super-
resolution images [21]. However, it is worth mentioning that most deep learning-based
super-resolution methods for SAR images often directly transfer processing strategies from
optical images without fully considering the special properties of SAR imaging, which may
to some extent affect the accuracy and stability of the reconstruction results [22].

However, when conducting a simple step-by-step strategy, which involves speckle
reduction followed by super-resolution, the results often turn out to be unsatisfactory. This
is because the speckle reduction stage alone may lead to the loss of some high-frequency
details, making it impossible to fully recover them in the subsequent super-resolution
process. Additionally, the speckle reduction stage inevitably introduces some erroneous
restoration, which may be amplified in the subsequent super-resolution process, leading to
a decrease in the final result’s quality [23]. Zhao et al. pointed out that due to the significant
amplitude and phase fluctuations caused by speckle noise, even with the use of state-of-
the-art spatial speckle reduction methods (such as SAR-BM3D or SAR-NLM), the image
structure may still be disrupted [13], and some noticeable speckle fluctuations may be
retained after speckle reduction. Furthermore, in Zhan et al.’s work [24], the preprocessing
of TERRA-SAR images (including speckle reduction) resulted in a loss of image structure.
In subsequent super-resolution processing, the phenomenon of structural loss can be
observed to be significantly amplified. This emphasizes the inherent limitations in the
step-by-step strategy. In summary, the straightforward step-by-step strategy of speckle
reduction followed by super-resolution exhibits significant drawbacks when processing
SAR images.

The second strategy involves performing speckle reduction as an auxiliary step, with
a focus on enhancing the primary task of super-resolution processing. This approach
represents a relatively comprehensive strategy for SAR image processing. In this regard,
several studies have proposed a series of methods. Among them, Wu et al. introduced an
improved NLM method combined with a back-propagation neural network [25]. Through
this approach, the enhanced NLM not only significantly improves low-resolution images to
high-resolution levels but also effectively reduces speckle in SAR images. Kanakaraj et al.
proposed a new method for SAR image super-resolution using the importance sampling
unscented Kalman filter, which has the capability to handle multiplicative noise [26].
On the other hand, Karimi et al. introduced a novel convex variational optimization
model focused on the single-image super-resolution reconstruction of SAR images with
speckle noise [27]. This model utilizes Total Variation (TV) regularization to achieve edge
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preservation and speckle reduction. Additionally, Luo et al. introduced the combination of
cubature Kalman filter and low-rank approximation, constructing a nonlinear low-rank
optimization model [28]. Finally, Gu et al. presented the Noise-Free Generative Adversarial
Network (NF-GAN), which utilizes a deep generative adversarial network to reconstruct
pseudo-high-resolution SAR images [29]. However, it is worth emphasizing that these
methods have certain limitations in speckle reduction. For detailed information, refer to
Table 1. Overall, they may exhibit two potential issues: on one hand, they may show a
tendency towards excessive smoothing, meaning that image details are excessively blurred
during the speckle reduction process, weakening specific image features; on the other hand,
the speckle reduction effect may not be sufficiently thorough, leaving traces of speckle noise,
which affects the clarity and level of detail in the image. This strategy primarily focuses on
prioritizing super-resolution processing, while speckle reduction is relatively secondary.
This also suggests that researchers need to seek more comprehensive and refined processing
strategies in their future work, especially specialized approaches for speckle noise, in order
to achieve the comprehensive optimization of SAR images.

Table 1. The limitation analysis of each method based on the second strategy.

References Limitation

Wu et al. [22] The processed image still exhibits noticeable speckle noise.

Kanakaraj et al. [23] Thgre is an e>.<cessive smoothing phenomenon in heterogeneous
regions, leading to the loss of details.

The speckle reduction is not comprehensive, and the image clarity

falls short of the anticipated level.

The processed image exhibits an excessive smoothing phenomenon,

resulting in the loss of details.

In homogeneous regions, there is a significant loss of detail,

accompanied by distortion in image contrast.

Karimi et al. [24]
Luo et al. [25]

Gu et al. [23]

In order to overcome the aforementioned issues, it is imperative to adopt a novel
strategy that involves deep exploration of the underlying correlations between speckle
reduction and super-resolution in SAR images. This approach aims to achieve more
effective speckle reduction and super-resolution processing for SAR images. Recognizing
that both speckle reduction and super-resolution processing require high-quality image
reconstruction, they exhibit significant correlation. This is because they primarily focus on
processing the high-frequency components while simultaneously preserving other crucial
information [30]. Additionally, multi-temporal SAR images are typically acquired by the
same satellite at different times for the same target scene, containing rich spatiotemporal
information. Compared to single-temporal SAR images, they provide a more abundant
source of information [31]. Utilizing multi-temporal SAR images as input for the network
enables the network to comprehensively understand the characteristics of objects, thereby
better preserving spatial resolution [13] and providing favorable conditions for high-quality
image reconstruction.

Given that these two tasks mutually reinforce each other, it is essential to develop a
novel approach that integrates them into a unified deep learning model. Therefore, this
paper proposes ISSMSAR. The objective of this network framework is to process two input
multi-temporal SAR images. Through a series of processing modules, including PFE, HFE,
FFB, and REC, the aim is to obtain the final high-quality SAR image.

The main contributions of this paper include the following:

1. This study proposes, for the first time, an integrated network framework utilizing deep
learning for speckle reduction and super-resolution reconstruction of multi-temporal
SAR images.

2. Based on the characteristics of SAR images, PFE is designed, incorporating three
key innovative elements: parallel multi-scale convolution feature extraction, multi-
resolution training strategy, and high-frequency feature enhancement learning. These
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innovations enable the network to more accurately adapt to the complex features of
SAR images.

3. Inthe HFE, a clever fusion of techniques including deconvolution, deformable con-
volution, and skip connections is employed to precisely extract more complex and
abstract features from SAR images.

4. Drawing inspiration from the traditional SAR algorithm, the network introduces the
ratio-L1 loss as the optimization objective. Additionally, a hierarchical loss constraint
mechanism is introduced to ensure the effectiveness of each critical module, thereby
guaranteeing the robustness and reliability of the overall network performance.

5. Approaching from the perspective of multi-task learning, a dataset named “Multi-Task
SAR Dataset” is proposed to provide solid support and foundation for the fusion
learning task of speckle reduction and super-resolution of multi-temporal SAR images.

The structure of this paper is as follows: The second section will provide a detailed
exposition of the network architecture of ISSMSAR and the ratio-L1 loss function. The third
section will elucidate the process of creating the Multi-Task SAR Dataset, presenting con-
crete experiments and corresponding in-depth analyses. The fourth section will conclude
this study.

2. Methodology

In this section, a statistical analysis of SAR images is initially conducted. Following
that, a detailed exposition of the ISSMSAR architecture proposed in this study is provided.
Finally, the ratio-L1 loss function and the hierarchical loss constraint mechanism proposed
in this study are discussed in detail.

2.1. Signal Statistical Description

In SAR image processing, speckle noise belongs to a special form of noise categorized
as multiplicative noise. The characteristic of multiplicative noise is that its amplitude
is proportional to the amplitude of the signal, resulting in the noise amplitude varying
proportionally with the strength of the signal. This noise model can be expressed as follows:

Y=X-u (1)

In this equation, Y represents the observed SAR image containing speckle, X denotes
the clean image unaffected by speckle noise, and u represents the speckle noise. The
statistical characteristics of speckle noise are widely acknowledged to follow a gamma
distribution. The probability density function of the gamma distribution can be expressed

by the following equation:
[LyL—1p—nL
P(n) = O (2)

In this formula, n represents the random variable, L denotes the shape parameter, and
I'(-) represents the gamma function.

2.2. Network Architecture

The construction of the ISSMSAR is rooted in the multi-task learning of multi-temporal
SAR images, aiming to thoroughly exploit the feature information among these images for
the integrated speckle reduction and super-resolution processing of SAR images. The net-
work architecture, as illustrated in Figure 1, encompasses two subnetworks and primarily
comprises seven crucial components: multi-temporal image inputs, primary feature extrac-
tion block, high-level feature extraction block, multi-temporal feature fusion block, image
reconstruction block, post-processed image output, and the loss function. The network
takes as input SAR images at time 1 and time 2. After processing through the network, it
ultimately outputs the processed SAR image, as expressed in Equation (3).

Tout = fissmsar (i, 12,) 3)
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Figure 1. Overall architecture of ISSMSAR.

Here, frsAr—nNet represents the entire process carried out by the ISSMSAR, encom-
passing all processing steps from input to output. I}, and I2, denote the two input multi-
temporal SAR images, serving as the starting point of the network’s processing. o,
represents the SAR image result obtained after the entire operation of the ISSMSAR.

2.2.1. Primary Feature Extraction Block

The primary feature extraction block, as shown in Figure 2, aims to capture fundamen-
tal feature information shared between the tasks of speckle reduction and super-resolution
from the input multi-temporal SAR images. Specifically, this module takes two multi-
temporal SAR images labeled as I}, and I?, as input. Subsequently, after processing through
the PFE, corresponding primary features F; and F, are extracted, calculated according to
Equations (4) and (5), respectively.

Fy = fpre(l,) (4)

B = fpre(13,) 5)

Here, fprr represents the operation of the PFE. Through the processing of this module,
fundamental features are extracted from each input image, providing crucial foundational
information for subsequent processing steps.

In this module, a series of innovative solutions has been introduced, including parallel
multi-scale convolutional feature extraction, multi-resolution training strategy, and high-
frequency feature enhancement learning, to address the challenge of speckle noise in
SAR images.

Due to the presence of speckle noise, SAR images exhibit irregular patterns of bright-
ness and darkness, resulting in less distinct boundaries and features between objects in the
image. In some cases, they might even be obscured, potentially leading to misinterpreta-
tions during the learning process. To tackle this issue, this study proposes an optimization
strategy: employing parallel multi-scale convolutions for fundamental feature extraction.
This approach significantly enhances the network’s feature extraction capability, providing
a more comprehensive feature representation.
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Figure 2. Primary feature extraction block.

Three parallel multi-scale convolutional structures were designed utilizing different
kernel sizes, including 3 x 3, 5 x 5, and 7 x 7. Specifically, the 3 x 3 convolutional
kernel has a smaller receptive field, focusing on local details in the image, which helps
the network learn finer feature information. The 5 x 5 convolutional kernel is used
to capture medium-scale structural and textural features, with a receptive field falling
between 3 x 3 and 7 x 7, making it better suited for capturing medium-scale features.
The 7 x 7 convolutional kernel is suitable for capturing larger-scale structural information.
Compared to the 3 x 3 and 5 x 5 convolutional kernels, the larger receptive field covers
a wider local area, thus acquiring more complex and abstract feature information. This
strategy significantly reduces the impact of speckle noise on object information in SAR
images, effectively enhancing feature extraction capability. This optimization strategy
takes into full consideration the unique noise characteristics of SAR images, providing
robust support for the feature extraction stage of the network, thereby establishing a solid
foundation for subsequent processing steps.

When replicating other networks, a common challenge is the potential insufficiency
of the network’s generalization ability. This is particularly pronounced when there are
disparities in the data sources between the test set and the training set, resulting in differing
resolutions of SAR images. Consequently, the performance of test results is often below
expectations. To address this issue, this study introduces a multi-resolution training strategy;,
aimed at enabling the model to learn features from input images of varying resolutions
during the training phase, thus enhancing its generalization ability.

Specifically, this module downsampled the input SAR images using a downsampling
factor of 2. The original SAR image had a size of 512 x 512. After downsampling, the image
resolution was reduced to 256 x 256. Subsequently, multi-scale convolutional feature
extraction was conducted on this reduced-resolution image. To ensure that the size of
the extracted features remained consistent with the results of other parallel multi-scale
convolutions, this study performed an upsampling operation on the feature maps. This
process restored the feature maps of the low-resolution image to the same size as the other
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scales, maintaining consistency in parallel processing. The introduction of this strategy in
the training phase provided the model with the ability to learn features from input images
of different resolutions, thereby enhancing its generalization capability on test data with
resolution disparities.

In SAR images, speckle noise and edge details are primarily distributed in the high-
frequency components. Therefore, speckle reduction and super-resolution processing
primarily target high-frequency information. To enhance the network’s learning of high-
frequency features, high-frequency feature enhancement learning is introduced, as illus-
trated in Figure 3. This module aims to extract high-frequency information from the
original SAR image and reintroduce these high-frequency features into the network for
learning. In this way, the network can better understand the characteristics of speckle noise.
Additionally, this module is capable of capturing edges and details in the image, thereby
enhancing the preservation of detailed information in image processing.

Low
Internal frequency

structure > DWT

Extracting —
high- ig
IDWT

information

Zero tensor

Figure 3. Extracting high-frequency information.

The specific operations are as follows: first, discrete wavelet transform (DWT) is used
to decompose the SAR image into high-frequency and low-frequency components. Next,
the low-frequency component is replaced with a zero tensor, and inverse discrete wavelet
transform (IDWT) is performed to extract the high-frequency information from the SAR
image. Subsequently, multi-scale convolutional feature extraction is applied to the extracted
high-frequency information.

Finally, a feature concatenation operation is performed on the parallel multi-scale
convolutional results to form a multi-scale feature representation. Subsequently, the ReLU
activation function is applied, and an ECA attention mechanism [32] is introduced to obtain
the final output of the PFE.

2.2.2. High-Level Feature Extraction Block

The high-level feature extraction block is designed to extract more abstract fea-
tures from primary features, as illustrated in Figure 4. This block consists of multiple
sets of deconvolutions and deformable convolutions, incorporating a mechanism for
skip connections.

The deconvolution operation has the capability to upsample low-resolution feature
maps to higher resolution, allowing for the recovery of more detailed structural information.
Moreover, in contrast to fixed-shape convolutional kernels, deformable convolutions can
more effectively capture minute details and morphological changes in the image. Moreover,
the introduction of deformable convolutions enhances the flexibility of feature extraction,
enabling the kernel to adapt its shape to accommodate detailed features in different regions.

The alternating use of deconvolution and deformable convolution strategies enhances
the network’s contextual awareness, aiding in the global understanding of the image’s
overall structure. The incorporation of skip connections between convolution and deconvo-
lution operations effectively transfers primary features to higher levels, enabling feature
information to flow between different levels. This provides the network with richer feature
representation and learning capabilities.
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Figure 4. High-level feature extraction block.

Therefore, after the operation of the HFE, the primary features F; and F, are mapped
according to their corresponding high-level features H; and H,. This mapping relationship
can be expressed by the following two equations:

Hy = fure(F) (6)

Hy = fure(B) )

Here, frrE represents the specific operation of the HFE. This step is a crucial compo-
nent of the network, as high-level feature extraction allows the network to better compre-
hend and abstract the characteristics present in SAR images.

To reconstruct the super-resolution image, the reconstruction block is used to map H;
and Hj to a high-resolution image. The REC consists of a deconvolution layer followed by a
convolution layer. Taking into account the skip connection, the final super-resolution image
after SRB can be obtained by adding the bilinear upsampled image to the reconstructed
residual image:

Ikec = foitinear (1) + frEC(H1) (8)
Ixec = fpitinear(15,) + fREC(H2) 9)

where fpiineqar Tepresents the operation of bilinear upsampling, and frgc represents the
operation of the image reconstruction block.

2.2.3. Multi-Temporal Feature Fusion block

In the multi-temporal feature fusion block, three interconnected inter-channel feature
synergy (IFS) modules are employed, as illustrated in Figure 5. The IFS module is inspired
by the CFB module introduced in [33]. It lies in the incorporation of convolutional layers
with parametric rectified linear units (PReLUs), as well as 1 x 1 convolutions and decon-
volutional layers with PReLUs. These components are closely coupled through multiple
intricate skip connections. Each IFS module takes three inputs: the primary features ex-
tracted by PFE, the output of the previous module in the same sub-path, and the output of
the previous module in the other sub-path.

M} = firs1(Fi, Hy, Hp) (10)
M; = firso(Fy, My, M}) (11)
M3 = firss(F, M7, M3) (12)

Here, frrs1, firsp, and frrss represent the operations of IFS1, IFS2, and IFS3, respec-
tively. M}, M2, and M3 represent the outputs of IFS1, IFS2, and IFS3, respectively.

M; = firsi(Fa, Hp, Hy) (13)
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M3 = firsy/(F, My, M) (14)
M3 = firsy/(F, M3, M?) (15)

Here, firs1, firsy and fipss represent the operations of IFS1’, IFS2’, and IFS3’, respec-
tively. M1, M2, and Mg represent the outputs of IFS1’, IFS2’, and IFS3/, respectively.
After each IFS, the reconstructed image can be obtained as follows:

II%EC = fhilinear(liln> + fREC(M%) (16)
I??EC = fbilinear(liln> + fREC(M%) (17)
Lup = foitinear (I}y) + fREC(MS) (18)
Rec = foitinear(I,) + frEC(M3) (19)
Iec = foitinear(I5,) + frEC(M3) (20)
Idown = fbilinear(ll‘zn) + fREC (Mg) (21)
To REC
To REC
Fy
1IFS1 CC\:)‘ IFS2 —>
Internal Hl M% M%
structure
FFB
H M} M3
% IFS1’ ——24(C)~ IFS2’ L2
Fs To REC
To REC
@ Feature
concatenation

Figure 5. Multi-temporal feature fusion block.

2.2.4. Fusion Image Output

Since the network structure consists of two subnetworks, the outputs of IFS3 and
IFS3’ are denoted as I;;p and Ij,yp, respectively. In order to comprehensively utilize the
information extracted by both subnetworks to obtain a more accurate final result, Iyp and
Liown are combined through a weighted summation to obtain the ultimate output of the
entire network, denoted as Iy, as specifically expressed in Equation (22).

Tout= 0.51,p+0.5Lipr0n (22)

2.3. Cost Function
2.3.1. Ratio-L1 Loss

Based on the correlation characteristics of SAR, this study proposes the ratio-L1 loss.
The algorithm combines the ratio loss and L1 loss, constructing a comprehensive loss
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function that considers both global and detail levels. This loss function effectively guides
the training of the network.

Inspired by [13], we introduced a ratio operation between the pixel average value of
the processed SAR image and the pixel average value of the clear super-resolution SAR
image in the loss function, as shown in Equation (23). This ratio loss can guide the speckle
reduction process on a global scale, contributing to speckle reduction in the overall image.
Moreover, the proposed ratio loss considers the entire image, unlike methods that perform
ratio at the pixel level. This helps to reduce the risk of overfitting.

M=

L Yi
Lratio(Xr Y) ==l (23)
Xi

It

where X represents the clean high-resolution SAR image, Y represents the SAR image
output by the network, x; represents the i-th pixel value in X, and y; represents the i-th
pixel value in Y.

Due to the limitation of the ratio loss in handling fine details, details might be over-
looked. To achieve a balanced performance in the loss function, we introduced the L1 loss
as a complement. The L1 loss is a commonly used method for measuring the error between
predicted and true values. In this algorithm, we applied L1 loss to calculate the average
absolute difference between each pixel in the clean high-resolution SAR image and the
network output SAR image, as shown in Equation (24). This supplementary measure aims
to further enhance the comprehensive performance of the loss function.

1 n
Li(XY)= EZ‘xi — il (24)
i=1

where X represents the clean high-resolution SAR image, Y represents the SAR image
output by the network, x; represents the i-th pixel value in X, and y; represents the i-th
pixel valuein Y.

2.3.2. Hierarchical Loss Constraint Mechanism

Given the complexity of ISSMSAR, a hierarchical loss constraint mechanism is intro-
duced to guarantee the overall training performance of key modules in the network, as
shown in Equations (25)-(27). L}, , is employed to constrain the network’s output results,
namely I, and ;o Meanwhile, L%O 1o 18 utilized to constrain three submodules in the
network, namely HFB, IFS1, and IFS2, with the aim of enhancing the stability of these

submodules.

L}otal =t [Lmtio(lCHr lup) + Lmtio(lCH/ ldown)] + 92[L1 (lCHl lup) + Ll(lCH/ ldown)] (25)

3
Lfgml = tgl {91 [Lratio(ICHr Ipt,p) + Lmtio(ICH/ Iéown)} }

5 (26)
+ 1 10l (g Top) + Ly (eps Tiown )]}
Liotar = L}otal + L%otal (27)
Here, Icp represents the clean high-resolution SAR image, while Iflp and I} . denote

the output results of the corresponding submodules in the network’s upper and lower
branches, respectively. ; and 6, represent the weight parameters corresponding to the
ratio loss and L1 loss, respectively.
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3. Results

In this section, a comprehensive and detailed description of the process for creating
the Multi-Task SAR Dataset is provided first. Next, the specific definitions and calculation
methods of the evaluation metrics employed are presented. Finally, an in-depth analysis of
the experimental results from multiple perspectives is conducted to gain a comprehensive
understanding of the performance advantages and potential strengths of the proposed
method in practical applications.

3.1. Multi-Task SAR Dataset

Due to the presence of speckle noise in SAR images, obtaining real noise-free high-
resolution SAR images is challenging. To meet the requirements of multi-task learning in
the algorithm, a SAR image dataset was simulated based on optical images [34—42]. This
allowed us to construct a dataset containing pairs of noisy low-resolution multi-temporal
SAR images and clean high-resolution SAR images. This dataset is referred to as the
Multi-Task SAR Dataset, as illustrated in Figure 6.

Noisy Low- Noisy Low- Noisy Low- Noisy Low-
Resolution Resolution Resolution Resolution
Image Image Image Image
(Time 1) (Time 2) Clean High- (Time 1) (Time 2)

Resolution Image

Noisy Low- Noisy Low- Noisy Low- Noisy Low-
Resolution Resolution Resolution Resolution
Image Image Image Image
(Time 1) (Time 2) Clean High- (Time 1) (Time 2)

Resolution Image
Figure 6. Multi-Task SAR Dataset.

The Multi-Task SAR Dataset originates from optical image data captured by the
GaoFen-1 satellite. This optical image dataset was acquired in Hubei Province, China, with
a resolution of 5 m, covering typical scenes such as forests, roads, farmland, urban areas,
water bodies, villages, wetlands, sandy areas, and mining areas. In this dataset, the optical
images have four channels: blue, green, red, and near-infrared. The blue, green, and red
channels were extracted and combined to create RGB images. Subsequently, 8800 images
with a size of 512 x 512 were cropped from a set of 100 RGB images, each with dimensions
of 5556 x 3704. These RGB images were then converted to grayscale images, serving as
clean high-resolution SAR images in this dataset. Additionally, varying multiplicative noise
was introduced to these grayscale images to simulate speckle noise in multi-temporal SAR
images. Subsequently, downsampling was performed on these simulated multi-temporal
SAR images, thus constructing pairs of noisy low-resolution multi-temporal SAR images,
as illustrated in Figure 7.
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Figure 7. The process of creating a Multi-Task SAR Dataset.

3.2. Evaluation Metrics
3.2.1. AGM

The average gradient magnitude (AGM) is a quality metric used to assess the clarity
and edge information in an image. Specifically, it calculates the average gradient magnitude
of all pixels in an image, as described in Equation (28). In general, a higher average
gradient magnitude indicates that the image contains more rich details, thus implying

better image quality.
G=,/Gi+Gj (28)

In this process, Gy and G, represent the gradient values in the horizontal and vertical di-
rections, respectively. The specific calculation method is described in Equations (29) and (30).

Gy=1(i,j+1)—I(i,j — 1) (29)

Gy =I(i+1,j) = I(i = 1,j) (30)

In this process, I represents the image matrix, while i and j, respectively, denote the
row and column indices of the pixels.

Finally, the arithmetic mean of the gradient values for each pixel in the image is
computed. This process can be calculated using the following Equation (31).

m n

AGM = LZ Y G(i, ) (31)

mnizia

where m and n are the number of rows and columns in the image.

3.2.2. SSIM

The Structural Similarity (SSIM) is a metric used to measure the similarity between
two images. It is an evaluation method for comparing image similarity from the perspective
of human visual perception. This method quantifies the similarity between images by
considering their brightness, contrast, and structural information. The SSIM value ranges
from —1 to 1, where a value closer to 1 indicates greater similarity between the two images.
Conversely, as the dissimilarity increases, the SSIM value approaches —1. When the input
images are denoted as x and y, the calculation of SSIM follows Equation (32).

(2pxpy + c1)(20xy + ¢2)
(12 +uj +c1)(oF +oj +c2)

SSIM(x,y) = (32)

Here, yiy and p,, represent the pixel means of images x and y, respectively. oy and oy,
are the pixel standard deviations of images x and y, respectively. ¢y, denotes the pixel
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covariance between images x and y. The constants c¢; and ¢, are used to prevent division
by zero in the denominator.

3.2.3. PIQE

The Perception-based Image Quality Evaluator (PIQE) is a no-reference image quality
assessment algorithm that can evaluate the quality of an image without the need for
a reference image. It analyzes features such as contrast, sharpness, and noise in the
image based on human visual perception principles. A lower PIQE score indicates higher
perceived image quality, while a higher score indicates lower perceived quality. The specific
calculation method of PIQE involves multiple steps and parameters, and its detailed
mathematical expression is omitted here.

3.2.4. BRISQUE

The Blind /Referenceless Image Spatial Quality Evaluator (BRISQUE) is a no-reference
image quality assessment metric that evaluates the distortion level of an image based on
its spatial statistical features. A lower BRISQUE score indicates higher perceived image
quality, while a higher score suggests lower perceived quality. The calculation of BRISQUE
is relatively complex, so its expression is omitted here.

3.2.5. 5td

The standard deviation (Std) is a statistical measure used to assess the dispersion of
data, serving as an indicator of contrast in images. A higher standard deviation indicates
more significant variations in pixel intensities, reflecting higher contrast in the image.
Conversely, a smaller standard deviation suggests less variation in pixel intensities and
lower image contrast. Moreover, the standard deviation is also a metric used to assess
image sharpness. Clear images generally display larger variations in pixel values, resulting
in a higher standard deviation. Its calculation is detailed in Equation (33):

(33)

where ¢ is the standard deviation, N is the number of pixels, X; is the value of the i-th pixel,
and y is the mean of the pixel values.

3.3. Rigorousness Experiments

In this section, the feasibility of the proposed network is validated through extensive
ablation experiments. Real multi-temporal SAR images from Alos-2 are selected for experi-
mentation. The performance of the network is comprehensively assessed using multiple
evaluation metrics, including AGM, SSIM, PIQE, BRISQUE, and Std.

3.3.1. Component Analysis

Through a systematic series of ablative experiments, this research conducted an in-
depth assessment of the functionalities of individual modules within the network. While
maintaining other conditions constant, this research successively removed key modules,
including PFE, HFB, and FFB. This experimental design facilitates the elucidation of each
module’s role and impact within the overall network architecture, providing comprehen-
sive data support for a thorough understanding of network performance. The experimental
results are presented in Table 2. The performance significantly declined when the network
lacked the PFE. This underscores the critical role of the PFE as a fundamental component
for primary feature extraction. Elements such as parallel multi-scale convolution feature
extraction, multi-resolution training strategy, and high-frequency feature enhancement
learning synergistically contribute, markedly enhancing the network’s feature extraction
capabilities and establishing a robust foundation for subsequent processing steps. In the
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absence of the HFB, the performance remained suboptimal. Comprising multiple sets of
deconvolutions and deformable convolutions with skip connections, this module effectively
propagates low-level features to higher levels, facilitating the flow of feature information
across different levels and providing the network with richer feature representation and
learning capabilities. Similarly, the performance suffered when the FFB was omitted, indi-
cating that inter-channel feature fusion contributes to the collaborative feature integration
of the two subnetworks, resulting in improved outcomes. Ultimately, when all modules
are combined, the entire network achieves optimal performance. This series of results pro-
vides profound insights into the unique contributions of each module within the network,
offering robust support for a comprehensive understanding of network performance.

Table 2. Ablation study results on evaluating the efficiency of the network structure.

Module Different Combinations of Modules

PFE X v v v

HFB v X v v

FFB v v x v
AGM 55.8406 49.5695 55.7208 64.9298
SSIM 0.88190 0.86434 0.78065 0.89906
PIQE 49.5719 46.5051 43.2548 36.5987
BRISQUE 35.1903 35.2005 34.5381 29.6434
Std 39.3897 37.7619 40.7054 41.3939

Red indicates the best.

Additionally, as PFE encompasses a multi-resolution training strategy and high-
frequency feature enhancement learning, to validate the effectiveness of the module, this
research separately removed the upsampling and downsampling modules from the multi-
resolution training strategy and the extracting high-frequency information module from
high-frequency feature enhancement learning. Detailed experimental results are provided
in Table 3. When the PFE did not include the upsampling and downsampling modules of
the multi-resolution training strategy, the test results showed a significant performance
decline when using test data with different resolutions from Alos-2. This result indirectly
confirms the effectiveness of the proposed multi-resolution training strategy in enabling
the model to learn features from input images of different resolutions during the training
phase, thereby enhancing the generalization capability. Similarly, when the extracting
high-frequency information module for high-frequency feature enhancement learning was
excluded from PFE, the performance was subpar. This suggests that without the module, it
is challenging to better understand the characteristics of speckle noise and capture detail
information in SAR images. Ultimately, when all modules of PFE are combined, the entire
network achieves optimal performance. This not only enhances the network’s ability to
preserve fine details in image processing but also strengthens its generalization capability.
This series of experiments demonstrates the crucial role of each component within the PFE
in network performance.

Table 3. Ablation study results on evaluating the efficiency of the PFE components.

PFE Component Different Combinations of Components

Upsampling and downsampling modules x v v
Extracting high-frequency v
. . x v
information modules

AGM 54.9337 54.0403 64.9298

SSIM 0.88679 0.88649 0.89906

PIQE 46.7211 46.9537 36.5987

BRISQUE 35.8005 35.1031 29.6434

Std 39.0270 38.6486 41.3939

Red indicates the best.
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3.3.2. Research on Different Types of Loss Functions

To validate the positive impact of the ratio-based loss function during experimental
training, this research conducted performance comparisons using different loss functions,
as detailed in Table 4. Specifically, this research compared the L1 loss with the ratio-L1
loss, as well as the L2 loss with the ratio-L2 loss. The results indicate that integrating the
ratio concept into the loss function positively influences the entire network, providing
better guidance for network training. This not only offers a novel perspective for loss
function selection but also underscores the effectiveness of the ratio concept in optimizing
objectives. Furthermore, by comparing the performance of ratio-L1 loss and ratio-L2
loss, it is evident that ratio-L1 loss outperforms ratio-L2 loss. This suggests that this loss
function comprehensively considers both overall and detailed aspects, effectively guiding
network training.

Table 4. Performance comparison of loss functions.

Loss Function Type AGM SSIM PIQE BRISQUE Std
L1 loss 61.7629 0.90644 40.7611 32.7258 40.6916
Ratio-L1 loss 64.9298 0.89906 36.5987 29.6434 41.3939
L2 loss 63.8010 0.93575 38.7583 32.2368 41.1844
Ratio-L.2 loss 63.9825 0.94741 38.3422 31.4516 41.0370

Red indicates the best; bold indicates secondary.

3.4. Analysis of Experimental Results

Various sources of data images were employed as experimental images, and compara-
tive experiments were conducted with five sets of algorithms. Through in-depth analysis
of the experimental results from multiple perspectives, the aim was to derive more scientif-
ically reliable conclusions. Specifically, to validate the network’s generalization ability in
different scenarios, four sets of SAR images were selected as experimental images. These
images encompass both simulated SAR images and real SAR images, originating from
three independent sources: GaoFen-1, Alos-2, and Cosmo SkyMed.

To ensure the effectiveness of comparative experiments, a series of contrastive algo-
rithms were selected, including both traditional methods, deep learning methods, and
the multi-temporal SAR image algorithm. In terms of traditional methods, Frost and
SAR-NLM were chosen as representatives. In terms of deep learning methods, the recent
high-performing algorithms, FFDNet and AGSDNet, were opted for. Regarding multi-
temporal algorithms, DBWAM was selected. Considering that current research on speckle
reduction and super-resolution of multi-temporal SAR images is still in its early stages,
with the mainstream focus primarily on speckle reduction and super-resolution separately
for individual SAR images, the approach was taken to effectively conduct comparative
experiments by superimposing the multi-temporal SAR images input to this algorithm and
using the superimposed image as input for the comparative experiment. Additionally, this
algorithm employs bilinear operation in the network for super-resolution learning. There-
fore, the bilinear operation was also applied to the results of the comparative experiment to
obtain the final comparative experimental results.

3.4.1. Simulated SAR Images

To validate the results of the network, this experiment followed common practices
by initially conducting experiments using two groups of simulated SAR images derived
from the same training dataset. These two distinct input image groups, denoted as Group 1
and Group 2, are illustrated in Figure 8. The corresponding parameter configurations for
these image sets are detailed in Table 5. Encompassing diverse terrains such as mountains
and villages, these images were designed to comprehensively evaluate the network’s
generalization performance across different land features. This experimental design ensures
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the network’s robustness in handling various terrains, thereby enhancing the credibility of
the research outcomes.
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Figure 8. Experimental images.

Table 5. Detailed parameters of the simulated multi-temporal SAR images.

Data Source Resolution Category Property Noise Type
Group 1 GaoFen-1 5m Mountain Simulated SAR Multiplicative noise
Group 2 GaoFen-1 5m Village Simulated SAR Multiplicative noise

Through subjective visual analysis, this study conducted a detailed comparison of the
experimental results and enlarged details of simulated SAR images. The specific experi-
mental results are shown in Figure 9, while the detailed enlarged images are presented in
Figure 10. The Frost exhibited poor performance in preserving image details, resulting in
significant detail loss and extremely low clarity, making it challenging to discern the details
of terrain features. The SAR-NLM displayed an over-smoothing trend, causing severe
image distortion, especially with noticeable information loss in details, thereby reducing
image quality. Both the FFDNet and AGSDNet performed well in reducing speckle noise
but presented a tendency towards blurred texture edges. This characteristic compromised
the clarity of images, leading to a reduced ability to identify terrain features. While the DB-
WAM partially removed speckle noise, its results showed an over-smoothing phenomenon,
leading to substantial overall detail loss, a significant decrease in image contrast, and re-
duced recognizability of terrain details. In comparison, the proposed network successfully
eliminated speckle noise while preserving image clarity. Additionally, it effectively retained
detailed information.

For a more objective evaluation of the simulated SAR experimental results, this study
employed five evaluation metrics for comprehensive analysis, as detailed in Table 6. In
both groups of experiments, the proposed network consistently achieved three top per-
formances and one second-best performance across all evaluation metrics. Specifically,
from the perspective of SSIM, the proposed network’s resulting images exhibited strong
brightness, contrast, and structural preservation capabilities, thereby affirming the effec-
tiveness of the proposed network in the integrated processing of speckle reduction and
super-resolution. Considering the PIQE, which aims to simulate human perception of
image quality, this metric is designed to provide an assessment consistent with human
visual quality perception. It is noteworthy that the proposed network achieved the best
performance in the PIQE, further ensuring the alignment of PIQE assessment with the
subjective visual analysis mentioned earlier.
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Figure 10. Detail zoom-in images.
Table 6. Evaluation metrics.
AGM SSIM PIQE BRISQUE Std
Frost 11.4798 0.22797 51.2473 35.0250 14.4714
SAR-NLM 21.3674 0.64890 30.2608 29.5239 16.1765
Group 1 FFDNet 21.8456 0.48492 35.5863 42.8279 15.9215
P AGSDNet 21.3422 0.72867 45.3799 42.4850 16.0435
DBWAM 14.7462 0.43012 64.7961 51.3599 16.1505
Proposed 25.4042 0.80255 21.8595 31.5819 16.1207
Frost 11.6997 0.15192 45.8767 39.2667 15.2768
SAR-NLM 21.4752 0.54246 23.4803 449361 16.8428
Group 2 FFDNet 29.7048 0.55315 24.2827 44.6795 17.2745
p AGSDNet 23.7425 0.64071 40.8397 42.6564 16.9883
DBWAM 17.5841 0.43493 51.8144 50.2042 17.0661
Proposed 27.0558 0.69830 224176 33.8933 17.0453

Red indicates the best; bold indicates secondary.
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3.4.2. Real SAR Images from Alos-2

To conduct a thorough evaluation of the proposed network on real SAR images, this
study performed experiments using multi-temporal SAR images from Alos-2. Specifically,
3 m resolution images from Alos-2 were chosen to comprehensively assess the effectiveness
of the proposed network in terms of the PFE multi-resolution training strategy. Detailed
information about this SAR image is presented in Table 7.

Table 7. Detailed parameters of the multi-temporal SAR images from Alos-2.

Data Source

Resolution Polarization Property Noise Type

Alos-2

3m

HH Real SAR Multiplicative noise

Specific experimental results are detailed in Figure 11, with enlarged details provided
in Figure 12. The results from the Frost exhibit significant blurring, making it challenging
to discern image details. In the SAR-NLM and DBWAM, there is an issue of excessive
smoothing, leading to image distortion. While both the FFDNet and AGSDNet effectively
denoise, they also introduce relatively blurry features along terrain boundaries. By contrast,
the proposed network not only effectively removes speckle noise but also preserves the
clarity and details of the SAR image, showcasing outstanding performance. This outcome
underscores the superiority of the proposed network in SAR image processing, demonstrat-
ing its enhanced ability to balance the speckle reduction and the preservation of SAR image
details compared to other algorithms. Regarding the output results, a comprehensive
analysis of performance metrics was conducted, as detailed in Table 8. The proposed
network consistently achieved the best performance across all evaluation criteria. This
indicates that the proposed network has achieved a high level of performance in speckle
reduction, image sharpness, and the preservation of detailed features. This alignment with
subjective visual analysis results emphasizes the outstanding performance of the network.

- e e = = - q

SAR Simulated Image
at Time 1

SAR Simulated Image
at Time 2

(d) AGSDNet (e) DBWAM (f) Proposed

Figure 11. Experimental results.
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Figure 12. Detail zoom-in images.

Table 8. Evaluation metrics.

AGM SSIM PIQE BRISQUE Std
Frost 27.5764 0.35478 72.2459 44.9918 32.8152
SAR-NLM 46.8914 0.68551 51.5533 37.7915 37.4523
FFDNet 54.5093 0.71829 50.8455 40.3243 37.5966
AGSDNet 48.3070 0.78804 66.9999 44.4893 37.4434
DBWAM 41.2607 0.60401 74.7793 47.0171 37.5936
Proposed 64.9298 0.89906 36.5987 29.6434 41.3939

Red indicates the best; bold indicates secondary.

3.4.3. Real SAR Images from Cosmo SkyMed

This study further employed real images with a 3 m resolution from Cosmo SkyMed to
validate the performance of the proposed network in handling data from different sources.
Detailed parameters about this image are presented in Table 9.

Table 9. Detailed parameters of the multi-temporal SAR images from Cosmo SkyMed.

Data Source Resolution Polarization Property Noise Type

Cosmo SkyMed 3m HH Real SAR Multiplicative noise

Through subjective visual analysis, this study conducted a detailed comparison of the
results and enlarged details of real SAR experimental images. The experimental results are
depicted in Figure 13, while detailed enlarged images can be found in Figure 14. In the
detailed comparison, it is evident that the proposed network excels in preserving image
structure, exhibiting high contrast, and achieving superior clarity. In contrast, the results
from the Frost exhibited blurred features in details, making it challenging to distinguish
terrain information. The SAR-NLM encountered issues of excessive smoothing, leading to
the loss of image details. In the results of FFDNet and AGSDNet, the boundaries of terrain
appeared relatively blurry, indicating a poorer preservation of image details. In summary,
the proposed network demonstrated excellent capabilities in preserving image details,
high contrast, and clarity on real SAR images, presenting a more pronounced advantage
compared to other algorithms.
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For the evaluation of the output results, a comprehensive analysis of evaluation metrics
was conducted, as detailed in Table 10. From the table, it is evident that the AGM, PIQE,
and Std metrics all achieved the best performance, while SSIM attained the second-best
performance. Specifically, from the perspective of AGM, this metric sensitively reflects
the overall quality and clarity of the images. Consequently, the resulting images from
the proposed network exhibited high clarity and robust edge-preservation capabilities.
Regarding the Std, its sensitivity to image contrast implies that the proposed network
enhances the clarity of terrain information. Meanwhile, given that the SAR image resolution
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of Cosmo SkyMed is 3 m, and the training set used in this study has a resolution of 5 m,
the proposed network still achieved good testing results. This indicates that the proposed
network exhibits strong generalization performance, showcasing robust performance across
images of different resolutions.

Table 10. Evaluation metrics.

AGM SSIM PIQE BRISQUE Std
Frost 30.3798 0.37422 73.6144 52.7984 25.2360
SAR-NLM 67.2579 0.70768 43.9506 36.0607 32.9880
FFDNet 73.4742 0.75311 46.5178 34.9982 32.6556
AGSDNet 69.2989 0.91796 49.3873 41.6143 31.6679
DBWAM 55.2011 0.67183 68.2354 44.0543 30.9068
Proposed 103.2218 0.91082 27.2722 43.4057 36.4307

Red indicates the best; bold indicates secondary.

4. Conclusions

In this paper, a deep learning solution named ISSMSAR is proposed for the integrated
processing of speckle reduction and super-resolution in multi-temporal SAR images. ISSM-
SAR consists of two subnetworks, each composed of core modules such as the primary
feature extraction block, high-level feature extraction block, multi-temporal feature fusion
block, and image reconstruction block. Through in-depth analysis of multi-temporal SAR
images from three independent sources, namely GaoFen-1, Alos-2, and Cosmo SkyMed,
the practicality of this algorithm has been validated. The experimental results demonstrate
significant achievements in speckle reduction and super-resolution integration, effectively
preserving fine details in the images, thus achieving our predefined performance objec-
tives. This research outcome holds important practical significance for addressing the
multi-task learning challenges in SAR image processing and is expected to have a positive
and far-reaching impact on enhancing the quality and efficiency of SAR image processing.
Given the intricate structure of the network model, the next phase of our research will be
oriented towards lightweighting. This strategic decision aims to delve deeply into explor-
ing potential avenues for reducing computational resource requirements while preserving
model performance.
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