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Abstract: Whether or not a hyperspectral anomaly detector is effective is determined by two crucial
issues, anomaly detectability and background suppressibility (BS), both of which are very closely
related to two factors, the datasets used for a selected hyperspectral anomaly detector and detection
measures used for its performance evaluation. This paper explores how anomaly detectability and BS
play key roles in hyperspectral anomaly detection (HAD). To address these two issues, we investigate
three key elements attributed to HAD. One is a selected hyperspectral anomaly detector, and another
is the datasets used for experiments. The third one is the detection measures used to evaluate the
effectiveness of a hyperspectral anomaly detector. As for hyperspectral anomaly detectors, twelve
commonly used anomaly detectors were evaluated and compared. To address the appropriate use
of datasets for HAD, seven popular and widely used datasets were studied for HAD. As for the
third issue, the traditional area under a receiver operating characteristic (ROC) curve of detection
probability—PD versus false alarm probability, PF, (AUC(D,F))—was extended to 3D ROC analysis
where a 3D ROC curve was developed to generate three 2D ROC curves from which eight detection
measures could be derived to evaluate HAD in all round aspects, including anomaly detectability, BS
and joint anomaly detectability and BS. Qualitative analysis showed that many works reported in the
literature which claimed that their developed hyperspectral anomaly detectors performed better than
other anomaly detectors are actually not true because they overlooked these two issues. Specifically,
a comprehensive study via extensive experiments demonstrated that these 3D ROC curve-derived
detection measures can be further used to address the various characterizations of different data
scenes and also to provide explanations as to why certain data scenes are not suitable for HAD.

Keywords: 3D receiver operating characteristics analysis; anomaly detectability; background
suppressibility; constrained energy minimization anomaly detector; dummy variable trick; effective
anomaly space; hyperspectral anomaly detection; Reed–Xiaoli anomaly detector; unsupervised
target detection

1. Introduction

Due to the very fine spectral resolution provided by hundreds of contiguous spectral
bands, hyperspectral imaging (HSI) can reveal and uncover many unknown subtle material
substances which cannot be identified by prior knowledge or visual inspection [1]. Many
of these unidentified substances are generally considered to be anomalies and can provide
crucial and vital information for hyperspectral image analysis. Accordingly, hyperspectral
anomaly detection (HAD) has received considerable interest in recent years [2]. However,
detecting anomalies in hyperspectral imagery is very challenging because there is no
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definite understanding of how a hyperspectral anomaly (HA) is defined. Nevertheless,
we can clearly define the difference between HA and a spatial anomaly. In traditional 2D
image processing, each pixel is a scalar value specified by a single gray level since there are
no spectral dimensions involved. This implies that a spatial anomaly can only be defined
according to its spatial properties which are distinct from its surrounding neighboring
spatial data samples. By contrast, an image pixel in HSI is a pixel vector in which each
vector component is a single pixel value acquired by a particular wavelength. As a result,
a hyperspectral image pixel carries a wealth of spectral information obtained from all
wavelengths across its acquisition range. Therefore, an HA is quite different from a spatial
anomaly in the sense that an HA has spectral characteristics that are distinct from that of its
surrounding pixel vectors and not the same as a 2D spatial anomaly which is characterized
by its spatial properties only. To make it clear, the anomaly that is to be discussed in
this paper is HA, not spatial anomaly. In this case, HA and HAD will be abbreviated as
anomaly and AD, respectively, throughout the rest of this paper unless there is a need of
emphasizing “hyperspectral”.

On the other hand, according to military and intelligence applications, hyperspec-
tral anomalies usually possess the following unique properties [3]. First of all, a target
is anomaly because it is not a spatial anomaly that cannot be identified by visual inspec-
tion or prior knowledge. Such a target is generally a man-made object which can either
be an invisible object embedded in a single pixel or unidentified visible object by prior
knowledge. Secondly, the existence of an anomaly is unexpected. Thirdly, the probability
of the occurrence of an anomaly is relatively low. Fourthly, once anomalies are present,
their populations cannot be too large. Finally, due to nature of anomalies, the number
of anomalies contained in the data is relatively small, in which case anomalies cannot
constitute Gaussian distributions of statistics.

Due to the fact that an HA is determined by its spectral properties, many early AD
approaches were developed as spectral anomaly detectors to explore spectral correlation
among its surrounding pixel vectors such as a classic anomaly detector developed by
Reed–Xiaoli [4], referred to as Reed–Xiaoli anomaly detector (RXAD). However, since a
hyperspectral image is a 3D data cube, an HA should not only have a “spectral” correlation
within a pixel vector but also “spectral” correlation among its neighboring pixel vectors. To
address this issue, many recent AD methods have been proposed to take into account such
spectral correlation among neighboring pixel vectors via local windows or subspaces, called
spectral and spatial anomaly detectors [5], low rank and sparse representation (LRaSR) [6],
low rank and sparse matrix decomposition (LRaSMD) [7], tensor Tucker decomposition [8]
and training sampling-based deep-learning AD methods [9], etc.

However, as noted in [10], three factors play critical roles in evaluating an anomaly de-
tector, that is, anomaly detectability, background suppressibility (BS) and noise, specifically,
anomalies sandwiched between the BKG and noise. So, in order to effectively perform AD,
noise needs to be removed from the data and then the BKG needs to be characterized to
separate anomalies from the BKG. To accomplish the first task, several approaches have
been developed lately. One is to develop an LRaSMD model which represents a data space
as a low rank subspace to characterize the BKG, a sparse space to specify anomalies and a
noise subspace in a linear three-subspace decomposition [7]. Another is to take advantage
of principal component analysis (PCA) and independent component analysis (ICA) [11] to
derive a component decomposition analysis (CDA) model where the principal component
(PC) space and the independent component (IC) space represents the BKG and anomaly
space, respectively [12]. A third one is deep-learning-based networks which separate [13],
estimate [14] or reconstruct [15] the BKG. Most recently, a new concept called effective
anomaly space (EAS) was developed further in [10] to particularly address the issue of
anomalies embedded in the BKG and the issue of anomalies contaminated by noise. Once
noise is separated from the BKG, the follow-up task is to design anomaly detectors that
effectively detect anomalies in the BKG-removed residual space.
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In addition to the issues of anomalies embedded in BKG and contaminated by noise,
how to enhance anomaly detectability and to improve BS are also another two major is-
sues. Three attributed elements are identified in this paper, which are (i) selected anomaly
detectors, (ii) datasets used for experiments and (iii) detection measures used for perfor-
mance evaluation.

First of all, the selection of an effective anomaly detector is key to the success of AD.
As pointed out above, many AD methods have been already developed in the literature
which claim that their AD performances are better than other AD methods. Is this true? If
not, how can we justify or verify this?

Second of all, the selection of an appropriate dataset has significant impact on AD since
a selected dataset should have sufficient image characteristics that characterize anomalies
and BKG complexity to some extent. Of particular importance is that the provided ground
truth (GT) should be reliable to reflect true anomalies. Although there is no clear-cut
definition of anomalies, it is a general understanding that an anomaly should have its
spectral characteristics be distinctly different from its surrounding data samples. How
much distinction and difference are up to various interpretations. Nevertheless, from a
practical and application viewpoint, it seems that there is no controversy to define an
anomaly as a target which is barely visible and cannot be identified spatially by prior
knowledge or visual inspection. Using this as a guideline for selecting a dataset should
be creditable.

Third of all, in order to assess the performance of an anomaly detector in anomaly
detectability and BS, a general and commonly used evaluation tool called the receiver
operating characteristic (ROC) curve has been shown to be ineffective [16]. It is a 2D plot of
detection probability, PD versus false alarm probability, PF for a given Neyman–Pearson
detector [17]. The value of the area under an ROC curve (AUC(D,F)) is used as a metric to
evaluate detection performance. By virtue of AUC(D,F), many AD methods in the literature
claimed that their developed anomaly detectors performed better than other anomaly
detectors by showing their high values of AUC(D,F). Unfortunately, such a conclusion is
misleading for the following reasons. The first reason is the inappropriate use of datasets
for AD. For example, one of most widely used datasets, the San Diego Airport data scene,
has been shown to not be appropriate for AD [10] because the three airplanes in the scene
are too large to be considered anomalies. A second reason is because PD and PF in a 2D ROC
curve are determined by the same threshold τ. As a consequence, PD and PF cannot work
alone independently. Therefore, the AUC(D,F) value cannot evaluate anomaly detectability
because a higher AUC(D,F) value can result from higher PD and PF. Similarly, a lower
AUC(D,F) value which also results from lower values of both PD and PF cannot be used to
evaluate BS. In particular, the traditional 2D ROC curve of (PD,PF) is developed from the
signal detection in noise where the BKG is considered to be part of noise. Under this the
circumstance, noise and BKG are blended and cannot be separated one way or another. To
resolve this issue, in [18] Chang developed an anomalous BKG model from which a 3D ROC
curve analysis was further derived for AD. This same dilemma was also encountered with
robust principal component analysis (RPCA) [19], robust subspace earning (RSL) [20,21]
and tensor decomposition [22]. This phenomenon is specifically evident when it comes to
AD. So, separating the BKG from noise is critical to AD performance [10]. If an anomaly is
weak, it may be mistakenly treated as noise. On the other hand, if an anomaly is strong, it
will be considered to be a part of the BKG. Either case will cause incorrect AD. Apparently,
AUC(D,F) cannot address this issue. What is worse is that the data scene complexity further
complicates the mixing of anomalies with the BKG and noise. This leads to the key issue
of how to choose an appropriate data scene to effectively validate a designed anomaly
detector. Over recent years, the issue of data scene characterization, along with its BKG
complexity, has been overlooked and has not been investigated. This paper explores this
issue in anomaly detectability and BS.

As noted above, both the PD and PF of a 2D ROC inter-act each other and cannot stand
alone to be used for analysis. For example, it is often the case that two detectors may have
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very close AUC(D,F) values within a negligible difference but behave quite differently as
shown in [23–25]. This says that using only AUC(D,F) cannot evaluate the effectiveness
of anomaly detectability and BS. Unfortunately, many reports published in the literature
have supported their proposed methods solely based on AUC(D,F), which is very likely to
lead to incorrect conclusions. In addition, there is a lack of criteria to measure anomaly
detectability as well as BS. To address this issue, a 3D ROC analysis developed recently
in [16,18] provide a feasible solution. It deviates from the traditional 2D ROC curve of
(PD,PF) by considering the threshold value τ as an independent parameter to make both
PD and PF dependent functions of τ. As a consequence, a 3D ROC curve becomes a plot
of three parameters, PD, PF, τ, which can be used to generate three respective 2D ROC
curves of (PD,PF), (PD,τ) and (PF,τ), each of which produced its own AUC values, AUC(D,F),
AUC(D,τ) and AUC(F,τ). By manipulating these three AUC values, eight AD measures can
be further derived to evaluate anomaly detectability, BS, joint anomaly detectability and BS
from all around aspects for AD performance.

Finally, we come to the most crucial issue, which is how to select an appropriate
dataset for AD. There are many datasets available on websites that can be used for AD. This
paper particularly selects the seven most popular datasets for experiments and conducts
a very comprehensive and comparative analysis. These datasets can be categorized into
four types of data sets, Type I–Type IV. The two data sets of Type I consist of hyperspectral
digital collection experiment (HYDICE) panel data scene and HYDICE urban data scene
which contain tiny or barely recognizable targets as anomalies. A data set of Type II, the
Gainesville scene, has relatively small visible targets that may only occupy a few full pixels
and can be viewed as anomalies. Three data sets of Type III comprise of a San Diego Airport
scene, Gulfport scene and Texas coast scene, each of which contains large and visible targets
that are hardly considered to be anomalies. The data set of Type IV, a Los Angeles scene,
is a mixed-data scene which contains targets of different sizes made up of a data set of
Type II that contains small targets and a data set of Type IV that contains large targets.
So, for data sets of Type I and II, the detector to be used should be an anomaly detector
because the targets to be detected are small and nearly invisible. By contrast, the detectors
used for the targets in data sets of Type III and IV should be considered target detectors
rather than anomaly detectors because the targets are large and visible and the required
target knowledge can be obtained directly by visual inspection. This type of knowledge
obtained from observation, i.e., visual inspection, is generally referred to as a posteriori
target knowledge. A target detection (TD) method using such a posteriori target knowledge
is called a posteriori target detection (PSTD). Now, if we apply PSTD and AD to data sets
of Type III and IV, their respective detection results are quite different, as are their drawn
conclusions. The most troublesome issue resulting from using data sets of Type III and IV
is that a true anomaly detector may not detect large targets as anomalies, but rather detects
real anomalies at somewhere else which are not identified by the GT. Consequently, AD
using this type of dataset may perform worse than PSTD, which performs TD using the
obtained a posteriori target information. Another issue is that the GT maps provided by
these datasets may only include targets which can be identified by visual inspection but
may not include true anomalies, which cannot be identified through visual inspection or
prior knowledge. Therefore, using a visual-based GT to evaluate an anomaly generally
yields misleading conclusions, as will be shown later in the experiments.

To see the differences between PSTD and AD, this paper further explores the above
issues and performs a detailed comparative analysis on AD and PSTD via extensive
experiments. A comprehensive study, along with a detailed comparative analysis, was
also conducted for TD and AD via 3D ROC curve-analysis. Specifically, data sets of Type
II–Type IV were used for PSTD and AD to simply provide hard evidence that PSTD and
AD can lead to different conclusions.

The major contributions of this paper are summarized as follows.

1. This paper is believed to be the first work to investigate the suitability issue of data
scene characterization for AD. In particular, it categorizes data scenes into four types
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of dataset. It further shows that data sets of Type I and II are suitable for AD, while
data sets of Type III and IV are not appropriate for AD or PSTD.

2. A comprehensive study and analysis on four different types of dataset was conducted
for AD to illustrate and demonstrate that different conclusions can be drawn for
various anomaly detectors from datasets of different types.

3. A comparative study and analysis was also performed on data sets of Type III and IV
using PSTD and AD to reveal their quite different conclusions.

4. To evaluate the detection performance of various data scenes, the 3D ROC analysis
provides creditable assessments for AD methods and data scenes in terms of BKG
and noise issues.

2. Methods

As mentioned in the introduction, the first issue is to select an effective anomaly
detector. This section reviews and discusses commonly used AD methods that will be
used for experiments. They can be categorized into four categories, statistical AD (SAD),
BKG-suppressed/removed based AD, low rank and sparse space decomposition-based
AD and deep learning-based AD methods.

2.1. Statistical AD

SAD is well-studied and has been investigated extensively in the past. It is derived
from the signal detection in noise model based on a binary hypothesis testing problem
which is described by [17] as follows:

H0 : r ≈ noise
versus
H1 : r ≈ signal + noise

(1)

where hypotheses H0 and H1 are the “null hypothesis” which represents signal absence
with noise and the “alternative hypothesis” which represents signal presence, each of which
is governed by their probability distributions, p0(r) and p1(r). Assume that the prior
probabilities of H0 and H1 are given by P(H0) and P(H1), respectively. Also, let cij be the
cost incurred by a decision saying Hi when Hj is true. The optimal detector is derived as a
Bayes detector δBayes(r) given by the following formula:

δLRT(r) =
{

1, if Λ(r) ≥ τ
0, if Λ(r) < τ

. (2)

where Λ(r) = p0(r)/p1(r) is a likelihood ratio test (LRT) and the threshold τ is given by
τ = (c10−c00)P(H0)

(c01−c11)P(H1)
. Using (2), the detection probability PD and false alarm probability PF

can be calculated by the following equations:

PD =
∫

Λ(r)≥τ
p1(r)dr (3)

PF =
∫

Λ(r)≥τ
p0(r)dr (4)

Since the τ in (2) is determined by the prior cost cij and the prior knowledge of
probabilities, P(H0) and P(H1), they are not generally available in practical applications. To
resolve this issue, the Neyman–Pearson (NP) detection theory is widely used to replace τ
with a constraint β imposed on PF in (4) and then to maximize the detection probability PD
in (3), as follows:

maxδ{PD(δ(r))} subject to PF(δ(r)) ≤ β. (5)
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The resulting detector is called an NP detector, which is shown in [5] to be the same
LRT as (2) given by the following formula:

δNP(r) =


1, if Λ(r) > τ
1 with probability γ if Λ(r) = τ
0, if Λ(r) < τ

(6)

where the threshold τ and γ can be determined by solving the following formula:

PF(δ(r)) =
∫

Λ(δ(r))>τ p0(r)dr + γ
∫

Λ(δ(r))=τ p0(r)dr
= P0(Λ(r) > τ) + γP0(Λ(r) = τ) = β

⇒ τ = P−1
F (β)

(7)

The major advantage of using the NP detector (6) over (2) is that no prior knowledge
of cij and P(H0), P(H1) is required. Instead, the NP detector is determined by its level of
significance β which is specified by users. However, the probability distributions p0(r) and
p1(r) are still required. Unfortunately, in many practical applications, these probability
distributions are not available. In this case, the LRT in (2) must be replaced with a specific
detector without appealing for p0(r) and p1(r). This leads to many detectors developed for
different criteria in the literature [26].

2.1.1. Reed–Xiaoli AD

It should be noted that model (1) is specifically designed for TD where the signal to
be detected along with p0(r) and p1(r) that govern the two hypotheses must be known a
priori. Unfortunately, when (1) is applied to anomaly detection, there are two issues that
needed to be addressed. One is the targets of interest which are unknown. The other is
p0(r) and p1(r), which are also unknown. To resolve this dilemma, the well-known Reed–
Xiaoli anomaly detector (RXAD) was developed in [4] to mitigate these issues. Its aim
is to formulate an anomaly detection problem as a binary composite hypothesis testing
problem to detect a target specified by a known target shape with an unknown amplitude
α. (i.e, abundance). It assumes that there is reference data (or secondary data) governed
by Gaussian distributions which can be used to estimate the parameter α. The resulting
detector is called the generalized likelihood ratio test (GLRT) [27–29]. However, from a
practical viewpoint, these assumptions may not be realistic.

Furthermore, many researchers who are working on AD have taken RXAD for granted
without bothering how it is derived. As a matter of fact, it is believed that people who know
how to implement RXAD as Mahalanobis distance but did not know why. Specifically,
many of them may even have difficulty with fully understanding mathematical derivations
given in [27–29]. To offer an alternative to approaches derived in [27–29], in what follows,
we describe an approach proposed in [3] which took a rather simple perspective to arrive
at the same RXAD derived in [27–29].

It models an anomaly detection problem as a subpixel detection problem by extending
the binary simple hypothesis testing problem in (1) to the following binary composite
hypothesis testing problem:

H0 : r = n
versus
H1 : r = αt + n

(8)

where r is a data vector and n is a noise vector characterized by a Gaussian distribution
with the mean µn and covariance matrix K. Specially, in (8), αt is a subpixel target where t
is specified by a priori target spectral signature vector and α is an unknown target intensity
parameter such as abundance fraction of t, which is assumed to be unknown and needs
to be estimated. Since the parameter α needs to be estimated before (8) is carried out
for TD specified by (1), (8) is quite different from (1). In this case, we can construct
p0(r) ∼ N(µn, K) and pα(r) ∼ N(αt + µn, K) are two Gaussian distributions under H0
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with the mean µn and H1 with the mean αt + µn respectively. The solution to (8) is called
GLRT given using the following equation:

δGLRT(r) = Λ(r) = maxα pα(r)
p0(r)

=
exp

[
−(r−α̂MLE(r)t−µn)

TK−1(r−α̂MLE(r)t−µn)
]

exp
[
−(r−µn)

TK−1(r−µn)
]

⇔ log Λ(r) = 2α̂MLE(r)tK−1(r− µn)

(9)

where

α̂MLE(r) = arg{maxα pα(r)} = arg
{

minα(r− αt− µn)
TK−1(r− αt− µn)

}
(10)

is the maximum likelihood estimation (MLE) is used to estimate α. The solution to (10) can
be found as follows.

Differentiating (r− αt− µn)
TK−1(r− αt− µn) in (5) with respect to α and letting it

be zero, i.e.,
∂
[
(r−αt−µn)

TK−1(r−αt−µn)
]

∂α

∣∣∣∣∣
α̂MLE(r)

= 0

⇒ −2tTK−1(r− µn) + 2α̂MLE(r)tTK−1t = 0

(11)

which results in
tTK−1(r− µn) = α̂MLE(r)tTK−1t

⇒ α̂MLE(r) =
tTK−1(r−µn)

tTK−1t
= (r−µn)

TK−1t
tTK−1t

. (12)

Substituting (12) into (9) yields

δGLRT(r) =

1; if (tTK−1(r−µn))
2

tTK−1t
≥ τ′

0; if (tTK−1(r−µn))
2

tTK−1t
< τ′

(13)

with τ′ = (1/2) log τ.
The GLRT in (13) is also called an adaptive matched filter (AMF) in [30] along with its

square root also being known as a matched filter (MF) [31]. However, in (8) and (13), the
target of interest, t is assumed to be known for TD. But practically, it should be unknown
in AD. Therefore, (13) cannot be directly used for AD. In order to cope with this problem,
we introduce the dummy variable trick (DVT) proposed by Chang [32] which is defined
as follows.

Dummy Variable Trick (DVT)

For problem A, which cannot be solved directly, the dummy variable trick (DVT)
introduces an auxiliary variable ξ to reformulate problem B which is solvable where ξ is
used as a liaison to bridge problem A and problem B and will be vanished after the problem
is solved by B. Because of its functionality, ξ is considered a dummy variable.

Because AD does not have any prior knowledge of targets that it is looking for, (13)
is not applicable to AD. Interestingly, the DVT plays a liaison role between TD and AD.
Specifically, we can replace the known target t in (13) with an unknown specified target
(UST), tUST to derive a tUST-specified GLRT, δGLRT

tUST (r) defined by

δGLRT
tUST (r) =


1; if

(
(tUST)

T
K−1(r−µn)

)2

(tUST)
T

K−1tUST
≥ τ′

0; if

(
(tUST)

T
K−1(r−µn)

)2

(tUST)
T

K−1tUST
< τ′

(14)
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which becomes a function of two dual variables, the data sample vector r and the unknown
specified target tUST. Due to the fact that AD does not have any prior target knowledge, AD
intends to find data samples that yield the maximum values of δGLRT

tUST (r) over all possible
tUST for any given data sample vector r. This allows us to reformulate (14) as the following
optimization problem

t∗ = arg
{

maxtUST δGLRT
tUST (r)

}
(15)

with the optimal solution t∗ solved by Schwarz’s inequality and given by

t∗ = κ(r− µn) subject to any constant κ. (16)

substituting (16) into (14) yields a t∗-specified GLRT,

δGLRT
t∗ ,κ (r) = κ(r− µn)

TK−1(r− µn). (17)

by setting κ = 1 in (17), δGLRT
t∗ ,κ=1(r) turns out to exactly δRXAD(r) in [3,26] given by

δGLRT
t∗ ,κ=1(r) = δRXAD(r) = (r− µn)

TK−1(r− µn) (18)

which is also known as Mahalanobis distance. More details of theoretical derivations of
RXAD can be found in [3].

2.1.2. CEMAD

In [33], Chang and Chiang developed an alternative approach to RXAD, called R-AD,
which replaces K with the global sample auto-correlation matrix R given by

δR-AD(r) = rR−1r (19)

which has been shown to perform comparably to RXAD in [4]. One advantage of R-AD
over RXAD is that R-AD does not need to calculate the mean µn. So, for real-time AD,
R-AD is more appropriate than RXAD because R can be directly calculated by Woodburry’s
identity in real time ([34] Appendix A). However, its theoretical support was not provided
until recently when R-AD was re-derived as a constrained energy minimization anomaly
detector (CEMAD) in [32].

Instead of using GLRT, CEMAD designs a detector δ(r) which also assumes a signal
embedded in an additive noise specified by the alternative hypothesis in (1). However,
instead of using costs, {cij} and prior probabilities of hypotheses, P(H0) and P(H1) as the
Bayes detector in (2) does, it uses a criterion, called deflection, D(δ(r)) defined in [35] using
the following formula:

D(δ(r)) =
(E[δ(r)|H1]− E[δ(r)|H0])

2

var[δ(r)|H0]
(20)

where E[δ(r)
∣∣Hj] is an expectation calculated using the probability density function pj(r)

under hypothesis Hj. Equation (20) turns out to be the signal-to-noise ratio (SNR) derived
by the Bayes detector in (2). It should be noted that (20) also assumes the prior knowledge
of the signal in (1) which can be considered to be specified by a particular target of interest,
t and its SNR is also determined by t specified in H1. The rationale for using SNR can
be found in the bottom paragraph ([17], eq. II.B.31). In fact, SNR is the parameter that
determines false alarm PF and detection probability, PD is referred to in more detail in ([17],
(III.B.33), p. 56).

By virtue of (20), we can use SNR to derive an alternative theory to LRT, called
SNR detection theory, which designs detectors without appealing for probability density
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functions, p0(r) and p1(r) used in LRT and GLRT. More specifically, (20) can be re-expressed
in terms of SNR as follows:

D(δt(r)) = SNR(δt(r)) (21)

where t is included to emphasize the dependency of SNR on t. However, (21) is still
determined by the unknown t and cannot be directly applied to AD. Adopting a similar
approach to the derivation of tUST-specified GLRT, δGLRT

tUST (r) in (14) using DVT allow us to
define tUST-specified SNR, SNR(δtUST(r)) by replacing t with tUST as follows.

D(δtUST(r)) = SNR(δtUST(r)). (22)

Furthermore, we use the SNR in (22) as a criterion for optimality to design a finite
impulse response (FIR) filter specified by

δw(r) = wTr (23)

via a weighting vector w where the detector δw operating on the original data space X with
r ∈ X. Coincidentally, this approach is similar to that used to derive CEM in [36] which
utilizes minimum variance (i.e., least squares error) rather than SNR as an optimal criterion.
Like GLRT, CEM also assumes prior knowledge of the desired target d. So, a direct use
of CEM for AD is not applicable. To resolve this issue, we follow an approach developed
in [32] to derive CEMAD.

Suppose that a hyperspectral image is represented by a collection of image pixel
vectors, denoted by {rn}N

n=1 with rn = (rn1, rn2, · · · , rnL)
T being an L-dimensional pixel

vector and L being the total number of spectral bands. Rewriting (23) by replacing r with
rn yields

δ(rn) = wTrn. (24)

The averaged output energy of (24) over the entire image scene can be obtained by

1
N

N

∑
n=1

δ2(rn) = wTRw (25)

where R = 1
N ∑N

n=1 rnrT
n is the sample autocorrelation matrix, N is the total number of data

sample vectors and L is the number of spectral bands. Then, CEM is designed to find the
solution to the following constrained optimization problem,

minw

{
wTRw

}
subject to dTw = 1. (26)

which is given using the following formula:

δCEM
d (r) =

(
wCEM

)T
r =

dTR−1r
dTR−1d

(27)

where the subscript “d” is included to emphasize the use of the desired target d. The
minimum variance resulting from (27) can be obtained using the following formula:(

wCEM
)T

RwCEM =
(

dTR−1d
)−1

(28)

And its SNR is given by the following formula:

SNR
(

δCEM
d (r)

)
= dTR−1dT (29)
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Interestingly, by means of DVT, we can use tUST to replace d in (26) as the constraint(
tUST)Tw = 1 to derive a tUST-specified CEM given using the following formula:

δUST-CEM
tUST (r) =

(
tUST)TR−1r(

tUST
)TR−1tUST

. (30)

Since we do not know that tUST and
((

tUST)TR−1tUST
)−1

are constants, it does not
make sense that include this unknown constant in the detector design. In this case, we can
replace the constraint

(
tUST)Tw = 1 with the SNR constraint, i.e., SNR

(
δUST-CEM

tUST (r)
)
=(

tUST)TR−1tUST to replace dTw = 1 used in (26). The resulting constrained optimization
problem is then given by the following formula:

minw
{

wTRw
}

subject to
(
tUST)Tw = SNR

(
δUST-CEM

tUST (r)
)
=
(
tUST)TR−1tUST . (31)

The solution to (31) is called tUST-specified SNR-based CEM, δSNR-CEM
tUST (r), which was

derived in [32] by the following formula:

δSNR-CEM
tUST (r) =

(
tUST

)T
R−1r. (32)

where the denominator
(
tUST)TR−1tUST in (30) disappears in (32). As noted, in order for

δSNR-CEM
tUST (r) to perform AD, the desired CEM anomaly detector (CEMAD), δCEM-AD

κ (r)
must be the one that finds the maximum SNR, as follows:

δCEM-AD
κ (r) = arg

{
maxtUST δSNR-CEM

tUST (r)
}
= κrTR−1r (33)

where κ is any constant. By letting κ = 1, δCEM-AD
κ=1 (r) is reduced to RAD in (19).

More details of theoretical derivations of CEMAD can be found in [32].

2.1.3. RXAD/CEMAD Variants

According to (18) and (19), RXAD and CEMAD involve two processes in sequence.
One is to first invert the global sample covariance matrix K by RXAD in (18) or the global
sample correlation matrix R used by CEMAD in (19) to suppress the global background
(BKG). It then uses a matched filter with r− µn as the matched signal by RXAD in (18) or
the data sample r as the matched signal used by CEMAD in (19) to extract data samples that
match the matched signal. However, a target that is considered an anomaly has distinct
spectral compared to the spectral characteristics of its surrounding data samples. So, for
an anomaly detector to be effective, spectral correlation among neighborhood pixels has a
crucial role in identifying an anomaly. In doing so, many RXAD/CEMAD-type detectors
and variants have been developed along this line in the past. Examples include local
RXAD [37,38], support vector data description (SVDD) by Banerjee et al. [39], weighted-
RXAD and linear filter-based RXAD by Guo et al. in [40], a sliding window by Chang
et al. [41], a dual window-based eigen separation transform (DWEST) by Kwon et al. [42],
followed by CRD which also used dual windows in [43], and multiple-window-anomaly-
detection (MWAD) by Liu and Chang on [44] by making use of multiple windows to
perform AD adaptively, guided filtering-based AD by Tang et al. in [45], spectral-spatial
feature extraction-based AD by Lei et al. [46], a nonlinear anomaly detector, kernel-based
RXAD by Wang et al. in [47] and„ most recently, an iterative spectral-spatial hyperspectral
anomaly detector (ISSHAD) by Chang et al. [5]. In addition, there were also AD methods
developed for various applications, such as unlabeled classification by Wang et al. [48], real
time processing of anomaly detection by Chen et al. [49]. Recently, Liu et al. [50] extended
AD by considering the Gaussian background with an unknown covariance matrix from
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which two equivalent adaptive GLRT-based detectors. Yuan et al. [51] proposed an AD
method by constructing a vertex- and edge-weighted graph to detect anomalies with
better accurate detection performance and better robustness to noise where no background
distributions are required. Kang et al. [52] developed an attribute and edge-preserving
filtering-based detection method (AED) by fusing the multiscale information extracted by
attribute and edge-preserving filters.

2.2. Background-Suppressed/Removed AD

No matter how well RXAD/CEMAD can be improved by different modifications, these
RXAD/CEMAD-variants still suffer from a severe issue, anomalies embedded in the BKG
which cannot be separated from the BKG. To address this issue, many recent approaches
have been directed to how the BKG can be effectively suppressed/removed to improve the
detectability of an anomaly detector including RXAD/CEMAD. The key idea is to follow
exactly the throw-before-detection strategy proposed in [3], which attempts to throw away
BKG prior to AD. Two approaches are of particular interest, BKG estimation/reconstruction
and BKG separation.

2.2.1. BKG Estimation

BKG estimation is generally based on an assumption that the BKG can be characterized
and modeled by Gaussian distributions. For example, in [53] Qu et al. developed a
Gaussian mixture model (GMM)-based approach to anomaly extraction and an effective
GMM-based weighting approach for fusing the extracted anomaly maps which can be
further rectified by using a guided filter to obtain the final anomaly detection map. On the
other hand, BKG reconstruction is generally done by deep learning (DL)-based methods
which use training samples to tune the parameters that specify the used models [54],
autoencoder (AE) [55–57], generative adversarial network (GAN) [13,15,58] and robust
graph autoencoder (RGAE) [59]. All these methods are based on an assumption that the
estimation/reconstruction error is the main cause incurred by anomalies.

2.2.2. BKG Decomposition for Separation-Based AD Methods

BKG estimation/reconstruction is not the only way to improve BS. Chang et al. in [60]
developed a BKG anomaly component projection and separation optimized filter (BASO)
to separate anomalies from the BKG. In a recent work, Li et al. in [22] also took advantage
of tensor decomposition to develop a prior-based tensor approximation (PTA) which
decomposed a hyperspectral imagery into a background tensor and an anomaly tensor
corresponding to the BKG and anomaly spaces, respectively, for hyperspectral anomaly
detection so that the anomalies can be detected in the anomaly tensor.

2.3. Low Rank and Sparse Subspace Decomposition-Based AD

In Section 2.1, SAD takes care of spectral neighborhood information of anomalies
via manipulating local windows or using adaptive weights of data samples surrounding
anomalies. However, there is another way to deal with this issue. Based on the assumption
that anomalies are embedded in the BKG, recent studies have been devoted to decomposing
the data space X into two disjointed subspaces, a low rank subspace and a sparse subspace
which correspond to the BKG space and anomaly space, respectively.

2.3.1. Low Rank and Sparse Representation

An early approach to subspace decomposition is low rank representation (LRR) which
formulates AD as the following basic optimization problem [6].

minS,E

{
rank(S) + λ||E||2,1

}
subject to X = DS + E (34)

where D is the BKG dictionary with S being representation coefficients and E is its residual,
and ||·||2,1 is the l2,1 norm defined as the sum of l2 norm of the column of a matrix. The
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parameter λ is used to regularize the sparse representation E. In other words, DS and
E represent the BKG and anomalies, respectively. The idea of LRR is to find the BKG
dictionary D and constrains sparse subspace S so as to produce an anomaly subspace.
Many works based on (34) have been reported.

2.3.2. Low Rank and Sparse Subspace Decomposition-Based AD

Unlike LRR which uses (34) to create a BKG dictionary while regularizing the sparse
representation, a more attractive approach is to decompose the BKG and anomalies into
two separate subspaces to be discussed in the following.

2.3.3. Low Rank and Sparse Subspace Decomposition

An earlier approach to subspace decomposition is robust principal component analysis
(RPCA), developed by Candes et al. [19], which is a blind source separation technique to
decompose the data matrix X into

X = L + S (35)

In a matrix decomposition, similarly, analogous to RPCA, an approach developed
by Vaswani et al. [20,21], called robust subspace learning (RSL), treats outliers as addi-
tive sparse corruptions via sparse + low-rank (S + LR) matrix decomposition. With this
interpretation, RPCA can be considered a variant of RSL via S + LR formulation. Li et al.
modified (34) in [61] to become a low-rank and sparse decomposition model with a mixture
of Gaussians (LSDM-MoG) where the sparse component can be described by a mixture of
Gaussian noises so that anomalies can be detected by the Manhattan distance. However,
(35) only offers the separation of these two spaces with anomalies sandwiched between the
BKG and noise. That is, RPCA and RSL via S + LR do not distinguish anomalies from the
noise or outliers in separate component spaces.

2.3.4. Low Rank, Sparse Noise Subspace Decomposition

A recently developed approach which extended (35) to include noise as a separate
component is low-rank and sparse matrix decomposition (LRaSMD) proposed by Zhou
and Tao [7] who developed go decomposition (GoDec) to decompose the data space X into
a low rank subspace L and a sparse subspace S as

X = L + S + N (36)

with the noise N separated in a third component space. In order to better detect anomalies,
GoDec did not use the commonly used parameters to regularize the sparse representation S
such as model (34) used by LRR [6]. Instead, it introduced the concept of sparsity cardinality
(SC) to find an SC-constrained anomaly space from which anomalies can be extracted. This
unique property was not found in any low-rank and sparse representation-based approach.
Interestingly, it is also this SC that makes LRaSMD very competitive. Unfortunately, GoDec
in [7] did not discuss how SC it works and how SC was determined. In [62] Zhang et al.
took advantage of the LRaSMD model using the Mahalanobis distance as an anomaly
detection method.

Most recently, a component decomposition analysis (CDA) was further developed by
Chen et al. [12] to actually extend RPCA and RSL via S + LR to a three-component model
which decomposes principal components (PCs), independent components (ICs) and noise
component into three separate component spaces as

X = PCs + ICs + N. (37)

2.4. Effective Anomaly Space

It is known that anomalies are sandwiched between the BKG and noise [10]. On one
end, anomalies can be embedded in the BKG. To another end, anomalies can be mistakenly
treated as noise. Despite the fact that the LRaSMD model (36) decomposes X into a (L,S,N)-
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component space, two issues still remain. One is how to determine the model order for each
subspace. Another is how to take care of non-Gaussian noise. To address this issue, a notion
of effective anomaly space (EAS) was coined in [10] and developed to meet this need. It
proposed a sandwich model which considers anomalies to be sandwiched between the BKG
and noise, and then separates anomalies from both the BKG and noise so that anomalies can
be detected in EAS more effectively. More specifically, EAS is a space which is particularly
constructed for an arbitrary anomaly detector to suppress the BKG via data sphering (DS) as
well as to remove noise jointly and simultaneously so as to improve anomaly detectability.
The inclusion of DS in EAS was derived from an approach developed by Chang and Chen
in [63] which used DS to remove the first-order and second-order data statistics to produce
sphered data, XDS. The idea of DS is not new and has been widely used in communications
and signal processing [11]. It maps the original data sample vector r to its sphered data
sample vector r̂ in the sphered data space X̂ by r̂ = K−1/2(r− µ) where K−1/2 is referred to
as whitening matrix, µ and K are global mean and global sample covariance matrix. Details
of DS can be found in ([64] Section 6.3.1) along with its code [64] (pp. 1000–1001). The DS
process has been shown to be more effective than many approaches which use Gaussian-
based models, such as the MoG proposed in [53,61] that can be completely annihilated by
XDS before MoG leaks into the sparse space, low rank representation that is characterized
by 2nd order statistics.

2.4.1. Estimation p

To construct EAS, the first task is to estimate the order of the low rank space L, m,
and the order of the sparse space S, j, respectively. Instead of directly estimating m, EAS
takes advantage of the concept of virtual dimensionality (VD) [1,65–67] which is defined
as the number of spectrally distinct signatures, p, present in a hyperspectral image. If we
further assume that m and j can be used to specify the number of BKG signatures and
sparse signal sources, respectively, then p = m + j. In other words, m can be estimated by
VD via m = p− j. Since VD has been widely used in hyperspectral imaging and its code is
available in [64] (pp. 997–1000).

Although DS can remove noise characterized by second-order statistics including
Gaussian noise and Gaussian BKG from the original data space X, non-Gaussian noise
still exists in XDS. EAS adopts a rather different approach by taking advantage of the
blind source separability resulting from ICA [11] to extract anomalies from independent
components (ICs). Unfortunately, such ICA-generated ICs cannot separate non-Gaussian
noises from anomalies since non-Gaussian noises are also characterized by high order-
statistics and likely mixed with anomalies in ICs. EAS resolves this issue by using VD to
estimate the total number of spectrally distinct target signal sources and minimax singular
value decomposition (MX-SVD) [68] to estimate a desired number of prioritized ICs, j,
needed to form an IC subspace, XICj

which can also be considered to be anomaly space,
XAS. In order to further clean up the leakage form non-Gaussian noises into ICj, the idea of
sparsity cardinality (SC) proposed in [7] is then used for non-Gaussian noise removal due
to the fact that noise cannot be sparse and can be eliminated by SC. Including SC into ICj

yields EAS, XEAS = XICj

SC . For detailed implementations we refer to [10].

2.4.2. MX-SVD Estimating j

Once p is found by VD, the follow-up issue is to estimate j so that m can be therefore
determined by m = p− j. Since anomalous signal sources can be considered rare signal
sources, MX-SVD developed in [68] originally developed to estimate the rank of rare signal
space can be used for this purpose.

2.4.3. Construction of Effective Anomaly Space

After m and j are estimated by VD and MX-SVD, an anomaly space, XAS, can be
obtained by XICj

, i.e., XAS = XICi
. Although XDS already removes Gaussian noise via DS,

XAS may still contain non-Gaussian noises. To further resolve this issue, the concept of
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SC developed in [10] is imposed on XAS to construct XEAS = XICj

SC . This is because noise
cannot be sparse and SC allows XAS to retain only the first k largest nonzero samples
in XAS by setting the rest of data samples to zeros where k can be obtained by setting
SC = k = j × N according to [64]. Details of exploring the SC concept can be found
in [10]. A software tool developed for constricting EAS is available on the following
website: https://wiki.umbc.edu/download/attachments/26281078/EAS%20by%20Chein-
I%20Chang.zip?api=v2 (accessed on 22 December 2023).

3. Materials and Experiments

For a selected AD method such as those discussed in Section 2, two issues have
significant impacts on AD performance. One is the selection of an appropriate evaluation
tool that measures the effectiveness of an anomaly detector in various aspects not only
limited to anomaly detectability. The other is the selection of a proper dataset to illustrate the
efficacy of an anomaly detector. Interestingly, these two issues have been overlooked in the
past. Many works on AD reported in the literature have followed the traditional approach
which uses the classic 2D ROC analysis as an evaluation metric for AD and popular
available datasets for experiments without justifying the goodness of their proposed AD
methods. For example, the area under the ROC curve of (PD,PF), AUC(D,F) is originally
developed as a criterion to evaluate TD in noise from the Neyman–Pearson theory but not
designed for AD for BS. As a second issue, several commonly used datasets, such as San
Diego Airport, Gulfport, Texas coast and Los Angeles data scenes have been widely used
to evaluate anomaly detectors for AD performance; however, the targets in these scenes
are large and visible airplanes, which can be hardly considered anomalous targets. So, if
we assumed these airplanes to be real anomalies, then the conclusions drawn from this
assumption would have had been misleading. Two attributes have contributed to this
problem. One is how GT is collected. Is it collected by prior knowledge or visual inspection?
To the authors’ best knowledge, this has never been investigated. A second issue is that the
provided GT does not include real anomalies but rather large targets as anomalies like San
Diego Airport and Gulf data scenes. Although this issue was discussed in [10] a detailed
study on this issue is yet to be investigated. This section takes up the above-mentioned
issues and conducts a comprehensive study via extensive experiments on several popular
datasets to demonstrate how important the selection of evaluation measures and datasets
for AD is.

3.1. 3D ROC Analysis Theory for AD

The first issue to be discussed is how to select an effective performance metric to
evaluate an anomaly detector. The signal detection model (1) is mainly used for known
TD because H0 represents the case of noise in communications and signal processing. As
pointed out in Section 2.4 BS is one of main key factors to have significant impact on AD.
Therefore, (1) is no longer applicable to AD. To address this issue, we reformulate (1) as an
anomaly detection model, as described in [18], as follows:

H0 : r ≈ BKG
versus
H1 : r ≈ anomlay + BKG

(38)

in which represents a two-class binary classification problem is represented by BKG and the
anomalies are specified by two distinct classes. By virtue of (38), the detection of the BKG
is as important as the detection of anomalies. Therefore, since PD is specifically described
by anomaly detection probability (ADP), PADP, and the PF used for false alarm probability
in (1) can now be changed to 1-PF used for BKG detection probability (BDP) in (38).

3.1.1. 3D ROC Curve Versus 2D ROC Curve

An effective evaluation tool for (38) is commonly known as 2D ROC curve which
is a plot of (PD,PF) over the unit interval [0, 1]. However, there are also several issues

https://wiki.umbc.edu/download/attachments/26281078/EAS%20by%20Chein-I%20Chang.zip?api=v2
https://wiki.umbc.edu/download/attachments/26281078/EAS%20by%20Chein-I%20Chang.zip?api=v2
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of using such 2D ROC curves for analysis. The first and foremost is that both PD and
PF are calculated by the same threshold τ. As a result, (PD,τ) and (PF,τ) cannot work
independently. As a matter of fact, PD and PF interact with each other through τ and
are actually dependent functions of an implicit independent parameter specified by τ.
This issue brings up a second issue, which is that the area under curve (AUC) of (PD,PF),
AUC(D,F), does not necessarily represent the target detectability of a detector. This is
because a higher value of AUC(D,F)) indicates a higher value of PD, as well a higher value
of PF. So, when the value of PF changes, so does the value of PD. A third issue is that on
some occasions two detectors may yield different ROC curves, but they indeed produce
the same value of AUC(D,F). Under this circumstance, both detectors have shown the
same effectiveness in detection performance, but their anomaly detectability and BKG
suppressibility may be quite different. This issue can only be addressed by calculating PD
or PF independently, even their AUC(D,F)’s are the same. In other words, AUC(D,F) can only
be used to evaluate the effectiveness of a detector but cannot evaluate its individual PD or
PF. Last but not least, the 2D ROC curve lacks the ability to addressing the background
(BKG) issue.

In order to resolve the above issues arising when using a 2D ROC curve, a 3D ROC
analysis was first envisioned and applied to hyperspectral subpixel detection [16] where a
3D ROC curve was introduced as a function of three parameters, PD, PF and the threshold
parameter τ. Its idea includes τ as an independent variable to produce PD, PF as its
dependent values and then generates an ROC curve in a three-dimensional space of
(PD,PF,τ). The resulting ROC curve is known as the 3D ROC curve. By virtue of such a 3D
ROC curve three 2D ROC curves can be also generated, known as the 2D ROC curve of
(PD,PF), 2D ROC curve of (PD,τ) and 2D ROC curve of (PF,τ) by projecting a 3D ROC curve
on their own respective planes separately. The AUC values calculated from these three 2D
ROC curves of (PD,PF), (PD,τ) and (PF,τ), referred to as AUC(D,F), AUC(D,τ) and AUC(F,τ)
that can be further combined to derive eight different detection measures used to evaluate
the performance of a detector from all round aspects described in detail as follows.

3.1.2. 3D ROC Curve-Derived Detection Measures

With this interpretation, the 3D ROC analysis-based evaluation tool developed for
TD in [16] can be modified for AD in [18] to determine whether a data sample is BKG or
anomalous target pixel. Using such a 3D ROC curve plotted by a function of the three
parameters, PD, PF, τ, three 2D ROC curves of (PD,PF), (PD,τ), (PF,τ) can be generated along
with their respective AUC values, AUC(D,F), AUC(D,τ), AUC(F,τ), to define the following
AD measures.

(i) Effectiveness of a detector.
0 ≤ AUC(D,F) ≤ 1 (39)

This is the most widely used criterion in signal detection. According to (39), it was
specifically designed to evaluate the effectiveness of an anomaly detector but not AD
and BS individually because PD and PF work jointly using the same threshold value τ

but cannot work alone independently.
(ii) Anomaly detection probability (ADP). Using AUC(D,τ), we define ADP using the

following formula to evaluate anomaly detectability.

0 ≤ AUCADP ≡ AUC(D,τ) ≤ 1 (40)

That is, the higher is the value of AUCADP, the better is the anomaly detector.
(iii) The joint target detectability (JAD) of a detector. Using AUC(D,F) and AUCADP, we can

further define a measure, the JAD, for a detector as AUCJAD with the following formula:

0 ≤ AUCJAD = AUC(D,F) + AUCADP ≤ 2. (41)
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In TD, PF is the false alarm probability and 1-PF is detection of noise. So, using 1-PF
to evaluate the noise detection performance does not make sense for TD. However,
this is not true for the binary hypothesis formulation for AD specified by (38), PF
represents the probability of the BKG data samples falsely detected as anomalies. With
this interpretation, 1-PF can be considered to be the probability of correctly detecting
BKG samples.

(iv) As for BKG detection probability (BDP), using AUC(F,τ) we can define BDP, AUCBDP,
as a counterpart of ADP in (40) as follows:

0 ≤ AUCBDP = 1−AUC(F,τ) ≤ 1. (42)

(v) Joint BS (JBS). By combining AUC(D,F) and AUCBDP we can further define JBS as follows:

0 ≤ AUCJBS = AUC(D,F)+AUCBDP ≤ 2. (43)

(vi) Joint anomaly detectability and BKG suppressibility (ADBS). In order to factor AUC(F,τ)
into AUC(D,τ) we consider AD and BS working separately with different values of
the threshold τ as an independent parameter. Since PF is caused by the probability
of mis-detecting the BKG as an anomaly, this error probability should be subtracted
from PD. To take care of this effect, AUCADBS is defined as

−1 ≤ AUCADBS = AUC(D,τ) −AUC(F,τ) ≤ 1. (44)

(vii) Concerning overall anomaly detection (OAD), a second ADBS measure is derived
from a classification point of view. It is defined by the following equation:

0 ≤ AUCOAD = AUCADP+AUCBDP ≤ 2 (45)

where AUCADP is in (40) and AUCBDP is in (42).
(viii) Signal-to-BKG Probability ratio (SBPR) is the last but most effective detection measure

comes from a similar idea that is widely used in communications/signal processing,
signal-to-noise ratio (SNR). The signal-to-BKG probability ratio (SBPR) is defined by
the following equation:

0 ≤ AUCSBPR =
AUCADP

AUCBDP
(46)

where AUCADP and AUCBDP are defined in (40) and (42), respectively. It is interesting
to note that what the 3D ROC analysis is to TD in [16] has an equivalent role to what
the 3D ROC analysis to AD in [18].

To facilitate the use of 2D/3D ROC analysis, MATLAB-based software codes devel-
oped for calculating AUC and plotting ROC are made available at the website of the Remote
Sensing Signal and Image Processing Laboratory (RSSIPL), University of Maryland, Balti-
more County (UMBC), https://wiki.umbc.edu/display/rssipl/10.+Download (accessed
on 22 December 2023).

3.2. Materials

As for a second issue, how to select an appropriate dataset to be used for performance
evaluation is also crucial. Despite the fact that many datasets have been used for AD, to
the authors’ best knowledge, no work has been reported to discuss the appropriateness of
the used datasets. This section is specifically devoted to addressing this issue where we
specifically selected seven most popular datasets used in the literature for experiments. In
particular, these datasets can be categorized into four types of datasets. A data set of Type I
contains tiny targets as anomalies which are barely visible by visual inspection or appear to
be invisible at subpixel scale. A data set of Type II contains small targets that are visible by
visual inspection as anomalies. In this case, an anomaly may occupy only a few full pixels.
A data set of Type III contains large and visible targets which occupy a large number of

https://wiki.umbc.edu/display/rssipl/10.+Download
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full pixels; so, according to a general understanding, the targets in datasets of this type
cannot be considered to be anomalies, but rather targets which can be obtained directly
from the data to be used by visual inspection. A data set of Type IV contains a mixed set
of targets of different sizes including small and large visible targets as anomalies. Using
datasets of this type, we can evaluate how an anomaly detector performs when both small
and large targets are present in the data. As will be shown in the following experiments,
various anomaly detectors yield different conclusions.

3.2.1. Data Sets of Type I
HYDICE 15-Panel Data Scene

The first dataset is the HYDICE scene shown in Figure 1, which was collected in August
1995 from a flight altitude of 10,000 ft with the ground sampling distance approximately
1.56 m. This scene has been studied extensively by many reports such as [1–3]. A total of
169 bands were used for the experiments with low signal/high noise bands: bands 1–3
and bands 202–210; and water vapor absorption bands: bands 101–112 and bands 137–153
removed. There are 15 square panels in Figure 1a with three different sizes, 3m× 3m,
2m× 2m and 1m× 1m respectively. Due to the ground sampling distance of approximately
1.56 m, each of panels in the 1st column except the 1st row contains two panel pixels
highlighted by red, p211, p221 in row 2, p311, p312 in row 3, p411, p412 in row 4, p511, p521
in row 5 as shown in Figure 1. All of the remaining 11 panels in Figure 1 contain one
single panel pixel for each panel also highlighted in red, p11, p12, p13 in row 1, p22, p23 in
row 2, p32, p33 in row 3, p42, p43 in row 4, p52, p53 in row 5. Therefore, there are a total of
19 red panel pixels. Figure 1b shows their precise spatial locations with the pixels in yellow
indicating panel pixels mixed with the BKG.

Figure 1. (a) A HYDICE15-panel scene which contains 15 panels; (b) GT map of spatial locations of
19 R panel pixels.

HYDICE Urban Scene

A second HYDICE data scene, shown in Figure 2a, is an urban scene and comprised
210 spectral bands with 174 bands being used for experiments after the noise and water
absorption bands had been removed. A region with a size of 80 × 100 pixels located at the
upper right of the scene was selected as the test image shown in Figure 2b along with the
GT map shown in Figure 2c where twenty-one pixels were identified as anomalies, which
were cars and roofs because they had spectra that differ from the BKG.

Figure 2. HYDICE urban scene.
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3.2.2. Data Sets of Type II

The Gainesville dataset is an urban scene shown in Figure 3a. It was collected by an
AVIRIS sensor over Gainesville, FL, USA. Removing the water absorption and low signal-
to-noise ratio (SNR) bands from the original data yields 191 bands for experiments. The
spatial resolution and size of this dataset are 3.5 m/pixels and 100× 100 pixels, respectively.
As shown in Figure 3a, this dataset contains relatively small targets as shown in the GT
map in Figure 3b. A total of 52 anomalous pixels account for 0.52% of the image pixels to
be explored for experiments.

Figure 3. Gainesville scene.

3.2.3. Data Sets of Type III
San Diego Airport Scene

A third type of dataset used for experiments was also an airborne visible/infrared
imaging spectrometer (AVIRIS) acquired scene, which is a San Diego airport scene in
CA, USA with pseudo-color shown in Figure 4a. It has a size of 400 × 400 pixels with
a 3.5 m spatial resolution and 224 spectral channels in wavelengths ranging from 370
to 2510 nm. After removing the bands that correspond to the water absorption regions,
low signal-to-noise ratio and bad bands (1–6, 33–35, 97, 107–113, 153–166 and 221–224).
In total, 189 available bands of the data were retained in the experiments. An area of
100 × 100 pixels at the upper left corner of the scene was selected as the test image shown
in Figure 4b along with its GT map shown in Figure 4c. It is an urban scene in which the
main BKG materials are rooves, shadows, and grass. There are three airplanes in the image,
which consist of 85 pixels and account for 0.85% of the test image as shown in Figure 4b.
This scene is less interesting than the HYDICE 15-panel data in Figure 1 because only GT
has three airplanes which are large targets.

Figure 4. San Diego airport scene.

Gulfport Scene

The Gulfport dataset was collected by an AVIRIS sensor in 2010 over Gulfport, South-
ern Mississippi, USA, with a 3.4-m/pixel spatial resolution and 191 spectral bands in the
wavelength range of 400–2500 nm. The spatial size of this image has 100 × 100 pixels. As
shown in Figure 5a along with GT map in Figure 5b, there are 60 anomalous airplane pixels,
which account for 0.6% of all image pixels. These targets are large and very visible by visual
inspection. According to Figure 5b, the three airplanes are considered to be anomalous
targets and the background mainly consists of vegetation, highways, and airport runways.
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However, the airport runway located at the top is too large to be ignored visually. It will be
interesting to see how this runway will impact the AD.

Figure 5. Gulfport scene.

Texas Coast Scene

The Texas Coast dataset shown in Figure 6a along with GT map in Figure 6b, was
acquired by an AVIRIS sensor in August 2010 over the coast of Texas, USA, with a spatial
resolution of 17.2 m. The image contains 207 bands, each with a size of 100× 100. There is a
parking lot in the ground object scene, in which some vehicles considered to be anomalous
targets which are large and can be visualized very clearly.

Figure 6. Texas coast scene.

3.2.4. Data Sets of Type IV

The Los Angeles dataset shown in Figure 7a along with GT map in Figure 7b, was
collected by the AVIRIS sensor in November 2011 in Los Angeles, CA, USA, with a spatial
resolution of 7.1 m. The image scene covers 100 × 100 pixels and has 205 spectral bands
with some noise bands being removed. This dataset is an interesting scene because it
contains targets with various sizes, eight small targets located at the middle of the left-hand
side in the scene and four large airplanes highlighted by blue at the middle of the right-
hand side in the scene mixed with five small targets. As we can expect, the detection results
will be quite different from those obtained by data sets of Type I and Type II. In particular,
can an anomaly detector detect small and large targets simultaneously at the same time?
Apparently, this data scene is hardly considered to be anomaly scene because the targets
are too visible to be treated as anomalous targets.

Figure 7. Los Angeles Scene.
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3.3. Test Anomaly Detectors

Many anomaly detectors have been proposed and developed over the past years. It is
impossible to implement them all for comparison. Nevertheless, we make an attempt to
select those anomaly detectors which are representatives for different categories that can
address two main issues discussed in this paper; therefore, data scene characterization and
3D ROC analysis was used for performance measure. Of particular interest are three types
of selected anomaly detectors. One is SADs, which is based on the covariance/correlation
matrix. Another is based on low-rank and sparse representation and decomposition and
the third one is based on learning-based BKG suppression/removal.

3.3.1. Statistical Anomaly Detectors

(i) Covariance-based anomaly detector: RXAD
(ii) CDA-RXAD in IC space (ICS): δRXAD

ICj (rICj) which uses ICs produced by CDA with
the number of independent components (ICs), j, determined by MX-SVD.

(iii) EAS-RXAD: δRXAD
ICj

SC
(r

ICj
SC
) which uses ICs and SC produced by EAS with the number

of ICs, j, determined by MX-SVD and SC determined by k = j× N with N being the
number of data samples with parameter setting listed in Table 1.

(iv) Correlation-based anomaly detector: CEMAD
(v) CDA-CEMAD in IC space (ICS): δCEMAD

ICj (rICj) which uses ICs produced by CDA with
the number of independent components (ICs), j, determined by MX-SVD

(vi) EAS-CEMAD: δCEMAD
ICj

SC
(r

ICj
SC
) which uses ICs and SC produced by EAS with the

number of ICs, j, determined by MX-SVD and SC determined by k + j× N with N
being the number of data samples with parameter setting listed in Table 1.

(vii) Dual window-based RXAD: CRD with parameter setting listed in Table 1.

Table 1. Parameters setting for experiments.

Dataset p m j (wout, win) for CRD

HYDICE Urban scene 13 7 6 (wout, win) = (11, 7)
HYDICE urban scene 13 7 6 (wout, win) = (11, 9)

San Diego Airport Scene 11 2 9 (wout, win) = (15, 9)
Gulfport Scene 17 13 4 (wout, win) = (11, 9)

Texas coast 18 7 11 (wout, win) = (11, 9)
Gainesville 15 8 7 (wout, win) = (11, 7)
Los Angeles 11 6 5 (wout, win) = (11, 7)

3.3.2. Low-Rank and Sparse Representation and Decomposition-Based Anomaly Detectors

(i). Low-Rank Representation (LRR) [6] Parameter setting: β = 0.1; λ = 0.1; K = 15; P = 20;
maxIter = 100; µ = 0.01; µ_max = 1 × 1010;

(ii). Gaussian-based anomaly detector: LSDM-MoG [61] parameter setting: initial rank
l0 = 20; K = 2; µ0 = 0; α0 =1 × 10−6; β0 =1 × 10−6; a0= 1 × 10−6; b0= 1 × 10−6;
c0= 1 × 10−6; d0= 1 × 10−6.

(iii). Tensor decomposition: PTA [22] Parameter setting: truncate_rank = 1; maxIter = 400;
ε = 1 × 10−6; α = 1; β = 0.1; τ = 1; µ = 0.001.

3.3.3. BKG Suppression/Removal-Based Anomaly Detectors

(i). Auto-AD [55] Parameter setting: stopping threshold of MSE loss = 1 × 10−5; number
of layers = 5; learning rate = 1 × 10−2; maxIter = 1001; dimensionality of the feature
map = 128.

(ii). Graph-based Anomaly Detector: RGAE [59] parameter setting: λ = 1 × 10−3; S = 150;
d = 100; learning rate = 0.01; maxIter = 1200.
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3.4. Implementation of Methodology

This section summarizes the proposed methodology, which can be realized in three
stages. The first stage is to select a desired anomaly detector from the test anomaly
detectors presented in Section 3.3. This is followed up by a second stage which is to select
an appropriate dataset from data scenes described in Section 3.2. Finally, it is concluded
by a third stage which utilizes 8 AD measures derived from 3D ROC curves in Section 3.1.
Figure 8 depicts a flowchart of the proposed methodology.

Figure 8. A flowchart of the proposed methodology.

A potential constraint of the proposed methodology is the reliability of GT provided
for a dataset used for experiments. As an illustrative example, the Gulf data scene in
Figure 5 has three airplanes at the bottom and a large object, runway located at the top
in Figure 5b. Apparently, the runway was intentionally discarded by GT. So, when a test
anomaly detector in stage 1 in Figure 8 is applied to this particular data scene, a controversy
arises. Three scenarios can occur. One is to detect only three airplanes as anomalies without
the runway. A second one is to detect only the runway as an anomaly without three
airplanes. A third one is to detect both airplanes and the runway as anomalies. So, as long
as AD is concerned, which one is correct? Obviously, a different scenario yields a different
conclusion. After all, the detection results of all these three scenarios are determined by GT
provided for the datasets used for experiments in stage 2 which may not be inaccurate or
incomplete. Another constraint is how to intelligently utilize AD measures in stage 3 to
assess AD performance.

3.5. Experimental Results and Discussions
3.5.1. Data Sets of Type I

Datasets of Type I are generally considered to be appropriate for AD since the targets
of interest considered to be anomalies should be relatively small and barely visualized by
inspection. They should not be too large or too visible to where case the target knowledge
cannot be obtained directly by visual inspection as a posteriori target information.

HYDICE 15-Panel Data Scene

By visually inspecting the 15 panels in Figure 1a, five pixels in the 3rd column are
subpixel panels which cannot be visualized. The five target pixels in the 2nd column are
single-pixel targets along with the target pixels in the 1st column, which are either one-pixel
size in the first row or two-pixel size in the 2nd–4th rows. Apparently, panels with two-pixel
size panels are visible and panels with one pixel are barely visible. This panel scene is a
well-designed data scene for AD which illustrates targets at subpixel scale, one pixel size
to two-pixel size. Figure 9 shows detection maps of all 12 test anomaly detectors, RXAD
and CEMAD along with their respective counterparts CDA-RXAD/CEMAD operating in
CDA, and EAS-RXAD/CEMAD operating in EAS, CRD, LRR, LSDM-MoG, PTA, Auto-AD,
RGAE. From visual inspection of Figure 9, RXAD and CEMAD performed very closely with
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no visible difference. This is also true when both operated in the IC component space and
by EAS. It is also interesting to note that the anomaly detectability of RXAD and CEMAD
was significantly improved by constraining their operating data spaces to the CDA and
EAS. But EAS did better than the IC space because the EAS implemented SC to remove
non-Gaussian noise. CRD did perform better than RXAD and CEMAD in terms of BS
resulting from its use of dual local windows to capture local BKG characteristics. As for low
rank and sparse representation and decomposition, LRR and LSDM-MoG performed better
than RXAD and CEMAD but slightly worse than CRD in the sense of BS. Nevertheless,
EAS-RXAD/CEMAD, CDA-RXAD/CEMAD and CRD were all able to detect all the five
subpixel panels in the 3rd column while other test methods were not. Unfortunately, PTA
turned out to be the worst anomaly detector because it did not detect any panel pixels
with very poor BS. This is due to its use tensor decomposition which can only decompose
the data in the BKG and anomaly tensors without taking noise into account. Surprisingly,
the two BKG suppression/removal learning-based BKG suppression/removal-based AD
methods, Auto-AD and RGAE did not perform well and even could not compete against
simple RXAD and CEMAD. This is because of its poor BKG reconstruction as shown in
their detection maps where the BKG of woods on the left side of the scene was not removed
effectively by their BKG reconstruction.

Figure 9. Detection maps produced by RXAD/CEMAD, CDA-RXAD/CEMAD, EAS-
RXAD/CEMAD, LRR, LSDM-MoG, PTA, Auto-AD and RGAE for the HYDICE panel scene.

To evaluate the detection performance quantitatively, Figure 10 plots 3D ROC curves of
(PD,PF,τ) for all the 12 test anomaly detectors along with their corresponding three 2D ROC
curves of (PD,PF), (PD,τ) and (PF,τ) from which the eight AUC values, AUC(D,F), AUCADP =
AUC(D,τ), AUCBDP = 1 − AUC(F,τ), AUCJAD, AUCJBS, AUCADBS, AUCSBPR and AUCOAD,
can be calculated and are tabulated in Table 2 where the best results are boldfaced.

Figure 10. 3D ROC curves generated from Figure 9 for HYDICE panel scene.
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Table 2. AUC values calculated from the 3D ROC curves in Figure 10 along with the running times
for the HYDCIE panel scene.

AD Method AUC(D,F) AUCADP AUCBDP AUCJAD AUCJBS AUCADBS AUCSBPR AUCOAD Time(s)

RXAD 0.9898 0.3704 0.9570 1.3601 1.9467 1.3274 0.3870 2.3171 0.4033
CEMAD 0.9900 0.3715 0.9564 1.3615 1.9464 1.3279 0.3884 2.3179 0.3590

CDA-RXAD 0.9955 0.9964 0.9628 1.9919 1.9583 1.9592 1.0348 2.9547 2.5613
CDA-CEMAD 0.9955 0.9964 0.9627 1.9919 1.9582 1.9591 1.0350 2.9546 2.5732

EAS-RXAD 0.9964 0.5118 0.9694 1.5082 1.9659 1.4812 0.5279 2.4776 0.4782
EAS-CEMAD 0.9135 0.3172 0.9525 1.2307 1.8660 1.2697 0.3330 2.1832 0.4638

CRD 0.9932 0.8908 0.9642 1.8840 1.9574 1.8550 0.9238 2.8482 6.6325
LRR 0.9932 0.8909 0.9642 1.8841 1.9574 1.8550 0.9239 2.8482 6.6980

LSDM-MoG 0.9954 0.4969 0.9159 1.4923 1.9113 1.4127 0.5425 2.4081 3.2046
PTA 0.5954 0.4260 0.6390 1.0213 1.2343 1.0649 0.6666 1.6603 10.3861

Auto-AD 0.9042 0.2696 0.9751 1.1737 1.8793 1.2446 0.2764 2.1488 18.3347
RGAE 0.8062 0.1897 0.9670 0.9960 1.7732 1.1567 0.1961 1.9629 42.8123

As we can see from Table 2, the best anomaly detectability resulting from AUCADP
= AUC(D,τ) and AUCSBPR was CDA-RXAD/CEMAD, while the best BKG suppressibility
specified by AUCBDP = 1 − AUC(F,τ) was Auto-AD which also produced the highest
values. Interestingly, if we only rely on the traditional 2D ROC curve, AUC(D,F), CRD
would be the best anomaly detector since it produced the highest value of AUC(D,F).
Unfortunately, this conclusion is misleading. The truth of matter is that if we look through
all the eight detection measures, the best overall performance was EAS-RXAD/CEMAD
which produced the five best values out of the eight AUC values with other three being
nearly suboptimal. Regarding computing time, Auto-AD and RGAE were the worst
compared to RXAD/CEMAD which required the least time. This is because Auto-AD and
RGAE needed training samples to tune their use of network models.

HYDICE Urban Scene

According to GT, there are only 21 anomalous pixels embedded in the BKG which
cannot be visualized by inspection. In this case, BS is a crucial factor to bring out these
anomalies from the BKG. Figure 11 shows the detection maps of all 12 test anomaly detec-
tors, RXAD and CEMAD along with their respective counterparts CDA-RXAD/CEMAD
operating in CDA, and EAS-RXAD/CEMAD operating in EAS, CRD, LRR, LSDM-MoG,
PTA, Auto-AD and RGAE. In this case, PTA and RGAE had worse BS compared to Auto-AD
which had the best BS.

Figure 11. Detection maps produced by RXAD/CEMAD, CDA-RXAD/CEMAD, EAS-
RXAD/CEMAD, LRR, LSDM-MoG, PTA, Auto-AD, RGAE for HYDICE urban scene.

Despite the fact that, from Figure 11, the Auto-AD achieved the best BS, it also over-
suppressed BKG which resulted in loss of some anomalies. In other words, the anomaly
detectability of the Auto-AD might have been compromised by its BS. In this case, an
overall quantitative analysis is needed. To accomplish this task, Figure 12 plots 3D ROC
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curves of (PD,PF,τ) for all the 12 test anomaly detectors along with their corresponding three
2D ROC curves of (PD,PF), (PD,τ) and (PF,τ) from which the eight AUC values, AUC(D,F),
AUCADP = AUC(D,τ), AUCBDP = 1 − AUC(F,τ), AUCJAD, AUCJBS, AUCADBS, AUCSBPR
and AUCOAD, can be calculated and which are tabulated in Table 3 where the best results
are boldfaced.

Figure 12. 3D ROC curves generated from Figure 11 for the HYDICE urban scene.

Table 3. The AUC values calculated from the 3D ROC curves in Figure 12 along with running times
for the HYDCIE urban scene.

AD Method AUC(D,F) AUCADP AUCBDP AUCJAD AUCJBS AUCADBS AUCSBPR AUCOAD Time(s)

RXAD 0.9872 0.2641 0.9639 1.2514 1.9511 1.2280 0.2739 2.2153 1.5455
CEMAD 0.9872 0.2617 0.9640 1.2489 1.9512 1.2258 0.2714 2.2129 1.4793

CDA-RXAD 0.9726 0.3558 0.9764 1.3284 1.9490 1.3321 0.3643 2.3047 7.7263
CDA-CEMAD 0.9726 0.3558 0.9764 1.3284 1.9490 1.3322 0.3643 2.3048 7.5873

EAS-RXAD 0.9956 0.5847 0.9765 1.5803 1.9721 1.5612 0.5987 2.5568 1.7191
EAS-CEMAD 0.9956 0.5847 0.9765 1.5804 1.9721 1.5612 0.5987 2.5568 1.7714

CRD 0.9966 0.4613 0.9494 1.4578 1.9459 1.4106 0.4858 2.4072 6.9754
LRR 0.9762 0.4799 0.9525 1.4562 1.9288 1.4325 0.5038 2.4087 12.7156

LSDM-MoG 0.9804 0.3330 0.9224 1.3134 1.9028 1.2554 0.3610 2.2358 8.0178
PTA 0.8175 0.4478 0.7919 1.2653 1.6095 1.2397 0.5654 2.0572 22.0000

Auto-AD 0.9751 0.2185 0.9956 1.1936 1.9707 1.2141 0.2194 2.1892 16.3833
RGAE 0.8145 0.2764 0.9246 1.0909 1.7391 1.2009 0.2989 2.0155 120.95

As we can see from Table 3, the best anomaly detectability by ADP was EAS-RXAD/
CEMAD which also produced highest value of AUCSBPR, while the best BKG suppressibility
of AUCBDP was Auto-AD. Like the HYDICE panel scene, we only rely on the traditional
2D ROC curve, AUC(D,F), CRD was the best to produce the highest value of AUC(D,F). If
the AUC(D,F) value was used as a sole criterion to evaluate an anomaly detector, we might
have concluded that CRD would have been the best anomaly detector. Apparently, Table 3
shows otherwise. If we examine all the 8 AUC values, the best overall performance was
EAS-RXAD/CEMAD which produced 5 best values out of 8 detection AUC values with
other three nearly suboptimal. Specifically, the AUC(D,F) produced by EAS-RXAD/CEMAD
was 0.9956 compared to 0.9966 by CRD which was only better than 10−3 within a negligible
error threshold. Once again, these experiments further demonstrated that using AUC(D,F)
as a single optimal criterion to evaluate detection performance is not reliable. As for
computing time, Auto-AD and RGAE were the worst compared with RXAD/CEMAD,
which required the least amount of time due to the fact that Auto-AD and RGAE needed
training samples to their network models.

3.5.2. Data Sets of Type II

A dataset of Type II is the Gainesville scene in Figure 3 which contains small visible
targets as anomalies. Figure 13 shows the detection maps of all 12 test anomaly detectors,
RXAD and CEMAD along with their respective counterparts, CDA-RXAD/CEMAD, oper-
ating in CDA, and EAS-RXAD/CEMAD operating in EAS, CRD, LRR, LSDM-MoG, PTA,
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Auto-AD and RGAE where Auto-AD had the best BS compared to LRR, and PTA had a
very poor BS. Specifically, both LRR and PTA performed comparably with PTA having the
worst BS followed by LRR as the second worst in BS.

Figure 13. Detection maps produced by RXAD/CEMAD, CDA-RXAD/CEMAD, EAS-
RXAD/CEMAD, LRR, LSDM-MoG, PTA, Auto-AD and RGAE for the Gainesville scene.

Figure 14 plots 3D ROC curves of (PD,PF,τ) for all the 12 test anomaly detectors along
with their corresponding three 2D ROC curves of (PD,PF), (PD,τ) and (PF,τ) from which
the eight AUC values, AUC(D,F), AUCADP = AUC(D,τ), AUCBDP = 1 − AUC(F,τ), AUCJAD,
AUCJBS, AUCADBS, AUCSBPR and AUCOAD, were calculated and tabulated in Table 4 where
the best results are boldfaced.

Figure 14. 3D ROC curves generated from Figure 13 for the Gainesville scene.

Table 4. The AUC values calculated from the 3D ROC curves in Figure 14 along with the running
times for the Gainesville Scene.

AD Method AUC(D,F) AUCADP AUCBDP AUCJAD AUCJBS AUCADBS AUCSBPR AUCOAD Time(s)

RXAD 0.9513 0.0964 0.9649 1.0477 1.9162 1.0613 0.0999 2.0126 2.4037
CEMAD 0.9510 0.0960 0.9647 1.0470 1.9157 1.0606 0.0995 2.0117 2.5120

CDA-RXAD 0.9067 0.1987 0.9805 1.1054 1.8871 1.1792 0.2026 2.0859 13.5783
CDA-CEMAD 0.9067 0.1988 0.9805 1.1055 1.8872 1.1792 0.2027 2.0859 13.3196

EAS-RXAD 0.9388 0.2189 0.9784 1.1577 1.9172 1.1973 0.2237 2.1361 3.0401
EAS-CEMAD 0.9385 0.2189 0.9784 1.1574 1.9169 1.1973 0.2237 2.1358 3.0476

CRD 0.9386 0.1506 0.9690 1.0892 1.9076 1.1196 0.1554 2.0582 11.7345
LRR 0.9493 0.3594 0.9120 1.3087 1.8613 1.2715 0.3940 2.2207 17.4851

LSDM-MoG 0.9439 0.1557 0.9375 1.0995 1.8814 1.0932 0.1660 2.0370 20.4037
PTA 0.8979 0.4040 0.8346 1.3019 1.7325 1.2385 0.4840 2.1365 32.3896

Auto-AD 0.9598 0.1943 0.9917 1.1542 1.9516 1.1861 0.1959 2.1459 27.6187
RGAE 0.9021 0.0931 0.9699 0.9952 1.8720 1.0630 0.0959 1.9650 161.1767
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Although Auto-AD achieved the best BS, it was also compensated for its anomaly
detectability because of it over-suppressed the BKG, which resulted in the loss of some
anomalies. This can be seen from Table 4 that its AUCADP value was very low. As we can
also see from Table 4, the best anomaly detectability achieving the highest value of AUCADP
was PTA which also produced the highest AUCSBPR, while the best BKG suppressibility
was achieved by Auto-AD which also produced the highest values of AUC(D,F), AUCBDP,
AUCJBS. Interestingly, by visual inspection, the CRD and Auto-AD seemed to perform
very comparably. However, from Table 4 this was not really true because the Auto-AD
outperformed the CRD in each of eight detection measures. So, solely based on visual
inspection of Figure 13 may be misleading. If we examine all the 8 AUC values, the best
overall performance was the Auto-AD, which produced the five best values out of the
eight AUC detection values. If we chose to use the AUC(D,F) as an optimal criterion to
measure detection performance, the Auto-AD only performed slightly better than the
RXAD/CEMAD by 0.0075–0.0078 within an error range of 10−2. But if we compare the
detection maps among these three anomaly detectors, it clearly shown that Auto-AD
did significantly better than RXAD/CEMAD in suppressing the BKG. Once again, these
experiments further demonstrated that using the traditional AUC(D,F) as a single optimal
criterion to evaluate detection performance is unreliable. In regard to computing time, the
Auto-AD actually did not require as much time as the other model-based and learning-
based anomaly detectors did, such as the PTA and RGAE.

3.5.3. Data Sets of Type III

Unlike data sets of Type II, datasets of Type III contain large and visible targets as
anomalies. As expected, the results concluded for data sets of Type III would be very likely
to be different from that drawn for the data sets of Type I and II in Sections 3.2.3 and 3.2.4.

San Diego Airport Scene

Figure 15 shows the detection maps produced by the 12 test anomaly detectors, RXAD
and CEMAD along with their respective counterparts operating CDA-RXAD/CEMAD
in CDA, EAS-RXAD/CEMAD operating in EAS, CRD, LRR, LSDM-MoG, PTA, Auto-AD
and RGAE.

Figure 15. Detection maps produced by RXAD/CEMAD, CDA-RXAD/CEMAD, EAS-RXAD/
CEMAD, LRR, LSDM-MoG, PTA, Auto-AD, RGAE for the San Diego airport scene.

From visually inspecting of Figure 15, CDA/EAS-RXAD/CEMAD, LRR, RGAE and
PTA clearly detected the three airplanes followed by CRD which weakly detected the three
airplanes compared to RXAD/CEMAD and Auto-AD which barely detected the three
airplanes. An interesting finding from Figure 15 is that the detection of RXAD/CEMAD
and Auto-AD contradicted the detection of CDA/EAS-RXAD/CEMAD, LRR, RGAE and
PTA in the sense that if the former is considered to be an anomaly detector, then the latter
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would not be anomaly detectors and vice versa. Such controversial results were due to the
fact that the three airplanes which occupy 85 full pixels are so large and visible. These can
hardly be considered anomalies.

In order to further explore the detection results of Figure 15 for a quantitative study,
we plotted 3D ROC curves of (PD,PF,τ) for all the 12 test anomaly detectors along with their
corresponding 3 2D ROC curves of (PD,PF), (PD,τ) and (PF,τ) in Figure 16 from which the 8
AUC values, AUC(D,F), AUCADP = AUC(D,τ), AUCBDP = 1 − AUC(F,τ), AUCJAD, AUCJBS,
AUCADBS, AUCSBPR and AUCOAD, were calculated and tabulated in Table 5 where the best
results are boldfaced.

Figure 16. 3D ROC curves generated from Figure 15 for San Diego Airport scene.

Table 5. The AUC values calculated from the 3D ROC curves in Figure 16 along with the running
times for the San Diego airport scene.

AD Method AUC(D,F) AUCADP AUCBDP AUCJAD AUCJBS AUCADBS AUCSBPR AUCOAD Time(s)

RXAD 0.8314 0.0803 0.9547 0.9117 1.7861 1.0349 0.0841 1.8663 1.6562
CEMAD 0.8270 0.0833 0.9499 0.9103 1.7769 1.0331 0.0876 1.8602 1.6048

CDA-RXAD 0.9011 0.1608 0.9790 1.0619 1.8801 1.1398 0.1642 2.0409 10.9201
CDA-CEMAD 0.8902 0.1546 0.9790 1.0448 1.8692 1.1336 0.1579 2.0238 10.7515

EAS-RXAD 0.8527 0.0973 0.9802 0.9500 1.8329 1.0775 0.0992 1.9301 2.2576
EAS-CEMAD 0.8523 0.0973 0.9802 0.9496 1.8325 1.0774 0.0992 1.9298 2.1215

CRD 0.8177 0.1142 0.9380 0.9319 1.7556 1.0522 0.1217 1.8699 8.4476
LRR 0.8964 0.2745 0.9380 1.1709 1.8344 1.2125 0.2926 2.1089 17.1572

LSDM-MoG 0.8555 0.2588 0.8053 1.1143 1.6607 1.0641 0.3213 1.9196 7.1579
PTA 0.9846 0.6914 0.8061 1.6761 1.7908 1.4976 0.8577 2.4822 22.8503

Auto-AD 0.8129 0.0114 0.9955 0.8243 1.8085 1.0069 0.0114 1.8199 47.8386
RGAE 0.8966 0.1530 0.9731 1.0496 1.8697 1.1261 0.1572 2.0227 123.83

From Table 5, the best anomaly detectability in terms of ADP was PTA, while the best
BKG suppressibility was achieved by the Auto-, which also produced the highest value
of AUCBDP. If only the AUC(D,F) was used for the performance evaluation, then the PTA
would be the best since it produced the highest value of AUC(D,F). However, Figure 15
showed that the PTA had poorest BS. This was confirmed by Table 5 where the PTA had
lowest value of the AUCBDP. Specifically, comparing to the other 11 test anomaly detectors,
the PTA produced so high values of the AUC(D,F) and AUCADP = AUC(D,τ) that the PTA
offset its very poor BS so as to produce the 5 best values out of the 8 detection AUC values.
These experiments further demonstrated a necessity for 3D ROC analysis to explore a full
picture of an anomaly detector in all aspects. Using AUC(D,F) as a single optimal criterion
was not effective. As for computing time, RGAE was the worst one, which required the
highest running time followed by Auto-AD and PTA.

Gulfport Scene

This dataset is similar to the San Diego Airport scene which also has three airplanes
considered to be anomalous targets. As expected, the conclusions drawn for the 12 test
anomaly detectors, RXAD and CEMAD along with their respective counterparts operat-
ing CDA-RXAD/CEMAD in CDA, EAS-RXAD/CEMAD operating in EAS, CRD, LRR,
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LSDM-MoG, PTA, Auto-AD, RGAE for the San Diego Airport scene would be also similar.
Figure 17 shows their detection maps, in which EAS-RXAD/CEMAD seemed to have the
best by visual inspection in terms of detecting the three airplanes. This is also followed
by PTA, Auto-AD and LSDM-MoG with RXAD/CEMAD and CRD which only barely
detected the airplanes. It is worth noting that the RXAD/CEMAD detected the first largest
airplane on the left while missing the other two airplanes on the right, as opposed to CRD
which missed the first largest airplane but picked up the other two.

Figure 17. Detection maps produced by RXAD/CEMAD, CDA-RXAD/CEMAD, EAS-RXAD/
CEMAD, LRR, LSDM-MoG, PTA, Auto-AD, RGAE for the Gulfport Scene.

From Figure 17, the test anomaly detectors can be grouped into two classes with
the first class consisting of RXAD, CEMAD, CDA-RXAD/CEMAD, EAS-RXAD/CEMAD
which detected three airplanes alone and the second class composed of CRD, LRR, LSDM-
MoG, PTA, Auto-AD, RGAE which detected both airplanes and runway. According to the
provided GT, the first class of test anomaly detectors did better than those in the second
class. However, if we examine this data scene by visual inspection, three airplanes and the
runway are clearly targets of interest. So, in terms of TD, Auto-Ad was the best. Also, in
terms of the BKG clean-up, EAS-RXAD/CEMAD and RXAD/CEMAD did the best while
LRR, PTA and RGAE turned out to be among the worst anomaly detectors. The conclusions
drawn from these two classes of anomaly detectors actually contradicted against each other.
This indicated that the Gulfport data scene is not appropriate for AD.

In order to further explore the detection results of Figure 17 for a quantitative study,
we used 3D ROC curve analysis to plot 3D ROC curves of (PD,PF,τ) for all the 12 test
anomaly detectors along with their corresponding three 2D ROC curves of (PD,PF), (PD,τ)
and (PF,τ) in Figure 17 from which the eight AUC values, AUC(D,F), AUCADP = AUC(D,τ),
AUCBDP = 1 − AUC(F,τ), AUCJAD, AUCJBS, AUCADBS, AUCSBPR and AUCOAD, were
calculated and tabulated in Table 6 where the best results are boldfaced. Like the San Diego
Airport data, the best anomaly detectability in terms of the AUC(D,F), AUCADP = AUC(D,τ)
and AUCSBPR values was achieved by the PTA, as expected. However, the best BS specified
by the AUCBDP and AUCBDP values was achieved by EAS-RXAD/CEMAD. As for overall
detection performance, EAS-RXAD/CEMAD turned out to be the clear winners.
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Table 6. The AUC values AUC values calculated from the 3D ROC curves in Figure 18 along with
running times for the Gulfport Scene.

AD Method AUC(D,F) AUCADP AUCBDP AUCJAD AUCJBS AUCADBS AUCSBPR AUCOAD Time(s)

RXAD 0.9526 0.0746 0.9752 1.0272 1.9278 1.0498 0.0764 2.0024 1.6306
CEMAD 0.9519 0.0710 0.9749 1.0229 1.9268 1.0459 0.0728 1.9978 1.6417

CDA-RXAD 0.8771 0.3078 0.9870 1.1850 1.8642 1.2949 0.3118 2.1720 13.1860
CDA-CEMAD 0.8772 0.3079 0.9870 1.1851 1.8642 1.2950 0.3119 2.1721 12.7133

EAS-RXAD 0.9912 0.6153 0.9883 1.6065 1.9795 1.6035 0.6225 2.5948 1.7209
EAS-CEMAD 0.9912 0.6153 0.9883 1.6066 1.9795 1.6036 0.6225 2.5948 1.6460

CRD 0.8052 0.1201 0.9417 0.9253 1.7469 1.0618 0.1275 1.867 23.2671
LRR 0.9471 0.3879 0.8842 1.3350 1.8313 1.2722 0.4387 2.2192 16.7366

LSDM-MoG 0.9578 0.3175 0.8996 1.2753 1.8574 1.2171 0.3529 2.1749 16.2479
PTA 0.9979 0.7327 0.8300 1.7306 1.8278 1.5627 0.8827 2.5606 33.1939

Auto-AD 0.9814 0.4081 0.9712 1.3895 1.9526 1.3793 0.4202 2.3606 8.3612
RGAE 0.8838 0.5406 0.8400 1.4244 1.7238 1.3806 0.6435 2.2644 161.15

Figure 18. 3D ROC curves generated from Figure 17 for the Gulfport scene.

Texas Coast Scene

There are seven clear objects present in this data scene in Figure 6. Figure 19 shows
the detection maps of the 12 test anomaly detectors, RXAD and CEMAD along with their
respective counterparts operating CDA-RXAD/CEMAD in CDA, EAS-RXAD/CEMAD
operating in EAS, CRD, LRR, LSDM-MoG, PTA, Auto-AD and RGAE. Unlike the Gulfport
experiments, the Auto-AD was the best anomaly detector for visual inspection which
not only detected all the seven objects well but also cleaned up the BKG very effectively.
This was followed by the next best anomaly detectors, CRD, CDA-RXAD/CEMAD and
EAS-RXAD/CEMAD, with PTA and LRR being the worst anomaly detectors which had
very poor BS.

Figure 19. Detection maps produced by RXAD/CEMAD, CDA-RXAD/CEMAD, EAS-RXAD/
CEMAD, LRR, LSDM-MoG, PTA, Auto-AD and RGAE for Texas coast scene.
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For a quantitative study, Figure 20 plots 3D ROC curves of (PD,PF,τ) for all the 12 test
anomaly detectors along with their corresponding three 2D ROC curves of (PD,PF), (PD,τ)
and (PF,τ) from which the eight AUC values, AUC(D,F), AUC(D,τ), AUC(F,τ), AUCADP,
AUCBDP, AUCJAD, AUCJBS, AUCADBS, AUCSBPR and AUCOAD, were calculated and tab-
ulated in Table 7 where the best results are boldfaced. The results in Table 7 did confirm
the conclusions made from Figure 19 by visual inspection. Interestingly, the best anomaly
detectability in terms of AUCADP = AUC(D,τ) and AUCJAD was LSDM-MoG, while the
best BS was Auto-AD which yielded the highest values of AUCBDP, AUCJBS and AUCSNPR.
Nevertheless, RXAD/CEMAD did perform reasonably well. As for overall detection
performance, Auto-AD was the only clear winner.

Figure 20. 3D ROC curves generated from Figure 19 for the Texas coast scene.

Table 7. AUC values calculated from the 3D ROC curves in Figure 20 along with the running times
for the Texas Coast Scene.

AD Method AUC(D,F) AUCADP AUCBDP AUCJAD AUCJBS AUCADBS AUCSBPR AUCOAD Time(s)

RXAD 0.9905 0.3069 0.9444 1.2974 1.9349 1.2513 0.3249 2.2418 1.2535
CEMAD 0.9903 0.3167 0.9413 1.3070 1.9316 1.258 0.3364 2.2483 1.1931

CDA-RXAD 0.9857 0.3780 0.9757 1.3637 1.9613 1.3537 0.3874 2.3393 8.1296
CDA-CEMAD 0.9857 0.3780 0.9757 1.3637 1.9613 1.3537 0.3874 2.3394 8.0570

EAS-RXAD 0.9916 0.4662 0.9740 1.4578 1.9656 1.4402 0.4786 2.4318 1.6269
EAS-CEMAD 0.9916 0.4662 0.9740 1.4578 1.9656 1.4402 0.4786 2.4318 1.6647

CRD 0.9900 0.3878 0.9576 1.3777 1.9476 1.3454 0.4049 2.3354 4.9672
LRR 0.8922 0.4441 0.7979 1.3363 1.6901 1.2420 0.5565 2.1342 17.3656

LSDM-MoG 0.9937 0.5457 0.8581 1.5395 1.8519 1.4039 0.6359 2.3976 16.8195
PTA 0.8894 0.4843 0.7951 1.3737 1.6845 1.2794 0.6091 2.1689 21.7613

Auto-AD 0.9951 0.3105 0.9952 1.3056 1.9904 1.3057 0.3119 2.3008 21.7080
RGAE 0.9482 0.3420 0.9521 1.2903 1.9003 1.2941 0.3592 2.2424 92.3715

3.5.4. Data Sets of Type IV

Data sets of Type IV can be considered to be a combination of Data sets of Type II and
Type III, which contains various targets with different sizes, some of which may be barely
visible by inspection and some of which are too large to be considered an anomalous target.
In this case, can an anomaly detector be designed to detect these different targets of mixed
sizes simultaneously at the same time?

Figure 21 shows the detection maps of the Los Angeles scene in Figure 7 produced by
all 12 test anomaly detectors, RXAD and CEMAD along with their respective counterparts
CDA-RXAD/CEMAD operating in the CDA, and EAS-RXAD/CEMAD operating in the
EAS, CRD, LRR, LSDM-MoG, PTA, Auto-AD and RGAE. Four categories of anomaly
detectors are of interest for discussion. One consists of CDA-RXAD/CEMAD and EAS-
RXAD/CEMAD which detected most of small targets and also part of large targets. Another
is made up of RXAD/CEMAD, CRD, LRR and LSDM-MoG, which barely detected the
small targets with visual inspection and while missing most of large targets. A third one
is composed of Auto-AD and RGAE which over-suppressed the BKG at the expense of
missing most of targets. The fourth one has a single anomaly detector, PTA, which was
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very poor and had the worst BS, so all of the detected targets were still embedded in the
BKG and barely visualized when inspected.

Figure 21. Detection maps produced by the RXAD/CEMAD, CDA-RXAD/CEMAD, EAS-
RXAD/CEMAD, LRR, LSDM-MoG, PTA, Auto-AD, RGAE for the Los Angeles scene.

To further analyze the detection results in Figure 21, Figure 22 plots 3D ROC curves of
(PD,PF,τ) for all the 12 test anomaly detectors along with their corresponding three 2D ROC
curves of (PD,PF), (PD,τ) and (PF,τ) from which the eight AUC values, AUC(D,F), AUC(D,τ),
AUC(F,τ), AUCADP, AUCBDP, AUCJAD, AUCJBS, AUCADBS, AUCSBPR and AUCOAD, were
calculated and are tabulated in Table 8, where the best results are boldfaced. According
to the detection maps of the LRR and LSDM-MoG in Figure 21, it seemed that the LSDM-
MoG performed better than the LRR by visual inspection. However, the eight quantitative
results in Table 8 indicated that the overall best performance was produced by LRR which
produced the six highest AUC values out of eight detection measures. Nevertheless, the
LSDM-MoG did produce AUC values that were very close to those produced by LRR across
the board in each of eight detection measures.

From Table 8, the best anomaly detectability achieving the highest value of AUCADP
was the LRR, whereas the LSDM-MoG produced the highest AUC(D,F). From the visual
inspection of Figure 21, LSDM-MoG seemed to be the best anomaly detector because
it has the best results of AUCADP, AUCJAD and AUCSBPR. As for computing the time,
RGAE, Auto-AD, LRR and PTA required much higher computational costs than other
anomaly detectors.

Figure 22. 3D ROC curves generated from Figure 21 for the Los Angeles scene.
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Table 8. AUC values calculated from the 3D ROC curves in Figure 22 along with the running times
for the Los Angeles scene.

AD Method AUC(D,F) AUCADP AUCBDP AUCJAD AUCJBS AUCADBS AUCSBPR AUCOAD Time(s)

RXAD 0.9284 0.0626 0.9855 0.9910 1.9139 1.0481 0.0635 1.9765 1.4261
CEMAD 0.9262 0.0621 0.9856 0.9883 1.9118 1.0478 0.0630 1.9739 1.3868

CDA-RXAD 0.7549 0.0688 0.9850 0.8237 1.7399 1.0539 0.0698 1.8087 8.8773
CDA-CEMAD 0.7549 0.0688 0.9850 0.8237 1.7399 1.0538 0.0698 1.8087 8.8473

EAS-RXAD 0.9076 0.0506 0.9868 0.9582 1.8944 1.0374 0.0512 1.9450 1.6349
EAS-CEMAD 0.9246 0.0546 0.9869 0.9792 1.9114 1.0415 0.0553 1.9660 1.5853

CRD 0.8448 0.1104 0.9884 0.9552 1.8332 1.0988 0.1116 1.9436 10.0323
LRR 0.8447 0.1104 0.9884 0.9551 1.8331 1.0988 0.1116 1.9435 23.6807

LSDM-MoG 0.9122 0.1569 0.9290 1.0691 1.8412 1.0859 0.1688 1.9981 6.5033
PTA 0.7198 0.1218 0.9363 0.8416 1.6561 1.0581 0.1300 1.7779 20.5075

Auto-AD 0.8571 0.0204 0.9981 0.8775 1.8552 1.0185 0.0204 1.8756 30.0155
RGAE 0.8973 0.0385 0.9951 0.9358 1.8925 1.0336 0.0386 1.9309 89.0860

3.5.5. Overall Discussions

The experiments in Sections 3.2.1–3.2.4 were conducted for four different types of
datasets, each of which has its own image characteristics in terms of what targets are
considered to be anomalies. As expected, the AD results are also quite different. The major
issue arising in this dilemma is that many of these datasets are mainly designed for TD
but not specifically designed for AD. Specifically, their provided GT maps are basically
obtained by visual inspection and not prior knowledge, and only includes targets of interest
that are meaningful to image analysis but excludes targets that cannot be identified by prior
knowledge. Unfortunately, these excluded targets are actually more likely to be anomalies.
Accordingly, blindly using these datasets for AD without care may wrongly lead to incorrect
conclusions. For example, the target highlighted in yellow in Figure 23a,b is actually an
anomaly, which is an interferer highlighted in red and shown in ([64] Figure 1.17) where the
detection map in Figure 23a was obtained by RXAD/CEMAD in Figure 9. This anomaly
is a large rock two pixels in size hidden under the tree. Since it is considered to be an
uninteresting target, it was never brought to attention for image analysis even though it is
indeed an anomaly.

Figure 23. An uninteresting two-pixel anomaly in the HYDICE panel scene in Figure 1a.

As another example, Figure 24a shows two anomalies highlighted in yellow which
were clearly detected by the CDA-RXAD/CEM, LRR and RGAE and also weakly detected
by all other test anomaly detectors. Unfortunately, these two anomalies cannot be identified
by prior knowledge. So, they are not in the provided the GT map.
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Figure 24. An uninteresting two-pixel anomaly in the San Diego Airport scene in Figure 4b.

In the following sections, we discuss appropriateness of each of the four types of
dataset used for AD.

Data Sets of Type I

The results concluded for data sets of Type I were very consistent. The best anomaly
detector for overall detection performance were EAS-RXAD/CEMAD. In addition, the best
anomaly detector in anomaly detectability were EAS-RXAD/CEMAD, while Auto-AD was
the best anomaly detector for BS. As for the effectiveness of an anomaly detector in terms
of AUC(D,F), the best anomaly detector was CRD. Finally, for the worst performance of an
anomaly detector for BS was PTA. The datasets of this type really demonstrated what an
anomaly detector would do. As a matter of fact, Figure 9 showed the detection maps of
HYDICE panel scene in Figure 1 produced by all the test anomaly detectors where except
CRD all the other 11 test anomaly detectors did detect the interferer as anomaly highlighted
by yellow in Figure 23a. From this viewpoint, CRD may not be the best anomaly detector
after all.

Data Sets of Type II

The Gainesville scene in Figure 3a is a typical dataset of Type II, which contains
11 small targets with the pixel number ranging from 2 to 10 according to GT provided
in Figure 3b. However, visually inspecting the scene along with the detection maps in
Figure 13 indicates that the provided GT in Figure 3b may not truly reflect what is really
present in the scene. Figure 25a shows the detection map of EAS-RXAD where the pixels
highlighted in yellow in Figure 25b showed high amounts of detected abundance but are
not in the GT map in Figure 3b. If we look into the detection maps in Figure 13 carefully,
LRR, LSDM-MoG, PTA, CDA/EAS-RXAD/CEMAD and RGAE not only detected the GT
pixels but also detected the pixels highlighted in yellow which are not in the GT map in
Figure 3b. In other words, a more accurate GT map should be the one shown in Figure 25b
with the yellow-highlighted areas having their corresponding detection areas in Figure 25a.
This further illustrated that the Gainesville scene is appropriate for use in AD, but the GT
map in Figure 3b should be replaced by the GT map in Figure 25a, which includes targets
highlighted in yellow as anomalies.
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Figure 25. Gainesville scene with the BKG.

Data Sets of Type III

The appropriateness of using San Diego Airport scene in Figure 4 for AD was discussed
in great detail in ([10], Section VIII) where the three airplanes are so large and visible that
they are hardly considered to be anomalies. The Gulfport scene also has a similar issue.
Different from the San Diego Airport scene, the Gulfport scene has a very large and visible
object, the runway located at the upper top, which is not in San Diego Airport scene. This
runway is the largest object that accounts for nearly 1/5 of the data scene. It is obviously
too large to be considered an anomaly. As expected, an anomaly detector is not supposed
to detect this runway. However, according to the detection maps in Figure 17, the test
anomaly detectors are grouped into two classes. One class consisting of RXAD/CEMAD
and CDA/EAS-RXAD/CEMAD, which did not detect the runway. YThe second group
comprised the LRR, LSDM-MoG, PTA, Auto-AD and RGAE, which detected the runway,
particularly the Auto-AD and RGAE, which detected the runway very clearly. It is very
obvious that the detection results produced by these two groups contradicted each other.
In other words, if the first group of anomaly detectors which did not detect the runway
as an anomaly are considered to be anomaly detectors, then the second group of anomaly
detectors which detected the runway should not be considered as anomaly detectors. So,
like the San Diego Airport scene, the Gulfport scene is not appropriate to be used in AD.

As for the Texas coast dataset, the 12 test anomaly detectors detected all the objects in
Figure 19 to some extent with different levels of BS. To this end, it can be used for AD.

Data Sets of Type IV

The Los Angeles scene in Figure 7 is particularly interesting. Like the San Diego Air-
ports and Gulfport scenes, the 12 test anomaly detectors are also grouped into two classes of
detectors according to detection maps in Figure 21. One class consisting of RXAD/CEMAD,
CRD, LRR, Auto-AD and RGAE which did not detect the airplanes as shown in Figure 26
where the pixels in Figure 26a highlighted by yellow are two center pixels of the middle
large airplane on the right in Figure 26b. On the other hand, the second class comprises
CDA/EAS-RXAD/CEMAD and LSDM-MoG, PTA, which did detect airplanes as shown
in Figure 27a highlighted by yellow along with their corresponding original airplanes in
Figure 27b.
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Figure 26. The Los Angeles Scene.

Figure 27. Los Angeles Scene.

Obviously, the two sets of detection results in Figures 26a and 27a were quite different
where the first class of detectors can be considered as anomaly detectors compared to
the second class of detectors which were actually a posteriori target detectors rather than
anomaly detectors. So, this dataset is not appropriate for AD but rather for PSTD.

4. Relationship between TD and AD

With no target knowledge, anomalies face two main issues, (i) being unknowingly
embedded in the BKG and (ii) being contaminated by noise. More specifically, anomalies
are in fact sandwiched between the BKG and noise. So, when a target detector works well,
it does not necessarily imply that it also works for AD. A crucial difference between TD
and AD is that the former is an active target detection which assumes that the targets to be
detected must be known, while the latter is a passive target detection which does not require
any target knowledge at all. This taxonomy was initially used in military and intelligence
applications where the active TD is considered to be a reconnaissance application which
requires prior target knowledge to be used for target detection as opposed to AD, which
is considered to be a passive form of TD for surveillance applications without knowing
any target knowledge. As a result, active TD is generally evaluated by the detectability
of known targets of interest without much concern about noise or the BKG. By contrast,
since AD does not know the targets it detects, its performance must rely on its ability in
BS. Good BS can increase the contrast of enhancement between the BKG and anomalies
which can bring anomalies out of the BKG to light. So, BS is a key measure to evaluate AD
performance and has triggered the most recent trends of developing and designing AD
algorithms. However, there is one type of detector that can bridge the gap between TD and
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AD. It is unsupervised TD (UTD) which detects targets without prior target knowledge
in an unsupervised means. There are two detection modes that UTD can be carried out.
One is active UTD which makes use of a posteriori target knowledge that can be obtained by
observation via visual inspection without prior knowledge. Such UTD is called PSTD. The
other is passive UTD, which is carried out in a completely blind environment without any
target knowledge. Depending upon the specific type of unknown targets to be detected,
passive UTD can be interpreted differently. For example, when the unknown targets are
those whose spectral signatures are distinct from that of their surrounding data samples,
such passive UTD is referred to as AD. On the other hand, if the targets to be detected are
endmembers, the resulting passive UTD is called endmember detection (ED). With this
interpretation, many of the AD methods developed in the literature are actually passive
UTD, but not necessarily anomaly detectors.

To further illustrate the differences between PSTD and AD, datasets of Types II-IV,
which contains small targets, large targets and a mixed set of small and large targets, will
be used again for experiments.

4.1. Target Detection Measures and Target Detectors to Be Used for Experiments

There are significant differences between PSTD and AD in terms of target/anomaly
detectability and BS. As a result, the 3D ROC curve-derived detection measures used for
the TD in [16] are also slightly different from those defined for the AD in [18]. In this case,
detection measures for the TD derived in [16] will be used for performance evaluation.

0 ≤ AUCTD = AUC(D,F) + AUC(D,τ) ≤ 2 (47)

Corresponding to AUCJAD in (41).

−1 ≤ AUCBS = AUC(D,F) −AUC(F,τ) ≤ 1 (48)

Corresponding to 1 + AUCBS = AUCJBS in (43).

−1 ≤ AUCTDBS = AUC(D,τ) −AUC(F,τ) ≤ 1 (49)

Corresponding to AUCADBS in (45).

−1 ≤ AUCOAD = AUC(D,F)+AUC(D,τ)-AUC(F,τ) ≤ 2 (50)

Corresponding to 1 + AUCODP = AUCOAD + AUC(D,F) or AUCODP = AUCOAD + AUC(D,F)
− 1 in (45).

0 ≤ AUCSNPR =
AUC(D,τ)

AUC(F,τ)
(51)

Corresponding to AUCSBPR in (46).
The target detectors to be used for experiments are CEM in (27) and its variants, kernel

CEM (KCEM) [69], hierarchical CEM (hCEM) [70] and ensemble CEM (ECEM) [71] with
the following parameter settings.

CEM:
Gaussian kernel
hCEM:
λ = 200; ε = 1 × 10−5; max iterations = 100
ECEM:
window size: [1/4, 2/4, 3/4, 4/4]
number of detection layers: 5
number of CEMs per layer: 6
regularization coefficient: 1 × 10−6
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4.2. Data Set of Type II: Gainesville Data Scene

There are 11 targets in Gainesville data scene in Figure 28a which are small but visible.
Table 9 tabulates the size of each target specified by the number of pixels according to
the GT.

Figure 28. The Gainesville scene along with the GT map and red pixels used to generate the target
information.

Table 9. Pixel number of each target.

Index 1 2 3 4 5 6 7 8 9 10 11

No.(pixels) 9 4 4 2 10 4 4 4 3 3 5

So, by inspection of Figure 28a according to GT in Figure 28b we performed PSTD by
selecting a center pixel from each target highlighted by red in Figure 28c. As a result, a total
of 11 pixels out of the 52 GT pixels obtained from Figure 28b were averaged to generate the
desired target signature d used for CEM in (27).

Figure 29 shows the detection maps of 11 targets produced by the CEM, KCEM, hCEM
and ECEM with d used as the desired target signature.

Figure 29. TD maps produced by the CEM, KCEM, hCEM and ECEM using d as the desired target
signature and AD maps produced by CEMAD, LRR and Auto-AD.

By visual inspection of Figure 29, the KCEM was the best to detect all targets with very
good BS, while the CEM could also detect all targets with slightly poor BS. Interestingly,
the hCEM had best BS followed by the ECEM, both of which detected all target pixels that
were used to calculate d, but they also over-suppressed all other target pixels.
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To compare AD, also included in Figure 29 are AD maps reproduced from Figure 13
by the best anomaly detectors, the LRR corresponding to the KCEM and Auto-AD cor-
responding to the hCEM and ECEM along with the CEMAD corresponding to the CEM
for comparison. As we can see from Figure 29, TD using target information obtained by
visual inspection performed much better than AD without using target knowledge. This is
mainly due to the fact that PSTD knows exactly what targets it intends to detect, opposed
to AD which detects all targets simultaneously as an anomaly detector without using any
target knowledge. This is justified by evidence that the CEMAD, LRR and Auto-AD also
picked up many of the BKG pixels as anomalies. For example, the CEM could detect all the
target pixels using d compared to its corresponding anomaly detector counterpart, CEMAD
without using d which detected all the target pixels weakly but also picked up the BKG
pixels in the upper-right quadrant. As another example, the LRR was the best anomaly
detector in terms of target detectability. But when compared to the best target detector,
KCEM, the LRR detected quite a few of the BKG pixels. On the other hand, hCEM and
ECEM performed excellent BS by only detecting the target pixels used to generate target
information, d. Their corresponding anomaly detector counterpart is Auto-AD which also
performed best BS. However, Auto-AD still could not compete against hCEM and ECEM
in terms of cleaning up the BKG.

To further visualize this, Table 10 tabulates the eight TD measures using (48)–(52)
where the best results for PSTD and AD boldfaced by black and red, respectively. It is very
clear that the KCEM was the best with six out of eight quantitative measures, whereas
hCEM was the worst in target detectability but best in BS. For comparison, Table 10 also
tabulates eight AD measures produced by the CEMAD, LRR, Auto-AD and running times
for Gainesville Scene where the AD-based AUC values produced by the CEMAD, LRR and
Auto-AD in Table 4 are reinterpreted as TD-based AUC values by AUCADP = AUC(D,τ),
AUCBDP = 1 − AUC(F,τ), AUCJAD = AUC(D,F) + AUC(D,τ), AUCJBS = AUC(D,F) + 1 −
AUC(F,τ), AUCADBS = AUCTDBS, AUCSBPR = AUCSNPR and AUCOAD = AUC(D,τ) + 1
− AUC(F,τ), i.e., AUCOAD = 1 + AUCODP − AUC(D,F). The quantitative comparison in
Figure 29 between PSTD and AD shows that the best PSTD did better than its corresponding
anomaly detector counterpart across board with notable discrepancy. Nevertheless, their
difference may not be that much.

Table 10. Comparison between PSTD and AD with the AUC values and running times for the
Gainesville Scene.

TD Method AUC(D,F) AUC(D,τ) AUC(F,τ) AUCTD AUCBS AUCTDBS AUCSNPR AUCODP Time

CEM 0.9762 0.2598 0.0777 1.2360 0.8985 0.1821 3.3427 1.1583 0.0202
CEMAD 0.9510 0.0960 0.0353 1.0470 0.9157 0.0606 2.7179 1.0117 2.5120
KCEM 0.9979 0.6183 0.0263 1.6162 0.9716 0.5920 23.5099 1.5899 116.58

LRR 0.9493 0.3594 0.0880 1.3087 0.8613 0.2715 4.0854 1.2207 17.485
hCEM 0.7493 0.2332 0.0096 0.9825 0.7397 0.2236 24.2177 0.9729 0.1150
ECEM 0.8174 0.2633 0.0764 1.0807 0.7410 0.1869 3.4453 1.0043 9.2163

Auto-AD 0.9598 0.1943 0.0083 1.1542 0.9516 0.1861 23.4991 1.1459 27.619

4.3. Data Set of Type III: Gulfport Scene

The San Diego Airport scene in Figure 4 was one of most widely used datasets for
AD and has been studied extensively in the literature. Its inappropriateness furfure use in
AD was discussed in great detail in ([10], Section VIII). To avoid duplication, this section
investigates another similar but rather interesting data scene, Gulfport in Figure 30a which
also has three airplanes, one large and two small airplanes at the bottom but has a runway
at the top part of the scene which was absent in the San Diego Airport data scene. By visual
inspection, this runway should not be considered to be an anomaly but rather a specific
target object. Accordingly, a detector which detects runway should not be considered for
use as an anomaly detector. Two scenarios of PSTD were studied for this scene, one for
detection of three airplanes and the other for detection of the runway.
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Figure 30. The Gulfport scene along with the GT map and red pixels used to generate target
information.

Scenario 1: detection of the three airplanes.

Figure 30b shows its GT map along with Figure 30c which selected the pixels high-
lighted by red. These red pixels were averaged to be used as the desired target signature d
for d used for CEM in (27). Figure 31 shows the detection maps of the CEM, KCEM, hCEM
and ECEM. From the visual inspection of Figure 31, it is interesting to note that the KCEM
clearly detected all the three airplanes plus the center line of the runway compared to the
CEM, which also detected the three airplanes weakly but did not detect the runway. As for
hCEM and ECEM, they were very sensitive to the used target knowledge and only detected
those pixels used to obtain the d for CEM.

Figure 31. The detection maps using d as desired target signatures (1 in 11 pixels picked for calculating d).

To further compare AD, we also reproduced the AD maps from Figure 17 and included
them in Figure 31 for comparison with EAS-CEMAD corresponding to CEM and LSDM-
MoG corresponding to KCEM most closely by visual inspection where EAS-CEMAD
detected the three airplanes but did not detect the runway and LSDM-MoG detected the
airplanes as well as the runway.

As we visually inspected the detection maps in Figure 31, it seemed that the best
detector to detect all the three airplanes was EAS-CEMAD with the best AUC(F,τ), AUCBS,
AUCTDBS and AUCSBPR, and not the CEM-based target detectors. However, Table 11
tabulates the detection maps in Figure 31 using the eight TD measures including (47)–(51)
where the best results for PSTD and AD boldfaced by black and red, respectively. We
immediately found that the conclusions made from the visual inspection of Figure 30
may not be true. As a matter of fact, the detector with best TD was CEM. On the other
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hand, KCEM achieved the best BS with highest values of AUCBS and AUCSBPR where
EAS-CEMAD achieved the best AUCTDBS and AUCOAD.

Table 11. Comparison between PSTD and AD by AUC values and running times for the Gulf-
port Scene.

Method AUC(D,F) AUC(D,τ) AUC(F,τ) AUCTD AUCBS AUCTDBS AUCSNPR AUCOAD Time(s)

CEM 0.9905 0.4550 0.1175 1.4455 0.8730 0.3375 3.8725 1.3280 0.0367
EAS-CEMAD 0.9912 0.6153 0.0117 1.6066 0.9795 0.6036 52.4108 1.5948 1.6460

KCEM 0.9834 0.3885 0.0174 1.3719 0.9659 0.3711 22.2833 1.3545 275.9563
LSDM-MoG 0.9578 0.3175 0.1004 1.2753 0.8574 0.2171 3.1619 1.1749 16.2479

hCEM 0.6251 0.1591 0.0110 0.7842 0.6141 0.1481 14.4116 0.7732 0.1500
ECEM 0.7415 0.1990 0.0741 0.9405 0.6674 0.1249 2.6857 0.8664 4.9876

Scenario 2: detection of runway.

Using the small area of the center line in the runway highlighted by yellow in
Figure 31a, Figure 32 shows the detection maps of the runway produced by CEM, KCEM,
hCEM and ECEM. It clearly showed that CEM was the best and even performed better than
KCEM, hCEM and ECEM. This was mainly due to the fact that KCEM, hCEM and ECEM
were very sensitive to the pixels selected to calculate the desired target signature d. Also
included in Figure 32 are the two corresponding anomaly detectors, CRD and Auto-AD
reproduced from Figure 17 which yielded the best match the TD maps of CEM and KCEM,
respectively by visual inspection. As long as the runway detection is concerned, Auto-AD
outperformed all the target detectors and anomaly detectors in the visual inspection even
Auto-AD did not use the runway signatures as target knowledge.

Figure 32. Detection maps of runway with 9 out of the 1467 pixels highlighted in yellow to calculate
the desired target signature for CEM.

As a summary, the Gulfport scene produced mixed results. It is a good dataset for
PSTD, but not AD where PSTD used a posteriori target knowledge obtained directly from
the data by visual inspection without prior knowledge. This is because the GT used for
the AD includes only three airplanes without a runway. According to the detection maps
in Figure 17, half of 12 test anomaly detectors, RXAD/CEMAD, CDA-RXAD/CEMAD
and EAS-RXAD/CEMAD, did not detect the runway but the other half, CRD, LRR, LSDM-
MoG, PTA, Auto-AD and RGAE did. So, if the provided GT does not include the runway,
EAS-RXAD/CEMAD were the best. On the other hand, if the GT includes the runway,
Auto-AD was clearly the only winner.
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4.4. Data Set of Type IV: Los Angeles Scene

In Section 3.5.4 the AD maps of the Los Angeles dataset in Figure 7a produced by
12 test anomaly detectors yielded two sets of completely different detection results shown
in Figures 26a and 27a. In this section, we investigated the PSTD on the Los Angeles scene
further by taking advantage of visual inspection to obtain target knowledge for target
detectors, CEM, KCEM, hCEM and ECEM. This scene has two sets of targets of interest,
small airplanes and large airplanes. Tables 12 and 13 tabulates the size of each target
specified by the number of pixels according to the GT in Figures 7a and 7b respectively.

Table 12. Pixel number of 4 large airplanes.

Index 1 2 3 4

No.(pixels) 26 23 28 22

Table 13. Pixel number of l3 small airplanes.

Index 1 2 3 4 5 6 7 8 9 10 11 12 13

No.
(pixels) 6 5 7 6 3 3 5 10 7 7 6 5 2

According to GT in Figure 7b align with our visual inspection, we selected 3× 3 center
pixels from each of large targets and a center pixel from each of small targets highlighted
in red shown in Figure 33a,b, respectively. Then, these selected red pixels obtained in
Figure 33a,b were averaged to generate the desired target signature d used for CEM in (27).

Figure 33. Red target pixels selected for Los Angeles scene to generate target information d.

Figure 34 shows the detection maps of 11 targets produced by CEM, KCEM, hCEM
and ECEM with d used as the desired target signature where 47 out of the 170 GT pixels
for small and large targets selected from Figure 33a,b were averaged to calculate d.

To compare AD, we examined the detection maps in Figure 34 and tried to identify the
best possible anomaly detectors that produced AD maps to best match the detection maps
produced by CEM, KCEM, hCEM and ECEM it turns out to be LSDM-MoG corresponding
to KCEM, EAS-CEMAD corresponding to hCEM, Auto-AD corresponding to ECEM along
with CEMAD corresponding to CEM. As we can see from Figure 34, PSTD using a posteriori
target information obtained by visual inspection performed much better than its corre-
sponding counterpart AD without using target knowledge. This is because PSTD knows
exactly what targets it intended to detect by using a posteriori target knowledge compared
to AD which detects all targets all at once as an anomaly detector without knowing any
target knowledge. Like Table 11, Table 14 tabulates the detection maps in Figure 34 using
the eight TD measures (47)–(51) where the best results for PSTD boldfaced by black. It is
very clear to show that KCEM was the best with four out of the eight qualitative measures,
while the ECEM was the worst in target detectability. In addition, the hCEM and ECEM
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also performed the best in BS. In order to make comparison with Table 8, Table 14 also
tabulates the eight AD measures produced by the CEMAD, LSDM-MoG, EAS-CEMAD and
Auto-AD in terms of the TD measures and running times where the best result for AD are
boldfaced by red. The quantitative comparison in Table 14 between the TD and AD shows
that the best target detector did better than its corresponding anomaly detector counterpart
across board with notable discrepancy except AUC(F,τ) which was only slightly worse
within 10−2 range.

Figure 34. TD maps produced by CEM, KCEM, hCEM and ECEM using d as the desired target
signature and AD maps produced by CEMAD, EAS-CEMAD, LSDM-MoG and Auto-AD.

Table 14. Comparison between the PSTD and AD with the AUC values and running times for the
Los Angeles Scene.

AD Method AUC(D,F) AUC(D,τ) AUC(F,τ) AUCTD AUCBS AUCTDBS AUCSNPR AUCODP Time

CEM 0.9825 0.2588 0.0847 1.2412 0.8978 0.1741 3.0558 1.1566 0.0200
CEMAD 0.9262 0.0621 0.0144 0.9883 0.9118 0.0478 4.3267 0.9739 1.3868
KCEM 0.9624 0.2386 0.0083 1.2010 0.9541 0.2303 28.7285 1.1927 139.10

LSDM-MoG 0.9122 0.1569 0.0710 1.0691 0.8412 0.0859 2.2093 0.9981 6.5033
hCEM 0.7056 0.2831 0.0098 0.9887 0.6957 0.2733 28.7881 0.9789 0.3632

EAS-CEMAD 0.7549 0.0688 0.0150 0.8237 0.7399 0.0538 4.5981 0.8087 1.5853
ECEM 0.8136 0.3132 0.1227 1.1268 0.6909 0.1905 2.5519 1.0041 7.5479

Auto-AD 0.8571 0.0204 0.0019 0.8775 0.8552 0.0185 10.9025 0.8756 30.016

From Figure 34, CEM detected nearly all the target pixels using d compared to its
corresponding anomaly detector counterpart, CEMAD without using d which weakly
detected the center pixels of the second large airplane. Also, Table 14 shows that there is
no comparison between the best target detector, KCEM, and the best anomaly detector,
LSDM-MoG. It is interesting to see that compared to hCEM, EAS-CEMAD performed
relatively well in detecting small targets including small airplanes, while missing a large
part of large targets. This is exactly what an anomaly detector is expected to do. Moreover,
the EAS-CEMAD also achieved reasonably good results in BS compared to hCEM and
ECEM. It is also worth noting that both hCEM and ECEM clearly detected the target pixels
used to generate target information, d with very good BS, whereas their corresponding
anomaly detector counterparts are (i) EAS-CEMAD, which performed well in BS but also
produced many falsely alarmed target pixels, and (ii) Auto-AD, which over-suppressed the
BKG at the expense of missing nearly all target pixels.
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5. Conclusions

Over the past few years, many AD methods have been developed in the literature and
their goodness and effectiveness have been justified by two key elements, datasets and
performance measures. Unfortunately, the issue of appropriateness of datasets used for AD
was first realized in [10] but was no further explored. As a matter of fact, such inappropriate
use of datasets is actually caused by their provided GTs which do not identify many
unknown objects as anomalies as demonstrated in Sections 3.5.3 and 3.5.4. Unfortunately,
this issue has never been investigated in the past. In addition, the conventional 2D ROC
curve used as an evaluation tool was also shown to be ineffective [16,18]. This paper
investigates these two issues by conducting a comprehensive analysis using extensive
experiments with seven popular datasets commonly used for AD. Specifically, the area
of 2D ROC curve of PD versus PF, AUC(D,F) used in the traditional 2D ROC analysis
was expanded to eight 3D ROC curve-derived AD measures which offer better and more
effective criteria to evaluate AD performance in terms of anomaly detectability and BS.
To further demonstrate the appropriateness of datasets used for AD, the experiments are
also included in the performance of a comparative analysis between PSTD, which uses a
posteriori target knowledge using visual inspection, and AD, which does use any target
knowledge. According to the conducted experiments, it turns out that most widely used
datasets for the evaluation of anomaly detectors in the literature are indeed not appropriate
for AD, but better for PSTD.

It should be also noted that the main goal of this paper is to provide evidence and to
further to show that datasets and performance measures are crucial to evaluate whether a
detector can be considered for use as an anomaly detector. To the authors’ best knowledge,
datasets used for experiments and detection measures used for performance evaluation
are two issues needed to be addressed in the current AD research society. This can be seen
in many works published in recent years. Unfortunately, very little has been conducted
for it. As for future research avenues resulting from this paper, three directions may be
worth investigating. One is how to distinguish PSTD from AD. As demonstrated in the
experiments conducted in this paper, many detectors claimed to be anomaly detectors are
indeed unsupervised a posteriori target detectors and are not really anomaly detectors. The
experiments also show that statistical-based detectors are more likely to incline to anomaly
detectors, while training sampling-based DL detectors to work more like unsupervised
a posteriori target detectors. It is worth exploring their differences. A second direction is
to investigate anomaly detectability and BS, which are completely different concepts that
can be addressed by PD and 1-PF used in 3D ROC analysis. A third one is how to make an
unsupervised a posteriori target detector a hyperspectral anomaly detector [72,73].
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