
Citation: Qiu, W.; Pan, Z.; Yang, J.

Few-Shot PolSAR Ship Detection

Based on Polarimetric Features

Selection and Improved Contrastive

Self-Supervised Learning. Remote

Sens. 2023, 15, 1874. https://

doi.org/10.3390/rs15071874

Academic Editor: Domenico Velotto

Received: 18 February 2023

Revised: 25 March 2023

Accepted: 28 March 2023

Published: 31 March 2023

Copyright: © 2023 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

remote sensing  

Article

Few-Shot PolSAR Ship Detection Based on Polarimetric
Features Selection and Improved Contrastive
Self-Supervised Learning
Weixing Qiu 1 , Zongxu Pan 2,3,4,* and Jianwei Yang 2,3,4

1 School of Electronics and Information Engineering, Beihang University, Beijing 100191, China
2 Aerospace Information Research Institute, Chinese Academy of Sciences, Beijing 100190, China
3 Key Laboratory of Technology in Geo-Spatial Information Processing and Application System,

Chinese Academy of Sciences, Beijing 100190, China
4 School of Electronic, Electrical and Communication Engineering, University of Chinese Academy of Sciences,

Beijing 101408, China
* Correspondence: zxpan@mail.ie.ac.cn

Abstract: Deep learning methods have been widely studied in the field of polarimetric synthetic
aperture radar (PolSAR) ship detection over the past few years. However, the backscattering of
manmade targets, including ships, is sensitive to the relative geometry between target orientation
and radar line of sight, which makes the diversity of polarimetric and spatial features of ships.
The diversity of scattering leads to a relative increase in the scarcity of PolSAR-labeled samples,
which are difficult to obtain. To solve the abovementioned issue and extract the polarimetric and
spatial features of PolSAR images better, this paper proposes a few-shot PolSAR ship detection
method based on the combination of constructed polarimetric input data selection and improved
contrastive self-supervised learning (CSSL) pre-training. Specifically, eight polarimetric feature
extraction methods are adopted to construct deep learning network input data with polarimetric
features. The backbone is pre-trained with un-labeled PolSAR input data through an improved CSSL
method without negative samples, which enhances the representation capability by the multi-scale
feature fusion module (MFFM) and implements a regularization strategy by the mix-up auxiliary
pathway (MUAP). The pre-trained backbone is applied to the downstream ship detection network;
only a few labeled samples are used for fine-tuning and the construction method of polarimetric
input data with the best detection effect is studied. The comparison and ablation experiment results
on the self-established PolSAR ship detection dataset verify the superiority of the proposed method,
especially in the case of few-shot learning.

Keywords: PolSAR ship detection; few-shot learning; contrastive learning; polarimetric features selection

1. Introduction

As a penetrating active sensor, synthetic aperture radar (SAR) is not limited by time or
weather conditions and plays an important role in remote sensing [1]. With the development
of sensor technology, SAR imaging mode has been expanded from single-polarization to
full-polarization with more available scattering information, and the previous study [2]
has proven that the utilization of polarimetric information can significantly improve the
performance of polarimetric SAR (PolSAR) target interpretation. Ship detection has been a
hot topic of research in SAR/PolSAR applications for many years. It helps to strengthen the
management of maritime traffic and has a good application prospect in both civilian and
military fields, such as safeguarding maritime rights and interests and improving maritime
early warning capabilities.

SAR/PolSAR ship detection approaches can be classified into statistical characteristic-
based, polarimetric feature-based, and spatial feature-based methods. The statistical

Remote Sens. 2023, 15, 1874. https://doi.org/10.3390/rs15071874 https://www.mdpi.com/journal/remotesensing

https://doi.org/10.3390/rs15071874
https://doi.org/10.3390/rs15071874
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/remotesensing
https://www.mdpi.com
https://orcid.org/0000-0002-4048-712X
https://orcid.org/0000-0002-5041-3300
https://orcid.org/0000-0001-5228-8462
https://doi.org/10.3390/rs15071874
https://www.mdpi.com/journal/remotesensing
https://www.mdpi.com/article/10.3390/rs15071874?type=check_update&version=2


Remote Sens. 2023, 15, 1874 2 of 26

characteristic-based method is based on the assumption that the sea background is rela-
tively dark to ship targets, therefore, ships can be detected by modeling the sea clutter
through statistical analysis and searching for outliers. The constant false alarm rate (CFAR)
and its variants [3] belong to this kind of method. Gao et al. [4–6] studied the statistical
modeling and parameter estimation of clutter for ship detection. Tao et al. [7] proposed
an adaptive truncation method to estimate the parameter of the statistical model, and
Liu et al. [8] extended it to PolSAR images. The polarimetric feature-based method dis-
tinguishes the ship from the sea clutter with the help of polarimetric features. Ringrose
et al. [9] applied the polarimetric features obtained by Cameron decomposition for ship
detection in the ocean. Touzi et al. [10] used the polarization entropy, eigenvalue and
average of scattering angles decomposed from the polarimetric covariance matrix to detect
ships. Chen et al. [11] proposed polarization cross-entropy and proved the effectiveness
of this feature in ship detection on AIRSAR data. Sugimoto et al. [12] utilized the decom-
position of the four-component model proposed by Yamaguchi for ship detection. Yang
et al. [13,14] proposed the generalized optimization of polarimetric contrast enhancement
(GOPCE) to detect ships. Gao et al. [15] combined polarization entropy and backscattered
energy to detect ships in PolSAR images, showing the advantages of feature fusion in the
energy domain and the polarization domain. Xu et al. [16] proposed a new parameter,
surface scanning randomness (SSR), to enhance the contrast between wake and sea. The
potential ship wakes can be extracted through the digital axoids transform of SSR, and the
ships are detected indirectly by detecting ship wakes. The spatial feature-based method
uses artificially designed or automatically learned features extracted in the spatial domain
for discriminating ships from sea clutter. Early traditional methods rely on features and
detectors designed by experts. Kaplan et al. [17] proposed an extended fractal feature that
is sensitive to the target scale and can achieve fast detection. Grandi et al. [18] used the
wavelet features for detecting targets in PolSAR images, which explained the dependence
of texture measurement on the polarization state. In addition, deep learning is also a
method based on spatial features.

At present, deep learning has become the mainstream method in ship detection for its
excellent spatial feature extraction ability. Li et al. [19] used the Faster R-CNN architecture,
and Lin et al. [20] improved the performance of SAR ship detection by using the squeeze
and excitation mechanisms. Wang et al. [21] applied a single-shot multi-box detector
(SSD) to target detection in SAR images and boosted the detection precision with data
augmentation and transfer learning. Zhang et al. [22] proposed a high-speed SAR ship
detection approach by improving you only look once version 3 (YOLOv3) and realized
fast detection on a public SAR ship detection dataset (SSDD) by simplifying the network
structure. Zhu et al. [23] took fully convolutional one-stage object detection (FCOS) as the
baseline and re-designed its feature extraction, classification and regression to detect dim
and small ships in large-scale SAR images with higher accuracy. Similarly, they introduced
the adaptive training sample selection (ATSS) version of FCOS (FCOS and ATSS) as the
baseline and improved it for ship detection in SAR images [24]. Most of the current deep
learning-based SAR ship detection research focuses on single-polarization SAR images,
which mainly extract the spatial features of SAR ships. However, the studies with regard
to deep learning-based ship detection in PolSAR images are few, and the polarimetric
features are also not well utilized in these studies. In summary, it is meaningful to explore
a PolSAR ship detection method utilizing neural networks to process the polarimetric
feature, and which kind of polarimetric feature is more suitable for the network is also
worth investigating. How to better extract polarimetric and spatial features in the process
of PolSAR ship detection based on deep learning is an urgent problem to be solved, and so
this paper aims to put forward a PolSAR ship detection method by better making use of
the polarimetric and spatial information.

Another issue that needs to be addressed for PolSAR ship detection based on deep
learning is the few-shot problem because of the scarce data. The acquisition of labeled
PolSAR ship is not as simple as that of natural images, and the following characteristics
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of PolSAR targets exacerbate the issue. The scattering characteristic of a PolSAR target
is sensitive to the relative geometric relation between target orientation and radar line of
sight [25,26]. For the same target, when its orientation relative to the radar line of sight is
different, its polarimetric features could be significantly different. For different targets, they
may also exhibit very similar polarimetric scattering features under specific orientations.
The same issue occurs for the spatial features. To sum up, the scattering diversity of PolSAR
targets presents a great challenge for target detection in PolSAR images, especially when
there are only a few training samples, since it is extremely hard to learn the effective
discriminating features with quite limited samples for the data-driven method. What is
more, azimuth ambiguity, reef influence, and high sea conditions also increase the difficulty
of PolSAR ship detection with only a few labeled training samples, since the model is
prone to overfit the training data and thus lacks generalization ability to the un-seen data.
Under the few-shot case, interference objects such as offshore drilling platforms, reefs,
lighthouses, buoys, etc. are probably wrongly recognized as ships, and some ships could go
un-detected due to the complex background. Few-shot learning in SAR target interpretation
has attracted lots of attention. Rostami et al. [27,28] borrowed the knowledge from the
panchromatic remote sensing image classification task to the SAR image classification task
through transfer learning to mitigate the few-shot issue of SAR data, and the distribution
difference of features in the panchromatic domain and the SAR domain is minimized
through domain adaptation. Wang et al. [29] used a hybrid inference network combining
inductive inference and transductive inference to predict the class of the feature space
mapped by the embedded network, and completed the classification of few-shot SAR
images by enhancing the interclass separability in the embedding space with a novel loss
function named enhanced hybrid loss. Fu et al. [30] proposed a meta-learning framework
consisting of a meta-learner and a basic learner that can learn a good initialization as well
as a proper update strategy and implement fast adaptation with a few training images on
new tasks after training. Each of the aforementioned few-shot learning methods presents
certain limitations. Transfer learning typically involves a more intricate design process,
necessitating the meticulous selection of transfer schemes that are specifically tailored to
the particular problem at hand [31]. The transductive inference method is challenging
to integrate into various target detection frameworks, and the meta-learning approach
relies on a sequence of similar tasks. Therefore, it is imperative to explore alternative
approaches to mitigate these shortcomings. Recently, contrastive self-supervised learning
(CSSL) has achieved impressive results for few-shot learning in the field of computer
vision, which learns general representations from massive un-labeled data, and can be
used in downstream tasks with only a few samples to finetune the pre-trained model.
The basic principle of CSSL is to learn the underlying image representations by grouping
similar samples (positive pairs) together and pushing diverse samples (negative pairs)
away from each other. The representative methods include MOCO [32] and SimCLR [33].
There are other kinds of CSSL methods that only make use of positive pairs, such as
BYOL [34] and SimSiam [35]. The reason for taking out negative pairs is that the samples
in a negative pair could be very similar, making the training model hard to converge.
Another advantage of the CSSL method without negative pairs is its training efficiency.
By only processing the positive pairs, many resource consumptions can be saved. The
research on the application of CSSL in remote sensing is at an elementary stage [36], and
most current studies are conducted for classification tasks. Similarly, Zhang et al. [37]
proposed a PolSAR-tailored contrastive learning network (PCLNet), which learns useful
representations from un-labeled PolSAR data through an un-supervised pre-training phase.
The acquired representations are transferred to the downstream task to achieve few-shot
PolSAR classification. Yang et al. [38] proposed a coarse-to-fine CSSL framework, which
made the global and local features learned respectively through the pre-training of two
stages and realized the land-cover classification in SAR images with limited labeled data.
How to apply CSSL on the PolSAR ship detection task for coping with the few-shot issue
needs to be investigated, and this is another purpose of this study.
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In this paper, we propose a few-shot PolSAR ship detection method based on po-
larimetric feature selection and improved contrastive self-supervised learning. Firstly,
eight polarimetric features obtained via various polarization decompositions, polarimetric
coherence, and speckle filtering are taken into consideration to serve as the input of the
network. Then, taking SimSiam as the baseline, an improved CSSL method with a multi-
scale feature fusion module (MFFM) and mix-up auxiliary pathway (MUAP) is proposed to
learn the effective representation of PolSAR data. Specifically speaking, MFFM is proposed
to replace the common convolution layer in the residual block. The input feature map
of MFFM is divided into several groups along the channel dimension. These groups are
individually passed through dilated convolution layers with various dilation rates, so
multi-scale feature maps can be obtained by the above-mentioned process. The multi-scale
feature maps are merged through the concatenation operation along the channel dimension
to get the output feature map of MFFM. MFFM can enhance the representation ability of
the network by merging multi-scale features and enlarging the receptive field through a
dilated convolution operation. MUAP takes the linear combination of the two inputs of the
vanilla CSSL as its input and encourages the model to behave linearly in-between training
samples. MUAP enriches the diversity of the input and promotes the robustness of the
representations learned by CSSL. Finally, the model pre-trained from the improved CSSL
is taken as the feature extractor of the Faster R-CNN detector and finetuned with a few
PolSAR ships. The main contributions of this paper are summarized as follows:

(1) To our best knowledge, this is the first study introducing self-supervised learning into
PolSAR ship detection. An obvious performance gain is achieved by CSSL, especially
when the training samples are few.

(2) We propose an improved CSSL method with two new modules. The multi-scale
feature fusion module enhances the representation capability via multi-scale feature
fusion, and the mix-up auxiliary pathway improves the robustness of the features
through a mix-up regularization strategy.

(3) Eight various polarimetric features are extracted by different polarization decompo-
sition, polarimetric coherence, and speckle filtering, and the effect of them with the
proposed improved CSSL method is compared to explore which polarimetric feature
is more suitable to our contrastive learning framework.

(4) Comprehensive experiments are conducted to validate the effectiveness of the pro-
posed method, and the results indicate that our method achieves state-of-the-art
PolSAR ship detection performance in comparison with recent studies, especially
under the few-shot situation. In addition, our method also mitigates the shortcomings
of other few-shot learning methods.

The remainder of this paper is organized as follows: The proposed method is detailed
in Section 2, followed by experimental results in Section 3. Some discussions are presented
in Section 4, and Section 5 concludes the paper.

2. Methods

In this paper, a few-shot PolSAR ship detection method based on polarimetric feature
selection and improved contrastive self-supervised learning is proposed. The overall archi-
tecture of this method is given in Figure 1. Firstly, polarimetric features are extracted from
the input PolSAR image, and the details will be presented in Section 2.1. The effect of eight
different kinds of polarimetric features obtained via various polarization decomposition,
polarimetric coherence, and speckle filtering is investigated in the experiment parts and
sheds light on how to select the polarimetric feature for the PolSAR ship detection task.
Secondly, the above polarimetric features obtained by different types of polarization de-
composition algorithms are fed to an improved CSSL network in the form of multi-channel
images, respectively, and we use this method to pre-train the superior feature extraction
backbone network. The improved CSSL network consists of two branches: the contrastive
branch and the mixed branch. The contrastive branch is based on the SimSiam network [35],
which is composed of two encoders and a predictor. For better feature extraction, we de-
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signed a multi-scale feature fusion module (MFFM) to optimize the backbone of the encoder
(e.g., ResNet [39]). To go further, we proposed the mixed branch, which is called mix-up
auxiliary pathway (MUAP) here and is built up as a regularization term. The two branches
of the network share the weights. As a result of these operations, the backbone network’s
ability to learn polarimetric and spatial features has been enhanced. All details will be
discussed at length in Section 2.2. Finally, the feature extraction backbone pre-trained by
the improved CSSL method is applied to the deep learning ship detection network (Faster
R-CNN [40]). We then fine-tuned the detection network using only a few labeled ship
samples and found that the network achieved excellent ship detection results. This part
will be discussed thoroughly in Section 2.3.

Remote Sens. 2023, 15, x FOR PEER REVIEW 5 of 26 
 

 

tion task. Secondly, the above polarimetric features obtained by different types of polari-
zation decomposition algorithms are fed to an improved CSSL network in the form of 
multi-channel images, respectively, and we use this method to pre-train the superior fea-
ture extraction backbone network. The improved CSSL network consists of two branches: 
the contrastive branch and the mixed branch. The contrastive branch is based on the Sim-
Siam network [35], which is composed of two encoders and a predictor. For better feature 
extraction, we designed a multi-scale feature fusion module (MFFM) to optimize the back-
bone of the encoder (e.g., ResNet [39]). To go further, we proposed the mixed branch, 
which is called mix-up auxiliary pathway (MUAP) here and is built up as a regularization 
term. The two branches of the network share the weights. As a result of these operations, 
the backbone network’s ability to learn polarimetric and spatial features has been en-
hanced. All details will be discussed at length in Section 2.2. Finally, the feature extraction 
backbone pre-trained by the improved CSSL method is applied to the deep learning ship 
detection network (Faster R-CNN [40]). We then fine-tuned the detection network using 
only a few labeled ship samples and found that the network achieved excellent ship de-
tection results. This part will be discussed thoroughly in Section 2.3.  

 
Figure 1. Overall framework of the proposed method. 

2.1. Input Data Construction by Polarimetric Feature Extraction 
PolSAR can obtain fully polarimetric information about the target by sending and 

receiving electromagnetic waves with orthogonal polarization states. By modeling and 
analyzing the electromagnetic scattering characteristics of the target, various physical pa-
rameters of the target can be more accurately retrieved. In this paper, we constructed the 
data with various practical physical meanings through polarization decomposition, po-
larimetric coherence and speckle filtering methods, and then fed these data to the subse-
quent ship detection network. The eight polarimetric feature extraction methods that we 
use in the construction of the input data phase are Pauli decomposition [41], Cloude de-
composition [42], Freeman decomposition [43], Yamaguchi decomposition [44], Cui de-
composition [45], polarimetric coherence [46], Refined Lee filter [47] and Adaptive filter 
[48]. The details of these polarimetric feature extraction methods are described as follows. 

2.1.1. Polarization Decomposition 
Polarization decomposition theory has been developed continuously in recent years, 

which is an effective tool to interpret the target scattering mechanism. It decomposes the 
scattering matrix or covariance matrix into a combination of basic components according 
to different physical scattering types and can be effectively applied to ship detection in 

Figure 1. Overall framework of the proposed method.

2.1. Input Data Construction by Polarimetric Feature Extraction

PolSAR can obtain fully polarimetric information about the target by sending and
receiving electromagnetic waves with orthogonal polarization states. By modeling and
analyzing the electromagnetic scattering characteristics of the target, various physical
parameters of the target can be more accurately retrieved. In this paper, we constructed
the data with various practical physical meanings through polarization decomposition,
polarimetric coherence and speckle filtering methods, and then fed these data to the
subsequent ship detection network. The eight polarimetric feature extraction methods
that we use in the construction of the input data phase are Pauli decomposition [41],
Cloude decomposition [42], Freeman decomposition [43], Yamaguchi decomposition [44],
Cui decomposition [45], polarimetric coherence [46], Refined Lee filter [47] and Adaptive
filter [48]. The details of these polarimetric feature extraction methods are described
as follows.

2.1.1. Polarization Decomposition

Polarization decomposition theory has been developed continuously in recent years,
which is an effective tool to interpret the target scattering mechanism. It decomposes the
scattering matrix or covariance matrix into a combination of basic components according to
different physical scattering types and can be effectively applied to ship detection in PolSAR
images [49]. Polarization decomposition can be divided into coherent decomposition and
incoherent decomposition.

Coherent decomposition is based on the polarimetric scattering matrix. As a rep-
resentative method of coherent decomposition, the Pauli decomposition [41] method is
adopted as one of the input data construction methods. Pauli decomposition represents
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the polarimetric scattering matrix S as the weighted sum of Pauli-basis. The S matrix is
represented as:

S =

[
SHH SHV
SVH SVV

]
= a[Sa] + b[Sb] + c[Sc] + d[Sd], (1)

where a, b, c and d are complex values, representing the weight of each basic scattering
matrix. From the scattering vector k under Pauli-basis, which becomes:

k =
1√
2

[
SHH + SVV SHH − SVV SHV + SVH i(SHV − SVH)

]T , (2)

where (·)T means the transpose. It can be obtained that the calculation method of a, b, c,
d as:

a = 1√
2
(SHH + SVV), b = 1√

2
(SHH − SVV)

c = 1√
2
(SHV + SVH), d = 1√

2
(i(SVH − SHV))

. (3)

|a|2, |b|2 and |c|2 can respectively construct single channel input data with polarimetric
features. |a|2 represents odd-bounce scattering energy, |b|2 represents 0◦ dihedral angle
scattering energy, and |c|2 represents 45◦ dihedral angle scattering energy.

Incoherent decomposition is based on the polarimetric coherence matrix and the
polarimetric covariance matrix, which includes polarimetric target decomposition based
on eigenvalues and polarimetric target decomposition based on scattering models. The
former refers to the eigenvalue decomposition of the polarimetric coherence matrix, and its
eigenvalues and eigenvectors represent various physical meanings. As a representative
method of eigenvalue decomposition, Cloude decomposition [42] is adopted to construct
input data, and its expression is:

T =
3

∑
i=1

λiuiuH
i , (4)

where λi is the eigenvalue of the polarimetric coherence matrix T, ui is the eigenvector of T.
ui can be written as:

ui = [cos αi sin αi cos βiejδi sin αi cos βiejγi ]
T

, (5)

where angle αi represents the scattering type of the target, 0 ≤ αi ≤ 90◦. Angle βi represents
the orientation angle of the target, −180◦ ≤ βi ≤ 180◦. Angles δi and γi represent the phase
angle of the target. T can be obtained by:

T =
〈

kpkH
p

〉
=

T11 T12 T13
T21 T22 T23
T31 T32 T33

, (6)

where kp is Pauli scattering vector, the superscript H represents the conjugate transpose
operation, and 〈·〉means multi-look average processing. kp is represented as:

kp =
1√
2

[
SHH + SVV SHH − SVV 2SHV

]
. (7)

The derived polarimetric features include the polarization entropy H, the average of
scattering angles α, and the Polarization anti-entropy A. H can be formulated as:

H = −
3

∑
i=1

pi log3(pi), pi =
λi

3
∑

k=1
λk

. (8)
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H describes the statistical randomness of different scatterers in a pixel, and ranges
from 0 to 1. α is represented as:

α =
3

∑
i=1

piαi, (9)

when α→ 0 , it corresponds to the surface scattering mechanism; when α→ π
4 , it cor-

responds to the volume scattering mechanism; and when α→ π
2 , it corresponds to the

double bounce scattering mechanism. A can be written as:

A =
λ2 − λ3

λ2 + λ3
, λ1 ≥ λ2 ≥ λ3 > 0, (10)

A mainly investigates the relative size between two smaller eigenvalue parameters. In
addition, we add scattering power SPAN on the basis of Cloude decomposition to construct
input data, which is defined as:

SPAN = |SHH |2 + |SHV |2 + |SVH |2 + |SVV |2. (11)

Polarization decomposition based on scattering models aims to decompose the scat-
tering mechanism of the target into a combination of basic scattering components such as
double-bounce scattering, surface scattering, volume scattering and helix scattering. The
scattering mechanism of the target is interpreted by analyzing the energy and other pa-
rameters of the basic scattering components. Freeman decomposition [43] and Yamaguchi
decomposition [44] are adopted as polarization decompositions based on scattering models
to construct input data. Freeman decomposition decomposes the polarimetric covariance
matrix into surface scattering, double-bounce scattering, and volume scattering, which can
be formulated as:

C = fsCs + fdCd + fvCv, (12)

where Cs, Cd and Cv denote the surface scattering model, the double-bounce scattering
model, and the volume scattering model, respectively, and fs, fd, fv are the corresponding
model coefficients. The polarimetric covariance matrix C can be obtained by:

C =


〈
|SHH |2

〉 √
2
〈
SHHS∗HV

〉 〈
SHHS∗VV

〉
√

2〈SHVS∗HH〉 2
〈
|SHV |2

〉 √
2
〈
SHVS∗VV

〉
〈SVVS∗HH〉

√
2
〈
SVVS∗HV

〉 〈
|SVV |2

〉
. (13)

The three scattering models can be expressed as follows:

Cs =

|β|2 0 β
0 0 0
β∗ 0 1

, Cd =

|α|2 0 α
0 0 0
α∗ 0 1

, Cv =

 1 0 1/3
0 2/3 0

1/3 0 1

, (14)

where α is a complex number and β is a real number. Substitute Equation (14) into Equa-
tion (12) to obtain that: 〈

|SHH |2
〉
= fs|β|2 + fd|α|2 + fv〈

|SVV |2
〉
= fs + fd + fv〈

SHHS∗VV
〉
= fsβ + fdα + fv/3〈

|SHV |2
〉
= fv/3

, (15)
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and this model gives us four equations with five un-known parameters. Freeman made
assumptions about α and β. If Re

{〈
SHHS∗VV

〉}
is positive, fix α = −1. If Re

{〈
SHHS∗VV

〉}
is negative, fix β = 1. Then, the contribution of each scattering mechanism to the SPAN are:

Ps = fs

(
1 + |β|2

)
Pd = fd

(
1 + |α|2

)
Pv = 8 fv/3

, (16)

where Ps, Pd and Pv denote the scattering power of the surface scattering model, the
double-bounce scattering model, and the volume scattering model, respectively.

Yamaguchi decomposition extends Freeman decomposition and adds the helix scat-
tering component. Cui decomposition [45] is a hybrid decomposition method based on
both eigenvalues and scattering models, which is also adopted to construct input data.
This method makes the polarimetric coherence matrix T completely decomposed into three
components contributed by volume scattering and two single scatterers. Under this scheme,
solving for the volumetric scattering power amounts to a generalized eigendecomposition
problem, and the nonnegative power constraint uniquely determines the minimum eigen-
value as the volume scattering power. Furthermore, both eigendecomposition and model
fitting can discriminate the remaining components.

2.1.2. Polarimetric Coherence

The coherence values between different polarization channels in PolSAR data contain
rich target information [46]. For two polarization channels SHH and SHV , the polarimetric
coherence can be written as:

R = 〈SHHS∗HV〉, (17)

where S∗HV is the conjugate of SHV , 〈·〉 means multi-look average processing, and R is
generally a complex number. In order to make the coherence between different objects
comparative, we normalize R by the magnitude to obtain the normalized coherence ρ. For
example, the normalized coherence ρHHHV between SHH and SHV is defined as:

ρHHHV =

∣∣〈SHHS∗HV
〉∣∣√〈

|SHH |2
〉〈
|SHV |2

〉 . (18)

Other normalized coherences are similarly defined.

2.1.3. Speckle Filtering

When the coherent electromagnetic waves emitted by PolSAR irradiate the surface
of an object, if the echo phases are consistent, then a strong signal is received; if the echo
phases are inconsistent, then a weak signal is received. Therefore, the echo will have a large
random fluctuation, resulting in many similar granular spots on the image, which is called
a speckle noise [50]. Speckle noise is an inherent defect of all imaging systems based on
the principle of coherence, such as SAR, sonar, laser, etc. It is a system noise and cannot
be avoided. Through speckle filtering, the spatial features of the target can be improved,
but in general, the polarimetric features will suffer a certain loss after the filtering. In this
paper, based on Pauli decomposition, the input data are constructed by the Refined Lee
filter [47] and the Adaptive filter [48], respectively.

The Refined Lee filter uses edge-aligned non-square windows and minimum mean
square error filtering. A group of edge detection templates is used to find homogeneous
regions, and Lee filtering is performed in this region. Refined Lee filter can preserve the
texture features of edges, but since it uses the span value to determine homogeneous regions,
which does not contain sufficient pixel scattering information, the dominant scattering
mechanism of each pixel is not maintained by the Refined Lee filter. The Adaptive filter is an
adaptive speckle filtering method based on line edge detector and polarization homogeneity
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measurement. Small, non-square windows are selected for heterogeneous areas to maintain
details, and large square windows are selected for homogeneous areas to filter speckle
noise as much as possible.

2.2. Pre-Training of Feature Extraction Network Based on Improved Contrastive Learning

In order to enhance the feature extraction ability of the backbone and make the Faster R-
CNN network have better generalization ability in the few-shot PolSAR ship detection task,
an improved CSSL method based on SimSiam [35] is proposed to pre-train the backbone.
The backbone plays an important role in feature extraction, and various networks can be
adopted as the backbone. In this paper, the ResNet [39] serves as the backbone network
to extract image representation vectors. We introduce atrous convolution [51] to build
a multi-scale feature fusion module (MFFM), which optimizes the backbone so that the
backbone has multi-scale feature extraction capability for ship targets of different sizes.
The architecture of MFFM will be designed in Section 2.2.1. As shown in Figure 2, the
proposed pre-training network consists of two branches. One is the contrastive branch,
which will be detailed in Section 2.2.2. The other is the mix branch, which is referred to as
the mix-up auxiliary pathway (MUAP), which has the same composition and parameters
as the contrastive branch. MUAP will be described in Section 2.2.3. The final total loss of
the whole network is the weighted sum of the contrastive branch loss and the mix branch
loss, which is written as:

L f inal = µLcon + (1− µ)Lmix. (19)
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2.2.1. Multi-Scale Feature Fusion Module

The structure of the MFFM is shown in Figure 3. Specifically, the last residual unit
module at the end of the backbone is modified as a MFFM which contains two 1 × 1
convolutional layers and an atrous convolution block, and it is similar to the bottleneck
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block of the ResNet. Two 1 × 1 convolutional layers are used for compression and recovery
of feature dimensions, respectively. The atrous convolution block consists of three atrous
convolution layers with different atrous rates R1 = 1, R2 = 2, and R3 = 3 and the same
kernel size 3 × 3. The diversity of the atrous rate can ensure multi-scale feature extraction
ability, and the choice of three is due to the corresponding constraint relationship between
the expanded receptive field and the size of the feature map. Then, after each atrous
convolution layer, the batch normalization layer is tightly added, followed by the ReLU
layer to ensure the nonlinear mapping of the network. The sum function is adopted for
fusing all branches, and the original feature map is merged into the final representation
through the residual connection.
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2.2.2. Contrastive Learning Framework

For the contrastive branch, two randomly augmented views, x1 and x2, from the un-
labeled sample x of the constructed multi-channel images containing polarimetric features
are used as the input. The image augmentation methods include amplitude distortion
(brightness and contrast), Gaussian blur, and rotation. These two views are processed by
an encoder network f to get z1 and z2. The encoder f shares weights between the two
views. In order to map the output of the encoder to the space of measuring distance, z1 is
output to p1 through a prediction multi-layer perceptron (MLP) head [34].The prediction
head, denoted as h, transforms the output of one view and matches it with the other view.
Denoting the two output vectors as p1 = h( f (x1)) and z2 = f (x2), we minimize their
negative cosine similarity D as:

D(p1, z2) = −
p1

‖p1‖2
· z2

‖z2‖2
, (20)

where ‖·‖2 is `2-norm. After exchanging and separately feeding the two randomly aug-
mented views x2 and x1 to get p2 and z1, following [34], a symmetrized loss is defined
as:

L =
1
2

D(p1, z2) +
1
2

D(p2, z1). (21)

The above equation gives the loss of one image, and the total loss is averaged over all
samples.
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A crucial operation for the framework is the stop-gradient operation (Figure 2), conse-
quently the first term of the above loss should be modified as:

D(p1, stopgrad(z2)). (22)

In this term, z2 is treated as a constant and the gradient does not flow back to the
encoder network. The final loss function of contrastive branch is re-written as:

Lcon =
1
2

D(p1, stopgrad(z2)) +
1
2

D(p2, stopgrad(z1)). (23)

The encoder network on x2 receives gradients from p1 and no gradients from z2 in the
first term, but it receives gradients from p2 and no gradients from z1 in the second term
(and vice versa for x1).

2.2.3. Mix-Up Auxiliary Pathway

For the mix branch, a linear mixed view xm of the augmented views x1 and x2 is used
as the input. Mix-up [52], as a method of data enhancement, is an effective regularization
strategy, which improves the generalization ability of the model. xm is defined as:

xm = λx1 + (1− λ)x2, (24)

where λ ∼ Beta(α, α) is a mixing coefficient sampled from the beta distribution. The mixed
view xm is fed to the mix branch which is referred to as the mix-up auxiliary pathway
(MUAP), and MUAP takes the same composition and parameters as the contrastive branch.
This process makes the model as close to the linear function as possible and enriches the
latent representation in pre-training network [53].

Through the mix branch, an output feature vector pm = h( f (xm)) is obtained. In order
to contrast the most discriminate representation, we introduce another feature vector zm
which is obtained by computing the element-wise maximum among z1 and z2, which is
formulated as:

zr =
[
z1

r , · · · , zn
r

]
=
[
max

(
z1

1, z1
2

)
, · · · , max(zn

1 , zn
2 )
]
. (25)

The loss of the mix branch is calculated by:

Lmix = D(pm, stopgrad(zr)). (26)

2.3. Few-Shot PolSAR Ship Detection

The classic Faster R-CNN [40] is applied as the ship detector, which uses region
proposal network (RPN) to generate multiple regions that may contain targets, and then
classifies and regresses each region. The pre-trained feature extraction backbone by the
proposed improved CSSL method is plugged into Faster R-CNN instead of training from
scratch. Only a few labeled ship samples are used to fine tune the Faster R-CNN network
and few-shot PolSAR ship detection task is realized through this scheme.

Figure 4 illustrates the detection pipeline. The input PolSAR ship image is firstly
fed into the pre-trained backbone to extract the feature maps. Then, the region proposal
network (RPN) of Faster R-CNN is responsible for generating multiple regions that may
contain targets. Next, for each candidate region (also called as anchor), the network will
compute the loss for training and output whether it contains a target, and the target’s
refined location during the inference stage.



Remote Sens. 2023, 15, 1874 12 of 26Remote Sens. 2023, 15, x FOR PEER REVIEW 13 of 26 
 

 

 
Figure 4. Few-shot PolSAR ship detection framework based on Faster R-CNN. 

The RPN loss function is defined as: 

{ } { }( ) ( ) ( )* * *1 1
i i cls i i i reg i i

i icls reg

L p t L p p p L t t
N N

λ= + , , , , (27) 

where clsL  is the classification loss which is used to classify whether candidate regions 
belong to targets or backgrounds, and regL  denotes the regression loss which is used to 

refine the locations of targets. The regL  is written as: 

( )
{ }

* *
1

, , ,

2

1

( )

0.5         1
( )

0.5      

reg i i i i
i x y w h

L t t SmoothL t t

x if x
SmoothL x

x otherwise

∈

= −

 <=  −

,

. (28) 

1. The meaning of parameters in the above two equations are given as follows: 

• ip  represents the probability of the i th anchor of the network prediction is a target, 
and *

ip  represents the corresponding ground truth; 

• it  represents the offset of the prediction box, and *
it  represents the corresponding 

ground truth; 
• clsN  is the size of mini-batch, regN  is the number of anchors, and λ  is used to 

balance the two losses. 
2. The parameters of anchor regression are defined as follows: 

,   ,   log ,   loga a
x y w h

a a a a

x x y y w ht t t t
w h w h

   − −= = = =   
   

, (29) 

where ax , ay , aw  and ah  are the coordinates of the anchor’s center point, width and 

height, and xt , yt , wt  and ht  are the offsets predicted by the regression. The modified 
anchor coordinates are calculated by the above equation. 

3. Experimental Results 
In this section, comprehensive experiments are conducted to validate the effective-

ness of the proposed method. Specifically speaking, (1) the effect of input data with po-
larimetric features constructed by different type of polarimetric feature extraction algo-
rithms are explored, (2) the soundness of the proposed improved CSSL method will be 
validated by comparing the detection performance of the network with the pre-trained 
backbone and the network trained from scratch, and (3) the impact of the structure of 
backbone on the detection accuracy is also discussed. 

Figure 4. Few-shot PolSAR ship detection framework based on Faster R-CNN.

The RPN loss function is defined as:

L({pi}, {ti}) =
1

Ncls
∑

i
Lcls(pi, p∗i ) + λ

1
Nreg

∑
i

p∗i Lreg(ti, t∗i ), (27)

where Lcls is the classification loss which is used to classify whether candidate regions
belong to targets or backgrounds, and Lreg denotes the regression loss which is used to
refine the locations of targets. The Lreg is written as:

Lreg
(
ti, t∗i

)
= ∑

i∈{x,y,w,h}
SmoothL1(ti − t∗i )

SmoothL1(x) =

{
0.5x2 i f |x| < 1
|x| − 0.5 otherwise

. (28)

1. The meaning of parameters in the above two equations are given as follows:

• pi represents the probability of the ith anchor of the network prediction is a target, and
p∗i represents the corresponding ground truth;

• ti represents the offset of the prediction box, and t∗i represents the corresponding
ground truth;

• Ncls is the size of mini-batch, Nreg is the number of anchors, and λ is used to balance
the two losses.

2. The parameters of anchor regression are defined as follows:

tx =
x− xa

wa
, ty =

y− ya

ha
, tw = log

(
w
wa

)
, th = log

(
h
ha

)
, (29)

where xa, ya, wa and ha are the coordinates of the anchor’s center point, width and
height, and tx, ty, tw and th are the offsets predicted by the regression. The modified
anchor coordinates are calculated by the above equation.

3. Experimental Results

In this section, comprehensive experiments are conducted to validate the effectiveness
of the proposed method. Specifically speaking, (1) the effect of input data with polarimetric
features constructed by different type of polarimetric feature extraction algorithms are
explored, (2) the soundness of the proposed improved CSSL method will be validated by
comparing the detection performance of the network with the pre-trained backbone and
the network trained from scratch, and (3) the impact of the structure of backbone on the
detection accuracy is also discussed.

3.1. Data Description

We use 26 fully PolSAR images from Chinese GF-3 satellite at different locations
for experiments, of which 8 PolSAR images are used for the backbone pre-training and
18 PolSAR images are used for the ship detection network training and detection. GF-3
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satellite is one of the civilian space-borne SAR systems with 12 imaging modes, such as
stripmap, spotlight, scanSAR and so on, and the resolution can reach up to 1 m [54]. The
used 26 fully PolSAR images are obtained by the imaging mode of QPSI, and has the spatial
resolution of 8 m and the observation swath of 30 km. The product level is L1A, which
provides the complex data of images with HH, HV, VH and VV polarizations.

The experiment includes backbone pre-training based on the improved CSSL mthod
and fine-tuning based on Faster R-CNN target detection network.

In the improved CSSL pre-training stage, eight GF-3 PolSAR images containing mul-
tiple scenes (ocean, port, hill, city, etc.) are selected for making self-supervised PolSAR
datasets to train the feature extraction backbone network. These 8 GF-3 PolSAR images
range from 3891 pixels to 7834 pixels in width and 5938 pixels to 8072 pixels in height. In
order to make full use of the input images with various polarimetric features, according to
the 8 polarimetric feature extraction methods, the channel superposition method is used to
fuse the images extracted by each method, and a total of 8 × 8 fused images are obtained
where 8 is the number of original PolSAR images. Then we cut the 8 original images
into small images which are 40 pixels by 40 pixels. After the cutting operation, a total of
225,313 un-labeled PolSAR small size images are obtained by each polarimetric feature
extraction method. These images form the un-supervised PolSAR dataset and are used to
pre-train the feature extraction backbone network by the improved CSSL method.

In the Faster R-CNN network training stage, 18 PolSAR images with ships in open sea,
nearshore and in harbor scenario near the area of Shanghai and Hong Kong are taken to
construct the training and the test datasets for ship detection. The datasets also adopts the
channel superposition method to obtain 8 × 18 fused images with 8 polarimetric feature
extraction methods on the 18 original PolSAR images, and the fused images are cut into
multiple 512 pixels × 512 pixels small size images. Furthermore, in order to reduce the
useless information in the dataset and improve the learning effect, small size images are
filtered based on whether they contain complete ship targets. Then, each polarimetric
feature extraction method obtained 283 labeled small size images containing ship targets.
Among them, 198 images (70% of the total number of images) are set as the training set
and 89 images (30% of the total number of images) are set as the test set. The open source
annotation tool Labelme is used for labeling the ships in the COCO format.

One labeled image is shown in Figure 5a, and Figure 5b–d gives the three local close-
ups. Figure 5b shows a patch containing a labeled ship. Figure 5c,d illustrates two patches
containing an island and an azimuth ambiguity respectively, which are similar with ships
and thus are prone to form false alarms, indicating the challenge of the task.
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3.2. Experimental Setup and Evaluation Index

We implement the proposed algorithm through python 3.6 and the open-source deep
learning library PyTorch 1.9.0, and execute it on a 64-bit Ubuntu 20.04 workstation with
12 GB memory GeForce RTX3060 GPU. In the improved CSSL pre-training stage, the SGD
method is used to train 20 epochs for the proposed network. The batch size is set as 32,
the initial learning rate is set as 0.002, and the momentum and weight decay are set as
0.9 and 0.0005, respectively. The argument α for the mixed coefficient resulting from the
beta distribution is set as 1.0, µ in the final loss is set as 0.5. In the Faster R-CNN network
training stage, the SGD method is used to train 20 epochs for the Faster R-CNN network.
The batch size is set as 8, the initial learning rate is set as 0.005, and the momentum and
weight decay are set as 0.9 and 0.0005, respectively. In the first five epochs of training,
we freeze the feature extraction network weights, then train the RPN network and the
detection network. In the subsequent 15 epochs of training, we un-freeze the feature
extraction network weights, and train all network parameters at the same time.

The evaluation indicator is the standard to measure the training effect of the model.
In the process of our model’s training and testing, accuracy, precision, recall, and mean
average precision (mAP) are mainly selected as the evaluation indicators. The combination
of sample real class and model prediction class is divided into four cases: true positive,
false positive, true negative and false negative. We denote them by TP, FP, TN and FN
respectively. Obviously, TP + FP + TN + FN = total number of samples.

Accuracy means the ratio of correct prediction made by the model, which is defined as:

Accuracy =
TP + TN

TP + FP + TN + FN
. (30)

Precision means the ratio of actually positive examples in the examples divided into
positive examples. In the case of un-balanced positive and negative samples, the Accuracy
will have problems in measuring the prediction effect of the model, and the Precision makes
up for this defect. Precision is defined as:

Precision =
TP

TP + FP
. (31)

Recall means the ratio of positive samples predicted as positive samples in the total
positive samples, reflecting the comprehensiveness of the model’s prediction of positive
samples, which is defined as:

Recall =
TP

TP + FN
. (32)
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Mean Average Precision (mAP) means the mean value of all classifications’ AP. Since
there is only one classification (ship), mAP = AP. AP defined as the area under the precision-
recall curve.

3.3. PolSAR Ship Detection Experiments
3.3.1. Ablation Experiments

In the experiments, we extracted the polarimetric features of the original PolSAR im-
ages and constructed multi-channel input data through Pauli, Cloude, Freeman, Yamaguchi,
Cui, Coherence, Refined Lee and Adaptive methods. The constructed input image is shown
in Figure 6. The number of channels of the input image obtained by different polarimetric
feature extraction methods is different, methods Cloude and Yamaguchi obtaine 4-channel
images, and other methods obtaine 3-channel images. As shown in Figure 6a–c, the three
images obtained by Pauli decomposition respectively represent: odd-bounce scattering
energy, corresponding to channel B; volume scattering energy, corresponding to channel
G; and double-bounce scattering energy, corresponding to channel R. Figure 6d is the
pseudo-color image of above, that is, the multi-channel input data. Similarly, Figure 6e–h
show the polarization entropy, average of scattering angles, polarization anti-entropy, and
scattering power SPAN obtained by Cloude decomposition. Figure 6i–k show the surface,
volume, and double-bounce scattering obtained by Cui decomposition. Figure 6m–o show
the images obtained by Pauli decomposition after Adaptive filtering. The images obtained
by Freeman and Yamaguchi are similar in appearance to those obtained by Cui, the images
obtained by Refined Lee are similar in appearance to those obtained by Adaptive, and the
images obtained by Coherence are very dark because of the value is within [0,1). Therefore,
the images of the remaining four methods will not be shown. Input data containing multi-
ple polarimetric features are used in subsequent experiments to study the effect of various
factors on the detection results.
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Figure 6. Extracting polarimetric features to build input data: (a–c) Pauli decomposition; (d) pseudo-
color image of Pauli, each component of RGB corresponds to (c), (b), and (a); (e–h) Cloude decompo-
sition; (i–k) Cui decomposition; (l) pseudo-color image of Cui, each component of RGB corresponds
to (k), (j), and (i); (m–o) Adaptive filtering; (p) pseudo-color image of Adaptive, each component of
RGB corresponds to (o), (n), and (m).

Firstly, we explored the effect of the input data constructed by eight polarimetric
feature extraction methods on the detection results. Quantitative results comparison is
summarized in Table 1. As seen from the detection results, after the pre-training of our
method under the input of all data which contains 198 labeled samples, the Adaptive
method achieves the best detection result of 0.935 (AP). The detection results of the Refined
Lee method, which is also a speckle filtering method as same as the Adaptive method, and
the Pauli method, which is the basis of the two speckle filtering methods, both exceeding
0.93 together. The Cui method is one of the three polarization decomposition methods
based on scattering model, and its detection result exceeding 0.9, reaching 0.921. The above
four methods also obtain better detection results than other methods in the case of other
input sample numbers and train from scratch [55]. In addition, the detection result of
the Coherence method is the worst, which is less than 0.325. The huge difference of the
detection results obtained by different polarimetric feature inputs proves that selecting
the appropriate polarimetric feature extraction method is helpful to improve the effect of
ship detection.

Table 1. Ship detection results (AP) with different input factors.

Train with Our Method Train from Scratch

All Data 100-Shot 50-Shot 30-Shot All Data 100-Shot 50-Shot 30-Shot

Pauli 0.93 0.859 0.594 0.127 0.887 0.801 0.505 0.013
Cloude 0.756 0.594 0.192 0.034 0.634 0.423 0.078 0.01

Freeman 0.83 0.772 0.468 0.035 0.781 0.586 0.382 0.006
Yamaguchi 0.861 0.667 0.296 0.089 0.785 0.631 0.073 0.01

Cui 0.921 0.792 0.673 0.333 0.836 0.679 0.514 0.167
Coherence 0.325 0.142 0.03 0.029 0.093 0.057 0.005 0
Refined Lee 0.931 0.897 0.696 0.267 0.898 0.842 0.634 0.118

Adaptive 0.935 0.877 0.655 0.483 0.901 0.816 0.556 0.11
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Secondly, we compared the ship detection results with and without pre-training under
different training sample numbers. As shown in Table 1, under the factors of 8 polarimetric
feature inputs and four kinds of input sample numbers, the detection results have been
improved after the pre-training of the proposed method. The visualization of detection
results is shown in Figure 7. Specifically, Figure 7a–c show that after pre-training, the false
detection caused by near-shore has been avoided, and one of the two near-shore ships has
been successfully detected; Figure 7d–f show that the missed detection caused by sidelobe is
successfully detected after pre-training; Figure 7g–i show that after pre training, two of the
three missed detections caused by dense targets have been successfully detected; Figure 7j–l
show that, the missed detection caused by defocusing is successfully detected after pre
training; Figure 7m–o show that the missed detection caused by small targets is successfully
detected after pre-training. As seen from Figure 8, under some polarimetric feature input
factors, when the number of input samples decreases, the detection result will decrease
rapidly. For example, when the number of input samples of Cloude method decreases
from 100-shot to 50-shot, and when the number of input samples of Pauli, Freeman, and
Refined Lee method decreases from 50-shot to 30-shot, the detection results decreases by
more than 0.4 (AP). This shows that although pre-training can improve the detection effect
on few-shot PolSAR ship detection task, when the number of input samples is reduced to a
certain threshold, the generalization ability of the model will be insufficient.
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Finally, we compared the original contrastive learning method with the proposed im-
proved CSSL method and presented ablation experiments on each module of the proposed
method to understand their effectiveness. The results are shown in Table 2. The polarimetric
feature extraction method of the input data adopts the Adaptive method. After the original
SimSiam method is optimized by the MFFM module and the MUAP module, respectively,
the ship detection results are improved, which shows that both modules contribute to
improving the performance of the pre-training network. We also conducted experiments on
the effect of different structures of backbone on the detection results, including ResNet-18,
ResNet-34, ResNet-50 and ResNet-101. The polarimetric feature extraction method of
the input data is the Adaptive method, and the results are shown in Table 3. When the
backbone is ResNet-34, the best detection result is obtained, which is 0.942, followed by
ResNet-18, which is reduced by 0.007. Considering the efficiency of pre-training, we chose
ResNet-18 as the backbone of our method.

Table 2. Ship detection results (AP) of different pre-training methods.

Method Average Precision (AP)

Original SimSiam 0.919
SimSiam and MFFM 0.923
SimSiam and MUAP 0.929

Our method 0.935

Table 3. Ship detection results (AP) of different structures of backbone.

Train with Our Method Train from Scratch

ResNet-18 0.935 0.901
ResNet-34 0.942 0.923
ResNet-50 0.902 0.854
ResNet-101 0.87 0.739

3.3.2. Comparison Experiments

We compared our method with some classic target detectors, including Cascade R-
CNN [56], YOLO v3 [57], YOLO v3-tiny [58], SSD [59], YOLO v4 [60] and FCOS [61]. The
polarimetric feature extraction method of the input data adopts the Adaptive method, and
the backbone adopts ResNet-18. The results are shown in Table 4. It can be observed that
our method has achieved the best detection results under the factors of each input sample
number. The test result next to our method is the FCOS method, and the worst detection
result is YOLO v3-tiny method. The visualization of detection results is shown in Figure 9.
Specifically, Figure 9a–c show that the missed detection caused by complex background
and small targets that cannot be detected by all classic detectors has been successfully
detected by our method; Figure 9d–f show that the missed detection caused by proximity to
edges and small targets that cannot be detected by all classic detectors except SSD has been
successfully detected by our method; Figure 9g–i show that the missed detection caused by
defocusing that cannot be detected by only SSD method has been successfully detected by
our method; Figure 9j–l show that the missed detection caused by proximity to edges and
small targets that cannot be detected by YOLO v3, YOLO v3-tiny, and FCOS methods has
been successfully detected by our method; Figure 9m–o show that the missed detection
caused by small targets that cannot be detected by Cascade R-CNN, SSD, YOLO v3, and
YOLO v4 methods has been successfully detected by our method. By comparing the test
results with the FCOS method under the factors of different input sample numbers, it can
be seen from Figure 10 that our method has made a great improvement in the case of a
few numbers of training samples. The comparison with other detectors also confirmed this
point. In conclusion, the results of comparison experiments verify the effectiveness of our
method in few-shot PolSAR ship detection task.
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Table 4. Ship detection results (AP) of different detectors.

All Data 100-Shot 50-Shot 30-Shot

Cascade R-CNN 0.898 0.831 0.612 0.392
YOLO v3 0.844 0.817 0.583 0.377

YOLO v3-tiny 0.769 0.693 0.456 0.362
SSD 0.818 0.733 0.511 0.366

YOLO v4 0.894 0.839 0.62 0.384
FCOS 0.914 0.853 0.639 0.4
Ours 0.935 0.877 0.655 0.483
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Our method applies the pre-trained backbone to the downstream target detection
network. Only a few labeled samples are used for fine-tuning to achieve the few-shot
PolSAR ship detection effect. Therefore, our method does not depend on the target detection
framework. To better demonstrate the effectiveness of our proposed methodology and its
adaptability to different ship detection frameworks, we replaced the Faster-RCNN baseline
with YOLO v5 [62] and FCOS. Specifically, the original backbone networks of YOLO v5 and
FCOS will be replaced by our pre-trained ResNet-18 with the FMMF module, while other
components, such as the neck module, will be retained. The results are presented in Table 5.
From the table, it is evident that the YOLO v5 and FCOS networks, enhanced through
our pre-training methodology, exhibit improved performance compared to their original
versions. Therefore, it can be concluded that the effectiveness of our proposed methodology
is universally applicable and does not depend on a specific object detection framework.

Table 5. Ship detection results (AP) of different target detection frameworks.

Method All Data 100-Shot 50-Shot 30-Shot

Faster R-CNN 0.901 0.816 0.556 0.11
Faster R-CNN and pre-training 0.935 0.877 0.655 0.483

YOLO v5 0.887 0.838 0.612 0.389
YOLO v5 and pre-training 0.939 0.894 0.696 0.552

FCOS 0.914 0.853 0.639 0.4
FCOS and pre-training 0.942 0.903 0.717 0.583

In order to demonstrate the superiority of our proposed method, we make a compari-
son with two state-of-the-art few-shot learning methods, including SAMBFS-FSDet [63] and
G-FSDet [64]. As for the two methods, Faster R-CNN and TFA [65] are used for the few-shot
object detection framework. In the fine-tuning stage, we use the previously labeled ship
samples as the novel classes to achieve a few-shot ship detection target. The comparison
results are presented in Table 6. From the table, it can be observed that our proposed
method is still competitive compared to the state-of-the-art few-shot learning methods.

Table 6. Ship detection results (AP) of different few-shot learning methods.

All Data 100-Shot 50-Shot 30-Shot

SAMBFS-FSDet 0.893 0.805 0.551 0.433
G-FSDet 0.904 0.824 0.577 0.456

Ours 0.935 0.877 0.655 0.483

4. Discussion

By analyzing the effect of eight polarimetric feature extraction methods in Table 1
on the detection results, we find that the input data constructed by Pauli decomposition,
Refined Lee filtering and Adaptive filtering have achieved good detection results, exceeding
0.93 (AP). Since the Refined Lee filtering and Adaptive filtering are speckle filtering methods
based on the Pauli decomposition, this shows that the Pauli decomposition method extracts
more effective polarimetric and spatial features. Through speckle filtering, the spatial
features are further enhanced at the cost of a certain loss of the polarimetric features.
The detection results of the two speckle filtering methods are better than those of the
original Pauli decomposition method, indicating that our method is more sensitive to the
spatial features of the target. Freeman, Yamaguchi and Cui are polarization decomposition
methods based on scattering models. Yamaguchi adds a helix component on the basis
of Freeman. Cui exactly accounts for every element of the observed coherency matrix
compared with Freeman and Yamaguchi. According to the detection results in Table 1,
the detection effect of these three methods will increase with the increase in the fineness
of the model. This means that extracting better polarimetric features as input will help
increase the detection effect of our model. The detection effects of Cloude decomposition
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and polarimetric coherence are poor, which may be due to the insufficient power features
extracted by these methods. Cloude decomposition presents power features as a single
channel image SPAN, while polarimetric coherence does not contain power features.

Through the comparison of the effect of whether to use CSSL pre-training and different
numbers of input samples on the test results, it can be seen from Table 1 that after pre-
training, the detection ability of the model has improved under each case of input samples,
with an average improvement of 0.084 in the case of all-data, 0.096 in the case of 100-shot,
0.107 in the case of 50-shot, and 0.12 in the case of 30-shot. It shows that the smaller
the number of input samples, the more obvious the improvement in the detection ability.
Figure 8 also shows the situation intuitively.

To further study the effect of the depth of ResNet as the backbone network on ship
detection results, several typical ResNets are selected for ablation experiments. As shown
in Table 3, ResNet-34 was used as the feature extraction backbone and achieved the best
ship detection results. With the increase in network layers, the detection effect shows a
trend of improving first and then decreasing. This indicates that the network can learn
features better when the number of network layers increases, but when the number of
network layers is too large, the network cannot be well fitted due to a lack of training
samples. Finally, we chose ResNet-18 as the backbone network. The ResNet-18 network is
chosen as the feature extraction backbone because of its high training efficiency and ability
to maintain good detection results.

Compared with several ship detection methods, our proposed method has improved
the feature extraction ability of the network, especially under the few-shot conditions, but
further work is still needed to improve the detection performance. In addition, when the
number of input samples is too small, the test results will drop significantly. This shows
that although pre-training can improve the detection effect on a few-shot PolSAR ship
detection task, when the number of input samples is reduced to a certain threshold, the
generalization ability of the model will be insufficient. Other factors, such as the number of
backbone layers, the input data selection with polarimetric features, and the ship detection
framework, also have a certain impact. This is the limitation of our method. The core idea
of this work is to find the best combination of input data with polarimetric features and
increase detection performance by optimizing the backbone network.

5. Conclusions

In this paper, an improved CSSL-based PolSAR ship detection method is proposed.
Based on the contrastive learning framework without negative samples, MFFM and MUAP
modules were used to optimize it, and the un-labeled PolSAR data were fully exploited
for pre-training to achieve efficient feature extraction capability. In addition, the effect of
the input data construction with different polarimetric features, the backbone network
selection, and the number of input samples on the detection results was also explored.
The ablation and comparison experiments were conducted on the GF-3 dataset. The
ablation experiments investigated the effect of each module of the proposed method on
detection performance, which validated their effectiveness. The results of the comparison
experiments demonstrated the superiority of the proposed method compared with other
deep learning methods in few-shot PolSAR ship detection tasks. We will focus on how to
better solve the few-shot PolSAR ship detection task in our future work.
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