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Abstract: Corrections to altimeter-measured sea surface height anomalies (SSHA) have a larger
proportional effect for synthetic aperture radar (SAR) altimetry than conventional, pulse-limited
altimetry because of lower range noise. Here, we quantified the impact of the current generation of
altimeter corrections in the coastal zone of the Northwest Atlantic, a region with significant dynamic
activity. In this study, we used the sea level variance analysis to determine the change in variance
for the altimeter corrections—range, geophysical, and mean surface—compared to the baseline. We
also evaluated the performance of two coastal retrackers, ALES (empirical) and SAMOSA++ (fully
analytical), against the SSHA from the Radar Altimeter Database System (RADS), which uses the
standard SAR retracker. Tide corrections caused the largest change in sea level variance, followed by
wet tropospheric corrections and sea state bias. Most non-standard altimeter corrections failed to
reduce the sea level variance and performed markedly worse closer to the coast. Coastal retrackers
showed a higher deviation from the standard SSHA closer to the coast, especially when the backscatter
coefficient was high and the significant wave height was low. We conclude that further development
of coastal corrections is needed. Contrary to our prior expectation, we found that standard altimetry
corrections appear to perform as well as alternative more advanced/tailored corrections.

Keywords: coastal altimetry; SAR altimetry; Sentinel-3A; altimetry corrections; sea surface height
anomaly; coastal retracking; SAMOSA++; ALES; RADS

1. Introduction

From global to local scales, satellite radar altimeters (SRAs) provide high-precision
measurements to estimate sea level, one of the most important essential climate variables
defined by the World Meteorological Organization. While SRAs are accurate to the order of
1 cm [1], various atmospheric and surface processes add unwanted noise that is, in general,
larger than the signal being measured [2]. Corrections for these processes need to be
applied, therefore, to extract useful climate trends from SRA sea surface height anomalies
(SSHA). These can be split into SRA range corrections arising from atmospheric attenuation
and sea state effects and geophysical corrections related to short-term variability in SSHA
due to, for example, pressure, wind, and tide-induced effects on local sea level, especially
signal aliasing in SRAs with long return periods [3].

To remove the effects of those background processes, we can apply dedicated altimeter
corrections. However, coastal zones, which host the most in-situ sea level measurements,
pose additional challenges. Firstly, altimeter waveforms from areas close to the coast
often contain artifacts, mainly due to land contamination of the off-nadir satellite altimeter
footprint [4] and the lower surface roughness of calm seas [5], which distort the altimeter
waveform shape and cause unreliable retrievals of geophysical parameters [6]. Secondly,
the corrections are less likely to capture the enhanced variability of the processes mentioned
above over the coastal shelf [7]; some types of corrections (in particular, radiometer- or
altimeter-based) degrade due to the presence of land in the instrument footprint [3].
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Land contamination and distortion of the waveform shape can be addressed by
employing specially developed coastal retrackers and algorithms that can accommodate
the distortions to the waveform mentioned above [8]. Another solution to avoid the
downsides of the conventional altimeter footprint is to use a synthetic aperture radar
(SAR) altimeter. Unlike conventional, pulse-limited SRAs, SAR altimeters emit a burst
of pulses at a higher repetition frequency, which means that successive pulses are
coherent. As a result, more echoes are reflected from the same surface [9,10], which
decreases the noise, thus improving the signal-to-noise ratio. The pulse coherence
enables Delay/Doppler processing, which allows the signal’s along-track and cross-track
dimensions to be separated and the backscatter field to be transformed into constant-
length cells in the along-track direction [9]. Therefore, the footprint in the along-track
direction is smaller and independent of the significant wave height (SWH), while the
footprint is unchanged in the cross-track direction [10]. In addition, the altimeter noise
dependency on SWH for SAR altimeters is lower than for pulse-limited altimeters [11].
Currently, only the Sentinel-3A/B and Sentinel-6 Michael Freilich missions provide the
SAR mode over the global oceans (CryoSat-2 does have a SAR mode, but with limited
coverage over ocean surfaces). Out of these, Sentinel-3A has the longest record in the
whole of the Northwest Atlantic, which we selected as the region of interest due to the
region’s relatively high oceanographic complexity [12] and societal importance.

Altimeter corrections in the coastal zone was the focus of this study. The performance
of altimeter corrections in coastal regions strongly depends on local conditions; therefore,
it is necessary to study the impact of those corrections in specific regions to inform the
coastal altimetry community of user needs. Considering that SAR altimetry has lower
range errors than conventional pulse-limited altimetry [2,11], the relative impact of al-
timeter corrections becomes more significant for improving the signal-to-noise ratio in the
observations. Determining the best altimeter corrections can also improve the processing of
regional altimetry products by reducing the bias and increasing the precision of geophysical
parameter estimates. This study is one of the few to evaluate altimeter corrections in the
coastal zone of the Northwest Atlantic [13] and the impacts of those corrections for SAR
mode altimetry [14], as well as testing the performance of different retrackers in this region.
Thus, it provides an update to previous research by encompassing the advances in SRA
and altimetry corrections for the Northwest Atlantic coastal zone. This study aims: (i) to
identify the corrections that contribute to the largest variance reduction in SSHA; (ii) to
determine which corrections are the most effective in the coastal zone of the Northwest
Atlantic; and (iii) to evaluate the variance of two retrackers optimised for the coastal zone:
ALES and SAMOSA++.

2. Materials and Methods
2.1. Data

The study region was the coastal zone of the Northwest Atlantic (Figure 1). We only
used Sentinel-3A SAR altimeter (S3A-SRAL) along-track data, limiting the selected passes
to those that were within 250 km of in-situ measurements of SSHA, namely tide gauges,
which we compared to the altimetry. In this study, however, we did not present a validation
against the tide gauges. The distance (250 km) was selected to ensure the shelf is covered
around all selected locations and reaches the transition between the coastal and open
oceans. The selected altimeter passes in the region of interest alongside bathymetry, as
shown in Figure 1.
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Figure 1. Map of the study area with altimeter ground tracks shown in red. 
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Figure 1. Map of the study area with altimeter ground tracks shown in red.

2.1.1. Altimeter Products

Table 1 shows the products and orbital cycles used for analysis. Radar Altimeter
Database System (RADS) is a database that holds data from most satellite altimetry missions,
providing reference height offsets between the missions alongside extensive geophysical
data records (GDR) (different corrections) and auxiliary data fields [15]. The RADS database
is excellent for the analysis of different altimeter corrections. For analysis of the range
and the geophysical corrections, we extracted the L2 (along-track) data from RADS, using
cycles 1–50.

Table 1. Altimetry products and periods.

Product Source Cycles Period Starts Period Ends

RADS RADS 1–50 1 March 2016 26 October 2019
ALES DGFI-TUM openADB 25–50 24 November 2017 26 October 2019

SAMOSA++ SARvatore for S3 5–50 15 June 2016 26 October 2019

To assess the impact of retracker performance, we used two different state-of-the-art
coastal retrackers: ALES [16] and SAMOSA++ [10]. These retrackers provided improved
retrievals of geophysical parameters, including the range, in addition to the significant
wave height (SWH) and the backscatter coefficient (σ0). We chose these retrackers because
they represent two contrasting approaches while simultaneously providing good results
for both coastal (quasi-specular or multi-peak [17]) and open ocean (diffusive) waveforms.

The ALES retracker is a subwaveform retracker [16], i.e., the one that only makes use
of a part of the waveform [17]. The rationale was to avoid the parts of the waveform that do
not conform to the Brown-Hayne model of an ocean return [18,19] (for SAR altimetry, ALES
used a simplified form [20] as in this case the waveform was peakier than the conventional).
The main challenge with this approach was selecting the intact part of the waveform.
In the case of ALES, the subwaveform was selected in a two-step process. Initially, a
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window excluding the trailing edge was selected and retracked to retrieve the first-guess
of geophysical parameters. In the second step, the width of the subwaveform was refined
by applying an empirical linear function of the first-guess epoch and significant wave
height. The resulting subwaveform was used to derive the final geophysical parameters
(epoch, significant wave height, backscatter coefficient) [16,20]. This retracker was initially
developed for conventional SRA but is now also available for SAR altimetry. We obtained
the ALES (version 55) dataset from DGFI-TUM openADB [21], which only starts from
cycle 25; therefore, we used cycles 25–50.

The second retracker was SAMOSA++, a fully analytical retracker [10], designed for
SAR altimetry, and the latest version of the SAMOSA family of retrackers [22,23]. This
retracker created a new waveform from the integration of Doppler beams in the direction
of the range. The Doppler beams were stacked, steered towards the same ground cell, and
range-aligned [10]. Once integrated, it described the backscattering state. The model has a
property to automatically adapt to the surface (whether it is diffusive or specular), so only
one step was needed rather than two as with ALES. Following the standard steps of earlier
SAMOSA versions [22,24], the final estimation gave SWH, epoch, Pu (amplitude), yaw and
roll angles, and sea surface mean square slope. Comparison studies have indicated that
SAMOSA++ was the best-performing retracker for SAR in the coastal zone [25].

We created the SAMOSA++ dataset with the online processor SARvatore for Sentinel-3,
hosted on the ESA G-POD (currently discontinued); the current method to obtain the same
data is to access the processor on the EarthConsole [26]. We used the standard coastal
processing scheme (double radar receiving window size, Hamming window in the coastal
zone, and FFT zero-padding). For SAMOSA++, we retrieved data for cycles 5–50.

For completeness, we used two other geophysical parameters derived from the al-
timeter retracking: the significant wave height (SWH) and backscatter coefficient (σ0). We
used RADS to retrieve these parameters; therefore, any reference to SWH or σ0 in this work
refers to these parameters from the standard retracker. We did not consider the impact of
instrument corrections (like the center-of-mass distance correction, ultra-stable oscillator
drift correction, internal path delay correction, etc.).

All altimetry products used in this study were at a 1 Hz sampling rate, which ensured
consistency between RADS, which was only available as a 1 Hz dataset, and coastally
retracked datasets. Another reason to use a 1 Hz dataset was that most corrections were
originally provided at 1 Hz sampling and were then interpolated for higher sampling
rates [27,28]. However, a lower sampling rate also meant that the along-track resolution
was reduced from ~300 m [29] to >6 km.

When comparing different retrackers, we only used the common period for all three
retrackers for better consistency. This corresponds to cycles 25 to 50.

2.1.2. Sea Surface Height Anomaly Time Series

The satellite nadir projection collinearly shifts around the nominal ground pass with
each cycle. Because this study aims to quantify the effect of differing corrections on the
SSHA variance proportionally to the signal, we did not want this spatial variability where
the altimeter was sampling to contribute to our assessment. This is particularly important
where corrections were large or had strong gradients, such as in MSS. Therefore, we
interpolated each measurement onto points along a constant track. These points were
called comparison points (CP). We constructed CPs on the nominal ground track, with a
total of 6024 CP for the whole study area. The first CP for each track was the point of closest
approach (PCA)—a point with the smallest distance to the nearest tide gauge of choice. On
both of the PCAs, we added additional points at intervals of 6 km along the whole selected
track section.

We calculated the sea surface height anomaly (SSHA) using Equation (1):

η = h − (R + ∆R) (1)
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where η was the SSHA (m), h was the satellite altitude (m), R was the range (m), ∆R
were the altimeter corrections (m). We calculated the SSHA at the CP from the variables
interpolated to the location of the CP.

We calculated SSHA with the standard corrections replaced with alternative correc-
tions (correction replacement) and with the corrections muted (correction removal). Further
into this study, these SSHA versions were called the test SSHA.

Table 2 shows the altimeter corrections (∆R) and selectable versions of each correction.
Correction products marked with an asterisk are the standard corrections for both the
RADS and SAMOSA++ datasets.

Table 2. Available altimeter corrections (an asterisk denotes the default correction).

Correction Correction Product Comments

Dry tropospheric correction (DTC) ECMWF *

ERA-Interim Only available until
1 August 2019

GFS
NCEP

Wet tropospheric correction (WTC) ECMWF *

ERA-Interim Only available until
1 August 2019

GFS
NCEP

Radiometer
Radiometer (5-comp)

Composite

Ionospheric correction Dual-altimeter
Dual-altimeter (smoothed)

NIC09 [30]
GIM * [31]

Sea state bias (SSB) CLS Jason-2-based nonparametric * [32,33]
3% SWH

Dynamic atmosphere correction (DAC) MOG2D * [34]
Static IB [35]

Geocentric tide correction (ocean + load) FES2014b * [36]
GOT4.10 [37]
TPXO9v2 [38]
EOT11a [39]

Solid Earth tide Cartwright-Tayler-Edden * [40,41]

Pole tide Wahr * [42]

MSS DTU18 * [43]
CNES-CLS15 [44]

The dry tropospheric correction (DTC), also known as zenith hydrostatic delay, ac-
counts for the variable microwave path length delay caused by changes in dry atmospheric
density. It only depends on the surface pressure and latitude of the measurement; therefore,
it can be calculated from numerical weather prediction or reanalysis (here called “models”)
using the Saastamoinen formula [45]. The standard correction was from the ECMWF.
The resolutions (spatial and temporal) of the models used for providing DTC and wet
tropospheric correction (WTC) are provided in Table 3.
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Table 3. Resolution of operational and reanalysis models.

Product Spatial Resolution Temporal Resolution Source

ECMWF operational analysis 0.125◦ × 0.125◦ 6 h [46]
ERA-Interim 1.5◦ × 1.5◦ (Gaussian grid 79 km [35]) 6 h [46]
NCEP/NCAR 2.5◦ × 2.5◦ 6 h [47]

GFS 0.25◦ × 0.25◦ 6 h [48]
ERA-5 1 0.25◦ × 0.25◦ 1 h [49]

1 Not used in this study.

The WTC, also known as zenith wet delay, accounts for the path delay due to (mainly)
the water vapour content of the troposphere. As the effect was nondispersive for frequencies
under 20 GHz, both Ku-band and C-band altimeter signals experienced the same path
delay. Over the open ocean, it can be calculated from radiometer brightness temperatures
provided by the on-board microwave radiometer (MWR) that was designed for precisely
this purpose. The operational radiometer WTC was derived by a neural network from either
three parameters (two channel MWR brightness temperatures and altimeter Ku-band σ0) or
five parameters (the same, in addition to the sea surface temperature and the climatological
lapse rate) of global training samples [50]. As radiometer WTC is not suitable for the coastal
zone, model WTC can be used instead. For model-based WTC, the correction depends on
specific humidity, temperatures of the vertical profile, and latitude. RADS also offered a
composite measure to keep the benefits of radiometer WTC and increase data availability.
It used radiometer correction for the open ocean, model correction for the coastal ocean
(closer than 50 km from land), and filled larger gaps (>200 km) in the radiometer WTC with
detrended model WTC to ensure a smooth transition [51]. We did not select this version as
the standard because it has shown poor performance [52].

The ionospheric correction accounts for path delay due to charged particles present in
the atmosphere. The effect was highly dispersive; therefore, each altimeter frequency had a
different path delay. This relationship was used to derive the correction; it is proportional
to the total electron content (TEC) in the column and inversely proportional to the square
of the altimeter frequency. To calculate the dual-frequency ionospheric correction, all that
was required was knowledge of the C- and Ku-band ranges and frequencies [30,53,54]. A
version of this correction, the smoothed dual-altimeter correction, was created by applying
a boxcar filter (with a length of approximately 200 km along the track) to the raw dual-
altimeter correction [30]. This was applied to tackle the instrument noise, which partly
arises due to the propagation time difference between the two altimeter bands and radar
frequency fluctuations during the pulse [53]. The alternative ionospheric correction was JPL
GIM (Global Ionosphere Maps) [31,55,56], which provided bihourly ionospheric maps of
TEC from GPS receivers that tracked the transmissions of GPS satellites. Another, inferior
solution was to use the climatologies of TEC, for instance, NIC09, which was based on the
coefficients derived from the linear relationship between GIM and global TEC for month,
hour of the day, latitude, and longitude [30].

The sea state bias (SSB) corrects for errors in the altimeter range due to wave conditions
on the altimeter-impinged sea surface. It has three components: electromagnetic (EM) bias,
skewness bias, and tracker bias. EM biases relate to the higher reflectivity of troughs than
crests, which causes the mean reflective surface measured to be biassed towards the trough’s
level [57]. Thus, it overestimates the range, providing a lower mean reflecting surface than
the mean sea level [58]. Skewness bias causes further estimated sea level depression due
to non-Gaussian height distribution, which means the measured median surface height
is not the same as the mean surface height [58]. Tracker bias includes both the retracker-
introduced bias and the imprecise tracking of the midpoint or leading-edge location gate
by the tracker [58]. Nonparametric SSB was calculated from the kernel smoothing based
on either colinear (along-track) SSH differences or crossover SSH differences [33,59]. We
applied nonparametric SSB supplied by RADS and provided in GDR with the SAMOSA++
product, based on Jason-2 data [32,33]. As an alternative, we prepared a simple parametric
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solution of 3% SWH, which has previously been used by other researchers [24,60,61]. To the
first order, it was similar to the more sophisticated BM4 model [62]. We chose the coefficient
of 3% by selecting the highest positive variance difference with the SSHA without SSB
correction at 1% increments.

To minimise the aliasing of the sea level response to wind and atmospheric pres-
sure, we applied the dynamic atmosphere correction (DAC). DAC was derived from the
barotropic ocean response to high-frequency wind and pressure forcing and a slowly
varying (20-day period cut-off) inverse barometer correction [63]. The inverse barometer
(IB) correction accounts for sea surface depression due to changing atmospheric loading
(expressed as surface pressure changes) [64]. A finite element, free surface, nonlinear
barotropic model, MOG2D [34], was used to calculate the barotropic response, forced by
ECMWF atmospheric reanalysis fields [65]. This correction worked well in the coastal
zones due to the use of shallow water continuity and momentum conservation equations
and an adaptable resolution with the mesh size as fine as 20 km for shallow shelf areas [34].

Geocentric tides refer to the sum of an elastic ocean tide and a load tide. In this study,
this was always presented as a single variable. Due to the short Sentinel-3A record and the
long return period, de-aliasing was better conducted by the tidal models. We used FES2014b
as the standard tidal model. FES2014b included 34 tidal components (18 linear, 9 nonlinear,
and 7 long-period components), which was the only global model to include so many
tidal constituents [36]. The model was based on the Toulouse Unstructured Grid Model
(T-UGMo), augmented by coupling to the spectral ensemble for optimal interpolation
of altimeter data. Load tide correction accounted for ocean bottom deformation due to
the mass redistribution by the tides, mostly assuming a perfectly elastic response [37].
Most ocean tide databases provided a load tide correction as the additional variable. The
alternative geocentric tide corrections were GOT4.10 (available for RADS), EOT11 (applied
to ALES), or TPXO9 (available for SAMOSA++), in addition to earlier versions of FES and
those tidal atlases. GOT4.10 (evolved from GOT99.2) estimated tides from the harmonic
analysis of altimeter data, with Topex/Posseidon used in the legacy version [37]. EOT11
was an empirical ocean tide model that assimilated multi-mission data [39]. TPXO9 was
a generalised inversion scheme for data fusion to obtain tidal heights based on both the
altimeter and the hydrodynamic model data [38].

The solid Earth tide corrects for terrestrial deformation due to lunar and solar gravita-
tional forces (the impact of other celestial bodies is ignored). We used the most common
Cartwright-Tayler-Edden solid Earth tide model, which included 386 second-order and
99 third-order waves [40,41]. The solution was proportional to the harmonic constituent de-
composition of the tidal gravitational potential of celestial bodies. Pole tide was caused by
the oscillations of the Earth’s rotation axis (known as the polar motion), which caused defor-
mation of the earth [42], for which we corrected the altimeter SSHA. The main components
of this motion were Chandler wobble, annual oscillation, and linear drift [66].

The mean sea surface (MSS) provides the reference sea surface topography, so anoma-
lies can be expressed as a deviation from this. MSS averages multi-mission SSH, statistically
dealing with small-scale variability [44]. We selected the latest MSS product, DTU18,
which assimilated the most altimeter data. To compare with DTU18, we can also access
CNES-CLS15, which uses an optimal interpolation of multi-mission altimeter sea level
measurements and corrects for long-wavelength errors [67].

For ALES, the SSHA was directly provided by openADB without explicit correc-
tions for most variables. We replaced the two corrections—tidal correction and mean
sea surface—from EOT11a and DTU15 to FES2014b and DTU18, respectively. The only
corrections that appeared to differ from RADS and SAMOSA++ SSHA were sea state bias
and ionospheric correction. ALES used a parametric SSB. To obtain SSB, they used SWH
and wind speed values (ALES-retracked) and interpolated a look-up table (also called the
sea state bias table) [68]. The ionospheric correction was NIC09 instead of GIM [69].
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2.1.3. Quality Control

Both the recalculated (test) SSHA (with the replaced corrections) and the baseline ver-
sion were quality-controlled with threshold filters. Any variable (SSHA, range, radiometer
WTC, dual-altimeter ionospheric correction, DAC, SSB) that exceeded the recommended
interval was masked. For SSHA, this was a deviation larger than 2 m (absolute value).
Other physical plausibility limits were provided by the theoretical baseline processing
definition handbook [51].

All the recalculated and baseline SSHA were also quality controlled by the 3.5 median
absolute difference along-track filter, which removed any values that exceeded this thresh-
old. We selected this threshold based on Chauvenet’s criterion [70], with similar values
used for X-TRACK processing of ionospheric correction and close to the three-sigma filter
applied to SSHA globally [27,28].

No quality control was applied to SSHA in the correction removal experiments. It was
also not applied to the baseline in these experiments.

2.2. Analysis Methods

The primary analysis approach for this study was sea level variance analysis, which
is commonly used to evaluate altimeter and correction performance [14,34,71–73]. Due to
the irregular track segment selection, we did not provide gridded analysis (unlike some
other studies [71,74]); thus, we also did not present the spatial patterns as part of the main
results section (these are provided as the Supplementary Materials). For variance analysis,
we calculated temporal variances per each CP using Equation (2):

Var(η) =
1
n

n

∑
i=1

(
ηi −

1
n

n

∑
i=1

ηi

)2

(2)

where η was the SSHA and n was the length of the time series vector with valid SSHA values.
SSHA was always converted to cm for the variance difference to be expressed in cm2.

From variances, we further calculated variance differences between the baseline (SSHA
from RADS with all standard corrections applied) and the test (SSHA with an alternative
correction or without the correction, or SSHA from ALES or SAMOSA++). To avoid a
differential sample size, in both time series we masked values that were invalid. For easier
comparison, we provided the scaled variance difference, the so-called percentage of noise
reduction (PNR). It can be calculated using Equation (3):

PNR = 100% × Var(ηb)− Var(ηt)

Var(ηb)
(3)

where ηb was the SSHA of the baseline and ηt—the SSHA of the test.
The convention we used throughout this study was that a positive variance difference,

or a positive PNR, meant a reduction in the variance of the SSHA when the particular
correction was used.

For all histograms, we determined the bin width by the Freedman-Diaconis rule [75].
Where multiple histograms in the same plot had the same width, the smallest bin width
was chosen for all histograms.

3. Results
3.1. Range and Geophysical Corrections

First, we evaluated the effect of each correction on the SSHA variance. This enabled
us to determine which corrections had the most impact. Figure 2 shows the histograms
of variance difference: the variance of SSHA without the particular altimeter correction
minus the variance of SSHA with the standard corrections applied (the baseline). We
also produced the same metric for all other variables, but in this plot, we show only the
range corrections. The rest of the values are summarised in Table 4. As one can see, the
geophysical correction variance differences are much higher (up to 20 times the highest
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range correction); therefore, these values were not plotted to retain the ability to see the
corrections that cause less SSHA variance. The smallest of those corrections was the
ionospheric correction (Figure 2), which had a median variance difference of 1 cm2. The
distribution appeared to be close to normal and has a scale of about 3 cm2 on both sides.
The second weakest effect was caused by the DTC (median of 4 cm2). Similar to ionospheric
correction, the DTC distribution was close to normal, with a scale of about 10 cm2. Further
towards higher variance is SSB (median of 13 cm2), which appeared to exhibit a weak
positive skew (the negative tail dissipates quicker than the positive) and had a scale of
roughly 30 cm2. The highest variance was for the WTC (median of 37 cm2), which also
displayed some positive skew and a scale of approximately 50 cm2.
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Figure 2. Histograms of variance difference between the non-corrected and standard corrected
versions of the SSHA (non-corrected minus corrected) for all CP.

Table 4. Statistics of variance differences between the non-corrected and corrected standard versions
of the sea surface height anomaly.

Correction Median, cm2 Q1, cm2 Q3, cm2 IQR, cm2 ∆var < 0, %

Geocentric tide (ocean + load) 1026 669 1805 1136 2
Solid Earth tide 87 60 124 64 3

Pole tide 0.4 −1 2 3 42
Dynamic atmosphere 52 29 137 108 4

Wet troposphere 37 14 59 45 13
Sea state bias 13 3 28 25 17

Dry troposphere 4 0 7 7 25
Mean sea surface 1 −1 3 4 37

Ionospheric 1 0 2 2 19

Variables not shown in Figure 2 were mostly larger than the ones shown, except
the pole tide and the MSS. The MSS was approximately normally distributed around the
1 cm2 mean and median with a 2 cm2 scale (standard deviation). The highest effect of
those variables was for the geocentric (elastic) tide correction, followed by the solid Earth
tide correction and the IB/DAC, which had an almost 1.5 times stronger effect on SSHA
variance than the WTC.

Table 4 also shows the percentage of CPs with a negative variance difference (∆var < 0).
This statistic signifies the magnitude of poor corrections for each correction within the
study area. The highest percentages are for those corrections that have the smallest variance
differences, like the polar tide correction and the MSS. Therefore, the poor performance
is less significant than for other corrections. A significant proportion of poor corrections
are for DTC and SSB, thus demonstrating the underperformance of these corrections in
certain locations.
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An important consideration in coastal altimetry is the relationship of these variances to
the coastal distance. We show this relationship in Figure 3 (excluding MSS, solid earth, and
pole tides). The plot shows the median variance difference (variance of SSHA uncorrected
by the variable minus corrected SSHA variance) with IQR (shading).
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Figure 3. Variance differences between noncorrected and corrected (standard) SSHA versus distance
to the coast (solid line) and interquartile range (shading): (a) wet tropospheric correction (stan-
dard: ECMWF-derived WTC); (b) dry tropospheric correction (standard: ECMWF-derived DTC);
(c) ionospheric correction (standard: GIM); (d) sea state bias correction (standard: Jason 2-based
nonparametric SSB); (e) geocentric tide correction, a sum of ocean and load tide (standard: FES2014b);
(f) dynamic atmosphere correction (standard: MOG2D dynamic atmosphere correction). The bin size
is 2 km.
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For all variables, the initial 5 km had a significantly higher variance difference, asymp-
totically reaching almost constant uncertainties towards the open ocean. For some cor-
rections, the median values fluctuated around the mean, including at the coastal band
(<10 km). This applied to WTC (40 ± 30 cm2), DTC (4 ± 2 cm2), ionospheric correction
(1 ± 1 cm2), and tidal correction (1300 ± 500 cm2) where the initial decrease was within the
fluctuation amplitude. This pattern can be explained by the lack of skill in altimeter SSHA
when the coastal retrackers were not applied. Due to the footprint differences depending
on the direction [60], the magnitude of this problem depends on the track geometry with
respect to the coast. When the coast was sufficiently far away, the variance differences
diminished. A different pattern was observable for the sea state bias (8 ± 4 cm2), which
showed an increase in variance (with a positive uncertainty interval) in the first 6 km. Lastly,
DAC had a slight declining trend in median variance differences from 15 km onward and a
similar decline towards the coast. The initial trend was 3 cm2 per km, and the backwards
trend had a slope of −1 cm2 per km (with an average of 60 ± 20 cm2). This might indicate
the peak in performance before the coastal band, where the errors of the DAC model due to
bathymetry uncertainties [36] compete with the increased variability of barotropic waves
propagating and dissipating in the shallow water.

The spatial distribution of PNR for each alternative correction is provided in the
Supplementary Materials for completeness.

Figure 4 shows the histograms of normalised variance differences, the standard correc-
tion variance minus the variance of a different version of the correction, denoted the PNR.
By this definition, a positive PNR means the alternative correction gives an SSHA with a
smaller variance, implying an improvement.

For WTC, we tested five corrections (three on panel a, two on panel b). The highest
mean and the lowest scale were for SSHA variance from GFS WTC (1 ± 2%), followed by
ERA-Interim (0 ± 3%), NCEP (−1 ± 7%), radiometer WTC (1 ± 8%), and composite WTC
(1 ± 10%). NCEP showed some negative skew, just like the radiometer WTC and composite
WTC. ERA-Interim and GFS both had a positive but weak skew. The poor performance
of the radiometer WTC was unexpected; however, this study only considered the coastal
zone with limited coverage of the open ocean, where we expected the radiometer-derived
correction to perform best.

The DTC showed similar results to the model WTC, but an even narrower spread and
difference from the standard (ECMWF) solution. The best performing DTC was from GFS
(0.1 ± 0.3%), followed by ERA-Interim (0 ± 0.2%), and NCEP (−0.2 ± 0.4%). Unlike the
WTC, all three corrections were normally distributed, having no significant skew.

For the ionospheric correction, both the NIC09 climatology and smoothed dual-
altimeter correction had similar means and scales (−1 ± 3%) but the smoothed dual-
altimeter correction had a stronger negative skew. By far, the worst performing was raw
dual-altimeter correction, which had a mean of −4% and a scale of 5%. These results also
prove the suggestion that spatial scales under 100 km were filtered out [53].

The tidal correction had similar results for all three additional tidal corrections, with
approximately the same mean of −2% and a scale of 10%. The SSB correction with 3%
SWH performs similarly to the standard correction (−2 ± 5%); however, removal of the
correction caused a strong increase in SSHA variance (−15 ± 20%). On the other hand,
some CP appeared to have lower variance without the application of SSB.

The most divergent pattern appeared for the IB correction. The distribution (−5 ± 25%)
was highly negatively skewed, with hardly any positive values appearing. It appeared that
the IB correction without a barotropic ocean response was not sufficient to suppress the
observed variance [76]. The MSS variance differences had an almost normal shape, with a
mean of 0% and a scale of <1%. Both MSS products appeared to be performing similarly in
this region.
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Figure 4. Histograms of PNR for each version of the correction versus the standard correction:
(a) model-based wet tropospheric correction (standard: ECMWF-derived WTC); (b) radiometer and
composite wet tropospheric correction; (c) dry tropospheric correction (standard: ECMWF-derived
DTC); (d) ionospheric correction (standard: GIM); (e) geocentric tide correction, a sum of ocean and
load tide (standard: FES2014b); (f) sea state bias correction (standard: Jason 2-based nonparametric
SSB); (g) inverse barometer correction (standard: MOG2D dynamic atmosphere correction); (h) mean
sea surface (standard: DTU18). All histograms show the number of comparison points associated
with each PNR bin. Note that the scales are different for each panel.

3.2. Retrackers

Although retrackers are formally not considered an altimetry correction, we presented
the differences in SSHA and its variance, just as we did for the range and the geophysical
corrections. The spatial distribution of PNR for each alternative retracker is provided in the
Supplementary Materials.

3.2.1. Comparison of Retracked Sea Surface Height Anomalies

We compared the difference in SSHA from the baseline RADS, ALES, and SAMOSA++
retrackers with the bathymetry (Figure 5) or the distance to the coast (Figure 6). The
colormap provided is the backscatter coefficient and significant wave height (SWH), respec-
tively. The differences are shown between RADS and either ALES or SAMOSA++ SSHA.
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Figure 5. Sea surface height anomaly differences between coastally-retracked versions and RADS by
bathymetry with backscatter coefficient (σ0) as the colormap: (a) RADS–ALES; (b) RADS–SAMOSA++.
The red line shows the variance of these differences per 200 m isobath bin.
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Figure 6. Same as Figure 5, but with distance to the coast as the independent variable and with
significant wave height (SWH) as the color map.

The differences in Figure 5 show that the spread of the values was smaller for
SAMOSA++ than ALES, just as indicated by the mean of the differences. This is con-
firmed by Table 5, which contains the statistics of those differences. The mean was negative
for both, meaning that the SSHA values these retrackers retrieved were larger than those
from RADS. The larger mean value magnitude for ALES can also be caused by the correc-
tion for bias versus other SRAs applied to ALES data. The variance of each 200-m isobath
bin showed that the mean variances of ALES were almost 5-fold the values of SAMOSA++.
The plot also showed that most points that can be considered outliers had an anomalously
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high backscatter coefficient in both SAMOSA++ and ALES. The same can be observed in
Figure 6, where outliers have very low SWH.

Table 5. SSHA difference statistics.

Difference Mean, cm Standard Deviation, cm Median, cm

RADS–SAMOSA++ −0.2 1.8 −0.3
RADS–ALES −7.6 3.6 −7.6

Viewing the distribution of those differences in Figure 5, the largest spread happened
around the coast (the variance for those bins exceeds 4 cm2 for SAMOSA++). For ALES,
the spread was less concentrated in that region.

Clearly, the majority of points did not exhibit a relationship between the SSHA differ-
ences and SWH/σ0, but some outliers were clearly visible and disproportionally located in
the shallow water. The fact that these points are outliers is a positive. The coastal retrackers
are designed to tackle the speckle “noise”, so a higher-than-usual deviation from RADS
suggests that the procedure is working. The sign for those deviations was normally positive,
which meant that the coastal retracker SSHA was lower than the RADS SSHA.

To conclude, SSHA differences showed good performance for both ALES and SAMOSA++,
but ALES exhibited a higher spread of values.

3.2.2. Variance of Sea Surface Height Anomalies

The observed variance differences between RADS and ALES and RADS and SAMOSA++
were similar (Figure 7). The mean value of these histograms was close to 0 cm2 for both,
but SAMOSA++ had a lower spread (a scale of 12 cm2) than ALES (a scale of 20 cm2),
indicating more consistent results. ALES also displayed higher kurtosis (tailedness). This
meant that there were outliers that either strongly underperformed or were superior. It is
possible that the performance was highly regional and might have depended on other local
conditions of the sea, for instance, the presence of sea ice (which happens during the winter
north of Newfoundland).
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To better understand the performance as a function of distance from the coast, we
plotted the variance difference between the three pairs of retrackers—the standard and
SAMOSA++ (orange curve), the standard and ALES (green curve), and between ALES and
SAMOSA++ (blue curve), as shown in Figure 8. The shaded intervals are the interquartile
ranges (IQR), but the markers show median values. ALES had a negative median difference,
while SAMOSA++ had almost neutral values (>−2 cm2). The negative variance differences
ranged between 0 and −8 cm2. The uncertainty intervals spanned both positive and
negative sides; therefore, it was not clear if any improvement was tangible. There was a
clear difference between ALES and SAMOSA++, where SAMOSA++ performed better than
ALES. Their difference was almost zero in the first 4 km from the coast, which meant that
ALES was performing similarly well to SAMOSA++.
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Figure 8. Variance differences as a function of distance to the coast for ALES–SAMOSA++ (blue),
RADS–SAMOSA++ (orange), and RADS–ALES (green). The dots show the median of all comparison
points, with the IQR as the uncertainty. Each dot corresponds to a 2 km bin.

4. Discussion

Unreliable altimeter corrections are a hindrance to obtaining climate-quality coastal
sea level data. The results suggest that all range and geophysical corrections tend to have
a higher level of uncertainty in the coastal zone of land–ocean interaction (within 5 km
of the coast), which was difficult to reach before the advances in conventional altimeter
reprocessing with coastal retrackers and the availability of SAR altimetry. Nevertheless,
the standard corrections appeared to improve the sea level signal, even if marginally. A
higher spread near the coast also suggests a discrepancy between different coastal areas.
This has often not been reported in previous research as the results are usually presented
just for the central tendency statistic (mean or median).

We found that the standard corrections, typically used for L2 Sentinel-3A sea-level
products, were mostly as good as other corrections available from RADS. The DTC was
one of the least affected by the change in the correction product. However, the product
choice will affect the results as each product was based on a model with different temporal
and spatial sampling [49,77]. Moreover, coastal zones might still be affected by digital
elevation model (orography) errors due to surface height if the gradients are steep [77],
which was also illustrated by a high proportion of negative variance differences for DAC
correction. As the pressure field change had a longer length and time scale, DTC was less
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affected than DAC and WTC. Unlike DTC, WTC caused the strongest variance reduction
of all range corrections. The correlation length scales of the WTC were 80 km in space
and 1 h in time [78]. Unlike some other missions (e.g., CryoSat-2), Sentinel-3A carried
a two-channel MWR, which can provide localised and more accurate estimates of the
water vapour content of the troposphere [47]. In the coastal zone, MWR was affected by
land contamination and has a footprint of up to 23 km [79]. Fernandes et al. (2018) [52]
found that land and ice contamination affected the first 20–25 km, which was similar
to the footprint but dissimilar to our findings and some earlier studies [46,76]. One of
the reasons was their inclusion of radiometer quality flags, which caused the deletion of
MWR WTC in the nearshore zone. Model-based WTC showed better performance than
radiometer- and composite-based WTC. Composite WTC had been marked as unreliable
in previous studies, with a significant fraction of data missing, the presence of offsets,
and a lack of spatial variability [47]. For both DTC and WTC, we found that the GFS
provided the best reduction in SSHA variance. This could be attributed to the higher
resolution of GFS compared to reanalysis-based products provided by RADS, as well as
assimilation procedure differences [47]. We found no other studies that included GFS in
their assessments. Increased temporal resolution below 3 h (available for ERA-5) was
unnecessary due to the lack of smaller-scale processes observed in the currently available
reanalysis [49]. Overall, the use of reanalysis for tropospheric corrections was unnecessary
for Sentinel-3A due to the shortness of the record [46,54]. The findings in favour of its use
often covered periods before 2010, when ECMWF operational analysis became available at
a higher resolution [77].

The ionospheric correction had the lowest impact on SSHA variance. The dual-
altimeter-provided correction was available on Sentinel-3A (unlike CryoSat-2 and AltiKa);
however, the results were worse than with GIM, especially in the coastal zone. The range
measurements used in the derivation were retracked with standard retrackers, which
explains the loss of data (not shown in this study) during higher sea ice concentrations over
high latitude seas and close to the coast. Some of the issues were rectified by smoothing
(a 200 km cut-off) [30,53], but it can also propagate near-coast land contamination-caused
errors to a larger area [80]. GIM should not be affected by the presence of land [81]; however,
we see from Figure 3 that the first 6 km had a lower variance difference than the rest of
the record. This can be a result of the increasingly unreliable range (used to calculate the
SSHA) provided by the standard retracker. Scaling GIM data to the altimeter altitude was
necessary to avoid the inclusion of total electron content above the satellite [80,82]. The
scaling was applied to RADS data [82], and our study should reflect that. However, the
application of a single scaling factor might be insufficient to remove the plasmaspheric
effects [83]. As the record length is short, the effect of the solar (sunspot) cycle on this scale
is not significant [80].

The IB correction had a high impact on SSHA variance, especially in the coastal
zone. The replacement with static IB caused a strong deterioration in noise suppression,
which indicates that a high-frequency instantaneous barotropic response component was
required [34]. Improvements were more limited within 10 km from the coast. The fairly
coarse resolution of the DAC gridded product (0.25◦ × 0.25◦) and coarse forcing (reprojected
onto a 1-degree grid at a 6 h resolution [34]) provided by the ECMWF analysis was one of
the reasons for the correction to underperform [76] close to the coast. Using ERA-Interim
for the forcing can improve the results [65,84]. However, this product was not available
through RADS or AVISO+.

The geocentric tide correction (ocean and loading tides) contributed to the largest
variance reduction of the SSHA. The performance of FES2014b and other products was
good, with a small decrease in variance reduction closer to the coast. A significant issue
for tidal modelling was bathymetry; FES2014b implements regional bathymetry databases
that are superior to global bathymetry like GEBCO. There are still bathymetry accuracy
issues in very shallow waters, coastward of a 20-m isobath, which can affect the bottom
friction budget [36]. FES2014, just like the other corrections, assimilates conventional



Remote Sens. 2023, 15, 1132 17 of 22

(low-resolution) SRAs that are provided without the coastal retracking. This poses a risk of
introducing errors in the coastal zone, but previous research has found that assimilative
models overall perform better than purely hydrodynamic models [85]. Compared to other
tidal corrections, we found that EOT11a had the best results (but is variable depending
on the place and overall underperforms versus FES2014b), while TPXO9v2 had the least
improvement and the most CP with a decreased PNR. This was in disagreement with
Lyard et al. [36]; however, they used global solutions rather than regional ones. The results
considering GOT4.10 were similar (a steep underperformance close to the coast). They also
found that in the coastal region, EOT11a had almost as large tidal component differences
to tide gauges as the previous generation tidal corrections (FES2004 and DTU10). The
tidal correction did not include internal (baroclinic) tides, which have been suppressed
by low-pass filtering of assimilated along-track data [36]. We decided not to analyse solid
Earth and pole tides; pole tide has a very small effect on the variance (but might affect
trends [84]), while solid Earth tide is well-established [40,41]. A new solution for pole tide
takes into account more parameters and removes the mean pole drift [84,86].

The weakest link in this study was the SSB correction. The Jason-2-based product
was likely to be unsuitable for a SAR altimeter, but it seemed to work equally well as the
simple parametric model. Overall, since SSB correction was designed for the open ocean, it
was not surprising that coastal areas might underperform [3,58]. As Jason-2 is a Ku-band
altimeter, the electromagnetic and skewness bias should be the same for Sentinel-3A (minus
the issues with heterogeneities in a larger footprint) [87]. However, there were also tracker
and retracker biases that appeared due to imprecise midpoint location on the leading
edge and retracker errors [58], which were altimeter- and retracker-specific. The retracker
can cause correlated errors (also called intra-1Hz covariant errors [88]) in both SSH and
SWH parameters [89], which can be removed by estimating a simple linear relationship
between SWH and SSH, similar to our simple parametric model. The improved SSB models
appeared to not significantly reduce the variance in SSHA as shown by Peng and Deng [14];
therefore, we most likely need a SAR-specific SSB.

Analyzing the comparison between RADS (the standard SAMOSA2 [90] retracker)
and coastal retrackers, the results suggest that, at least for 1 Hz, the coastal retrackers do
not show a significant benefit in variance reduction. We noted that the coastal retrackers
were developed primarily to improve conventional, pulse-limited altimetry precision, and
so this result could be taken as advocacy for using standard SAR altimetry near the coast.
As expected, the deviations between RADS and coastal retrackers were small further from
the coast. However, ALES performs worse with these as well, showing a larger spread
in values. This was expected, as the retracker only uses a part of the waveform, whereas
it could use the whole waveform in the case of an oceanic waveform [16]. Comparing
SAMOSA++ with ALES, SAMOSA++ performed better in all cases (although minimally
between 2 and 6 km from the coast). The lack of reliability within the first 6 km can be seen
in RADS, which means it also affected similarly performing coastal retrackers. This was
also observed for the Australian coasts, where Peng and Deng [90] found a significant loss
of quality within 5 km of the coast for the 20 Hz version of SAMOSA2-retracked Sentinel-3A
SSH. However, a comparison to 1 Hz was inexact due to the measurements being shifted
up to 3 km from their tagged location.

A limitation of this study was the comparatively large area of evaluation. Due to
the different coastal morphology, the shelf geometry, and the dynamic length scales, the
obtained results varied sub-regionally and increased the spread of variances. A solution
could also be to split the study area into subregions and report the results separately.
A robust split would have a similar length across the shelf and comparable time and
length scales of ocean dynamics. Another limitation we found was the lack of next-
generation corrections applied in this study. For WTC, it would have been useful to test
GPD+ [73], which showed a further variance reduction [52] and skillfully integrated the
mission’s radiometer data. For DTC, ERA5 has been recommended [77]. We could also
test T-UGO- and ERA5-based DAC-ERA5, which also benefits from improved bathymetry
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and could provide superior results in the coastal zone [91]. For tidal correction, we could
test EOT20 [92], as EOT11 is more outdated than the other two options. The selected
alternative MSS is also relatively outdated compared to DTU18, which should be compared
to CNES-CLS18 [93] or even CNES-CLS22 instead [94]. The SSB we used was simplistic
and rather unsuitable for SAR altimetry. In the future, the BM4 parametric model [14,74,95]
or ALES+-based regional model should be studied [33,96].

A useful addition to this study would be to evaluate 20 Hz data in addition to 1 Hz
data. The performance of the corrections at 20 Hz was believed to be insufficient, especially
for corrections with higher variability [77].

5. Conclusions

The largest contributors to variance reduction in the SAR altimetry-retrieved sea level
signal, in descending order from largest, are tides, dynamic atmosphere correction, wet
tropospheric correction, and sea state bias. Geophysical corrections overall have a stronger
effect than range corrections; however, these corrections are part of sea level variability and
are normally removed to avoid aliasing. Of range corrections, wet tropospheric correction
contributed the most towards variance reduction; therefore, the community’s recent focus
on improving WTC was wholly substantiated. The near-coast band (<5 km from the coast)
displayed decreased noise reduction in SSHA corrected with standard corrections for all
variables, indicative of standard correction underperformance in the coastal zone.

For our study site, we found that the default/standard corrections were not infe-
rior to the alternative corrections. Most corrections underperformed—displaying higher
SSHA variability—closer to the coast while also not significantly improving variance
reduction elsewhere.

Coastal retrackers provided similar results to RADS in the majority of areas. The
largest deviation from RADS SSHA occurred in shallow water (<300 m isobath) and in
areas with high backscatter and low SWH. SAMOSA++ outperformed ALES in the coastal
strip (<10 km from the coast). Nevertheless, RADS provided similar variances to both
coastal retrackers.

Supplementary Materials: The following supporting information can be downloaded at: https://
www.mdpi.com/article/10.3390/rs15041132/s1, Figures displaying the spatial distribution of PNR for
each retracker and correction.
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