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Abstract: Dynamic detection of forest change is the fundamental method of monitoring forest
resources and an essential means of preserving the accuracy and timeliness of forest land resource
data. This study focuses on a deep learning-based method for dynamic forest change detection using
Sentinel-2 satellite data, especially within mountainous areas. First, the performance of various deep
learning models (U-Net++, U-Net, LinkNet, DeepLabV3+, and STANet) and various loss functions
(CrossEntropyLoss(CELoss), DiceLoss, FocalLoss, and their combinations) are compared on a self-
made dataset. Next, the best model and loss function is used to predict the annual forest change in
Hunan Province from 2017 to 2021, and the detection results are evaluated in 12 sample areas. Finally,
forest changes are detected in Sentinel-2 images for each quarter of 2017–2021. In addition, a dynamic
detection map of forest change in Hunan Province from 2017 to 2021 is drawn. The results reveal that
the U-Net++ model and the CELoss performed the best on the self-made dataset, with a Precision of
0.795, a Recall of 0.748, and an F1-score of 0.771. The results of annual and quarterly forest change
detection were consistent with the changes in the Sentinel-2 images with accurate boundaries. This
result demonstrates the high practicality and generalizability of the method used in this paper. This
paper achieves a rapid and accurate extraction of multi-temporal Sentinel-2 image forest change areas
based on the U-Net++ model, which can be used as a benchmark for future large territorial areas
monitoring and management of forest resources.

Keywords: dynamic detection; forest change; deep learning; Sentinel-2; Hunan Province

1. Introduction

Forest resources are essential for global sustainable development, and the rapid trans-
formation of forest environments and the reduction in forest area are major global con-
cerns [1]. Accurate and timely access to forest change information using remote sensing is
critical for preserving forest biodiversity and the ecological environment [2]. It is critical
to use dynamic forest change detection to complete this task. This paper investigates an
efficient method of forest change detection for multi-temporal Sentinel-2 images to map
these areas of change more quickly and accurately.

Initially, the surveyors conducted field surveys to gather information on forest resource
changes [3]. Due to the lengthy survey cycle and poor timeliness of the survey results, it is
difficult for surveyors to keep abreast of the status of forest dynamics changes. To address
this question, many forest change studies on integrating spatial and attribute data have
emerged since then, yielding various results, including studies on synchronous update
strategies and data models.
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In recent years, with the continuous development of satellite remote sensing technol-
ogy [4], remote sensing information collection methods were gradually improved. Remote
sensing images are being acquired with greater coverage and precision, and data acquisi-
tion cycles are becoming shorter. Consequently, forest change investigation methods have
also evolved. For instance, the forest change area is restricted on the remote sensing image.
The researchers evaluate and depict the forest change area in the remote sensing image
using visual interpretation [5]. This method is faster and more economical than traditional
ground surveys. However, a significant portion of the mapping of forest change must
be performed by professional researchers. A small amount of change detection data can
be well judged by the researcher’s working experience. However, it is easy to miss and
misjudge large remote sensing data change detection areas, reducing the work’s quality
and efficiency.

To improve the efficiency of mapping areas of forest change, several researchers
have developed new detection methods that automatically identify areas of change in
remote sensing images [6–8]. Many forest change detection methods were proposed and
applied to open-source remote sensing data, including MODIS, Landsat, and Sentinel-
2 [9]. These detection methods are broadly categorized as image algebra-based methods,
image transformation-based methods, and image classification-based methods [10,11]. The
methods based on image algebra [12] are those that directly use the differences between
different time phases to determine whether a forest has changed. The method based on
image transformation [13,14] transforms highly correlated spectral band information into
uncorrelated components, thereby effectively reducing data redundancy in the spectral
band and enhancing the difference between the changed and unchanged images, thereby
allowing for the reliable acquisition of the changed region. The method based on image
classification results [15] begins by classifying images from two-time phases. The result of
the change detection is then determined by comparing the differences between the image
classification results.

As new network structures are proposed and computational costs are reduced, change
detection models based on deep learning are also being constructed. A growing number
of results demonstrate the widespread implementation and application of deep learning
techniques in the field of change detection, as well as the unique advantages of deep
learning in image processing. Bousias E. et al. [16] have experimented with two encoder-
decoder Convolutional Neural Networks architectures, U-Net and U-Net++ for change
detection applications using high-resolution satellite imagery. Their experimental results
show that the network trained using the U-Net++ architecture and the data-enhanced
network performed best on the test data. Chen H. et al. [17] proposed a spatial-temporal
attention-based method applied to the change detection of high-resolution remote sensing
image dataset (LEVIR-CD), utilizing a novel spatial-temporal attention-based convolutional
neural network (STANet) to improve the accuracy of detection. Lei T. et al. [18] proposed
a method for landslide change detection in high-resolution images based on symmetric
fully convolutional neural networks. The results demonstrated that this symmetric fully
convolutional neural network structure could effectively utilize the spatial multi-scale
features of landslide areas and overcome the shortcomings of single-scale ensembles,
thereby producing better feature result maps. Sefrin O. et al. [19] utilized a deep learning
technique based on Fully Convolutional Networks (FCN) and long short-term memory
(LSTM) networks for land cover classification and change detection using multi-temporal
and multi-spectral data from the Sentinel-2 satellite, and obtained superior results. Many
studies have demonstrated the utility and effectiveness of deep learning-based methods
for change detection tasks. Forest change detection, an important branch of this, can also
be achieved using deep learning models.

Most of the deep learning-based change detection studies mentioned above are based
on high-resolution images. However, the lengthy time required to acquire high-resolution
images is not conducive to the rapid detection and dynamic monitoring of forest changes.
In addition, there are few studies on forest change detection using deep learning methods.
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Detecting forest change areas from remote sensing images and mapping them into dynamic
detection maps in a timely and accurate manner is a very difficult research-relevant task.

This paper proposes a deep learning-based method for forest change detection on
multi-temporal Sentinel-2 remote sensing imagery from 2017 to 2021, as well as mapping
the dynamic detection of forest change, based on these findings. The forest change dynamic
detection method changes the problems of traditional forest change survey techniques
such as long survey periods, overly time-consuming survey process, and inconsistent
standards among manual interpretation, and ensures timely and efficient forest change
detection work.

2. Materials and Methods
2.1. Study Area

The study area for this paper is Hunan Province, China (Figure 1). Hunan Province
is situated in the center of China, between longitudes 108◦47′–114◦15′E and latitudes
24◦38′–30◦08′N. The climate of Hunan Province is subtropical monsoon, with hot summers
and cold winters. The average annual temperature in Hunan is between 16 and 18 ◦C,
and annual precipitation is between 1200 and 1700 mm [20]. Hunan Province consists
of 14 prefecture-level administrative regions, including 13 prefecture-level cities (Chang-
sha, Zhuzhou, Xiangtan, Hengyang, Shaoyang, Yueyang, Changde, Zhangjiajie, Yiyang,
Chenzhou, Yongzhou, Huaihua, and Loudi) and one autonomous prefecture (Xiangxi Tujia
and Miao Autonomous Prefecture), with a total area of 211,800 square kilometers. The
forest vegetation resources belong to the subtropical evergreen broad-leaved forest area. In
addition, the main terrain in the study area includes mountains, hills, and plains, which is
of great significance for the study of change detection in large areas of mountainous forests.
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Figure 1. (a) The location of the study area. The full extent of the study area is the satellite image
coverage area used for this experiment. (b) The Elevation map of the study area and the location
of the sample area distribution. The “train dataset” in the figure is where the training samples
are collected.

2.2. Data and Preprocessing
2.2.1. Data Sources

The Sentinel-2 data used in this work were downloaded from the Google Earth Engine
(GEE) Open Access Data Centre [21]. Sentinel-2 data provide multispectral images in



Remote Sens. 2023, 15, 628 4 of 18

13 spectral bands ranging from the visible to the shortwave infrared [22]. It has spatial
resolutions of 10m, 20 m, and 60 m, depending on the selected spectral band. In this
paper, RGB bands with a spatial resolution of 10 m are used. Four images are downloaded
from the GEE platform for each of the study area’s four seasons from 2017 to 2021, for
a total of 20 images. The cloud-contained downloaded data are less than 10%, and the
areas with cloud higher than 10% are defined as extensive cloud coverage areas. The
downloaded Sentinel-2 L1C data products have been processed with radiometric and
geometric corrections. The radiometric correction includes correction based on the digital
elevation model and atmospheric correction. Due to the vast geographical expanse of our
study area, some of our acquired Sentinel-2 remote sensing data contain extensive cloud
coverage. In subsequent training and predictions, heavily clouded areas are removed from
the images. Table 1 describes the image-specific information used in this study.

Table 1. Data sources.

Data Series Name of Data Data Source Spatial Resolution (m) Time

Remote
sensing data Sentinel-2 L1C

European Space
Agency
(ESA)

10

1 January 2017–31 March 2017, 1 April
2017–30 June 2017, 1 July 2017–30
September 2017, 1 October 2017–31
December 2017, 1 January 2018–31 March
2018, 1 April 2018–30 June 2018, 1 July
2018–30 September 2018, 1 October 2018–31
December 2018, 1 January 2019–31 March
2019, 1 April 2019–30 June 2019, 1 July
2019–30 September 2019, 1 October 2019–31
December 2019, 1 January 2020–15 April
2020, 16 April 2020–30 June 2020, 1 July
2020–30 September 2020, 1 October 2020–31
December 2020, 1 January 2021–31 March
2021, 1 April 2021–30 June 2021, 1 July
2021–30 September 2021, 1 October 2021–31
December 2021

Vector data
Woodland

Resources Map

Academy of
Forestry Inventory
and Planning, State

Forestry
Administration, P.R.

China

/ 2020

Administrative
boundary

China Earth System
Science Data

Sharing Network
/ 2016

Sentinel-2 data are a quarterly composite image. “1 January 2017–31 March 2017” represents all images composited
within the spring of 2017.

In this paper, only forest change in woodland areas is investigated to avoid detecting
areas of forest change in non-woodland areas. The change patches are filtered in non-
woodland areas using Woodland Resources Map (Figure 2). As a result, all change patches
were from woodland areas.
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Figure 2. Woodland Resources Map in Hunan Province.

2.2.2. Dataset

We rely on downloaded Sentinel-2 images and annotate a small number of forest
change labels by manual visual interpretation as ground truth vector data. These visual
interpretation results were validated by ground surveys. Figure 3 depicts the preprocessing
flowchart for the dataset, and the annotation relies on two periods of 2020 and 2021 Sentinel-
2 images, respectively. The ground truth vector data were rasterized using ArcMap 10.7 to
obtain ground truth labels. The resolution was set to match that of the Sentinel-2 images at
10m. Next, the Sentinel-2 image and ground truth label are cropped to 256 × 256 pixels.
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Figure 3. Flow chart of data preprocessing. The Sentinel-2 L1C images are from ESA and downloaded
through the GEE platform. The specific locations where forest change labels were collected were
Changsha, Zhuzhou, Xiangtan, and Huaihua in Hunan Province.
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Forest change includes both changes in forest growth and changes in forest reduction.
On the one hand, the growth cycle of trees during forest growth is long, with no significant
changes in forest growth over the course of a season or even a year, and there is no need
for constant monitoring; on the other hand, there are many causes of forest reduction,
such as deforestation and clearing, the construction of houses, roads, and other human
economic activities [23], which occur in short cycles and require accurate information on
their changes. Thus, forest reduction changes are our primary concern. Figure 4 depicts the
256 × 256 pixel images obtained by cropping Sentinel-2 images and ground truth labels,
which will be directly used for training and testing deep learning network models. Our
dataset contains both positive (areas of forest reduction) and negative samples (no change
areas). In addition, the dataset contains a wide variety of forest change image samples.
Our dataset contained a total of 1437 image pairs, which were randomly divided into three
datasets: the training (train) dataset, the validation (val) dataset, and the test dataset; these
three datasets corresponded to an 8:1:1 ratio.
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Figure 4. Selected cutting samples (256× 256 pixels). In the label, white values of 255 indicate change,
while black values of 0 indicate no change. The first five columns depict changes in forest reduction
(column 1 represents forest reduction in mountainous areas, columns 2–4 depict forest reduction
in urban areas, and column 5 shows forest reduction due to road construction), while the last two
columns show examples of no change.

2.2.3. Data Augmentation

This paper employs a variety of image conversion data enhancements, including image
panning, horizontal flip, rotation, and brightness adjustment. All data augmentations are
designed to improve the generalization of the model and prevent model overfitting.

The proportion of positive and negative samples in the dataset is not balanced (Table 2)
and only 1.06% of the samples are positive. During the training procedure, the proportion
of positive samples is increased by copying and pasting data onto the existing dataset.
The specific operation is to randomly extract a sample and paste the changed area into
the current sample as an object (Figure 5). In order to better identify the pasted positive
samples, we pasted the pixels from the boundary of the change areas as well.
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Table 2. Percentage of positive samples in the dataset.

Dataset Train Dataset Val Dataset Test Dataset All Dataset

Number of samples 1148 144 145 1437
Percentage of positive

sample area (%) 1.05 0.94 1.26 1.06

2.3. Change Detection Model

This section details the utilized forest change detection model. In this paper, a U-
Net++ [24] deep learning model is used for forest change detection training and prediction.
The prediction results of U-Net++ were compared with those of U-Net [25], STANet [17],
DeepLabV3+ [26], and LinkNet [27] in order to evaluate the performance of various network
models on the self-made dataset and the advantages of the model used in this paper (U-
Net++).

2.3.1. The U-Net++ Model

The U-Net++ model structure is derived from the U-Net model, which was originally
developed for biological image segmentation tasks and is now widely used for image
segmentation and change detection tasks. More importantly, the architecture of U-Net++ is
essentially a deeply supervised encoder network in which the encoder and decoder are
connected by a series of nested and dense skip roads.

This study adds a two-branch input structure to U-Net++ to ensure that the input of
the pre-temporal image and post-temporal image is in the change detection task. U-Net++
is capable of extracting features at various levels and integrating them via a feature overlay.
The different levels of features include visible shallow features and abstract deep features,
with varying degrees of sensitivity to target objects of different sizes. In practical change
detection tasks, the edge information of a large target and a small target can easily be
lost in a deep network due to repeated down-sampling and corresponding up-sampling;
therefore, shallow features are required to address this issue. U-Net++ is divided into four
structures with varying depths, L1, L2, L3, and L4, in order from shallow to deep. In feature
extraction, the shallow structure captures simple image features such as borders, colors,
etc. The deep structure is able to capture more abstract features within the image due to
the larger receptive field and more convolutional operations. The specific network nodes
found in L1, L2, L3, and L4, as well as the operations denoted by the arrows in the U-Net++
network structure (Figure 6), are detailed below:

Backbone: In Figure 6a, the L1 of the network structure includes X0,0, X1,0, and X0,1;
L2 includes L1 and X2,0, X1,1, and X0,2; L3 includes L2 and X3,0, X2,1, X1,2, and X0,3 and L4
includes all the backbone networks. The output of the network node Xi,j is denoted by xi,j,
where i is a down-sampling layer along the encoder index, and j is a convolutional layer
along a dense region of the jump path index. The formula for the feature mapping stack
denoted by xi,j is as follows:

xi,j =

H
(
xi−1,j), j = 0

H
([[

xi,k
]j−1

k=0
,U
(
xi+1,j−1)]), j > 0

(1)

where the function H( ) represents the activation function after the convolution operation,
U( ) is the up-sampling layer, and [] is the concatenation between the connection of the
same layer. As shown in Figure 6a, nodes at layer j = 0 receive only down-sampling inputs
from the layer above the encoder; at j > 0 nodes receive (j + 1) inputs, where j inputs are the
outputs of the first j nodes in the Concatenation same skip pathway. The last input is the
up-sampling output from the lower skip path or encoder (when j = 1).

Down-sampling: The purpose of down-sampling is to increase the image’s robust-
ness against small perturbations. In this paper, the encoder employs the Efficientnet-b0
algorithm for down-sampling. Down-sampling halves the image’s height and width while
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doubling the number of channels, compressing the 2 × 2 pixel blocks into a single pixel,
and averaging the values of four pixels.
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Up-sampling: The function of up-sampling is to decode the abstract features to the
same size as the original image dimensions to obtain the segmentation result. This is
accomplished by doubling the image’s height and width and halving the number of
channels, effectively replacing each pixel with a 2 × 2 block of identically valued pixels.

Skip connection: As indicated by [] in Equation (1), it is a connection with dense
nesting on the skip path.

Convolution (Conv): Each convolutional node Xi,j is made up of three convolutional
layers (Figure 6d), each with a convolutional kernel of 3 × 3. The number of filters in each
convolutional node is also different due to the constant down-sampling and up-sampling.
The number of filters in terms of Fn is given by:

Fn = 16(i + 1), i ∈ {0, 1, 2, 3, 4} (2)

Concatenation: Images A and B are merged so that the final number of channels is the
sum of A and B, with the same width and height.

The experimental environment in this paper is based on the Pytorch framework and
the Python language. It was developed using Windows 10 and an Nvidia RTX3080ti GPU
with 12GB of video memory and Compute Unified Device Architecture version 11.0 for
training. The server used for deep learning is equipped with a 3.79 GHz Intel(R) Core(TM)
i7-10700KF processor, 32 GB of RAM, and 4 TB of storage space.

2.3.2. Loss Function

The standard cross-entropy function CrossEntropyLoss function [28] (CELoss) is more
helpful when solving the sample imbalance (Table 2), so the CELoss function is chosen as
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the loss function in this paper. CELoss combines the activation function LogSoftmax and the
loss function NLLLoss:

LogSo f tmax(x) = loge

 exj

n
∑

i=1
exi

, (3)

NLLLoss = − 1
N

N

∑
i=1

yi(LogSo f tmax), (4)

CELoss = LogSo f tmax + NLLLoss, (5)

LogSoftmax is the logarithm of the softmax function. The output of the softmax function
is a vector between [0, 1], so the LogSoftmax function has a value range of (−∞, 0]. The
NLLLoss function is obtained by averaging the product of yi and the output of the LogSoftmax
function and inverting it. CELoss is the value of the sum of LogSoftmax and NLLLoss.

We also used DiceLoss [29], FocalLoss [30], a combination of CELoss and FocalLoss, a
combination of CELoss and DiceLoss, and a combination of DiceLoss and FocalLoss (with
a weight ratio of 1:1 when the two loss functions were combined) in the U-Net++ change
detection model for the test dataset and compared their predictions.

2.3.3. Accuracy Evaluation Metrics

In this paper, the statistical unit for calculating accuracy evaluation metrics is a sin-
gle image element. The following accuracy evaluation metrics that are widely used in
the change detection field are calculated: Precision, Recall, and F1-score are displayed in
Equations (6)–(8). F1-score is the harmonic mean of Precision and Recall, which more
accurately reflects the model’s performance on unbalanced datasets [31].

Precision =
TP

TP + FP
, (6)

Recall =
TP

TP + FN
, (7)

F1− score =
2× Precision× Recall

Precision + Recall
, (8)

In these equations, TP is the area of pixels where positive samples are correctly
predicted, FP is the area of pixels incorrectly predicted as positive samples, and FN is the
area of pixels where positive samples are missed.

2.4. Dynamic Detection of Forest Change

We quantify the extent and rate of forest change (reduction) from results on a larger
regional scale and understand the specific periods of forest change for dynamic detection.
Incorporating elements of temporal change analysis into the process of detecting forest
change over large areas is crucial. Annual forest change areas and quarterly forest change
areas in Hunan Province were predicted and analyzed for the years 2017 to 2021 using the
optimal model identified in the previous section and the loss function.

2.4.1. Annual Forest Change Detection

To validate the methods used in this paper for detecting forest change and analyzing
the specifics of forest change from year to year, the forest changes are predicted in Hunan
Province from 2017 to 2021. The current year’s winter Sentinel-2 image is used as the
post-temporal image, while the previous year’s winter Sentinel-2 image is used as the
pre-temporal image (the 2017 pre-temporal image is the 2017 spring Sentinel-2 image) to
input into the forest change detection network in order to obtain forest change detection
results for each year.
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Then, 12 sample areas were randomly selected in Hunan Province (each sample area
is 1224 km2, Figure 1b). These areas are distributed across locations in Hunan Province.
The results of forest change detection are compared to areas of actual ground change and
evaluated for each year and sample area. In this paper, the results of change detection are
presented in the form of graphs and tables.

2.4.2. Quarterly Forest Change Detection

To further analyze the precise timing and magnitude of forest change in the study
area, we fed two periods of Sentinel-2 data, separated by one quarter, into the forest change
detection network and predicted changes in forest reduction for each quarter between 2017
and 2021 using the forest change detection model.

First, to improve the accuracy of our forest change detection method, we removed
changes in non-woodland areas using the Woodland Resources Map of the study area
mentioned in Section 2.2.1 (Table 1). Second, we utilized a forest change detection model
to forecast quarterly forest change in the study area. After verifying the results map for
each period, the results map is post-processed. To refine the final detection results, the
threshold method and morphological post-processing [32] were used to remove very small
area patches, small gaps, and the presence of holes within the area of change from the
forest change detection results images (Figure 7). Eventually, we combined the results of
the processed forest change area maps for each quarter into a single map and used different
colors to indicate the different periods’ change patches. Each area of forest change will be
labeled at a specific time.
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3. Results
3.1. Change Detection Results in the Dataset

During model training, the test dataset does not contribute to the construction of the
model (training and validation and tuning of hyperparameters). The maximum training
epoch for all models was set to 100; an early stop was added to the training process to
prevent overfitting of the models. The early stop is the termination of the model training
when the model has not been updated for a long time. Figure 8 demonstrates the specific
trend of Loss values for each model during the training process, and it can be seen that the
specific Early Stop time is different for each model.
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The performance of U-Net++ and other models is evaluated on the test dataset. The
comparison results show that the U-Net++ model used in this paper is optimal in all
accuracy evaluation metrics in the test dataset, with a Precision of 0.7954, a Recall of 0.7478,
and an F1-score of 0.7709 (Table 3). U-Net++ is superior to other change detection models
(U-Net, LinkNet, DeepLabV3+, STANet) in terms of precision and detection rate. The
F1-score represents the harmonic mean of Precision and Recall. A greater value indicates
greater model stability. Regarding the training speed of the models, the batch size of
each forest change detection model is set to the maximum memory can afford, and the
mean time in Table 3 represents the average training time per epoch. U-Net++ spent 0.89
minutes per epoch, which is only 0.07 min more than U-Net, which spent the least time
per epoch. This paper concludes that U-Net++ outperforms other forest change detection
models (U-Net, LinkNet, DeepLabV3+, and STANet) in terms of accuracy, balance, and
other comprehensive performance on a self-made dataset.

Table 3. Accuracy metric of each model on the test dataset.

Model Encoder Loss Precision Recall F1-Score Mean Time/min

STANet resnet18 CELoss 0.7081 0.6380 0.6712 1.55
DeepLabV3+ efficientnet-b0 CELoss 0.7714 0.7178 0.7437 12.35

Linknet efficientnet-b0 CELoss 0.7854 0.7220 0.7524 0.86
U-Net efficientnet-b0 CELoss 0.7894 0.7415 0.7647 0.82

U-Net++ efficientnet-b0 CELoss 0.7954 0.7478 0.7709 0.89

A comparison of the spatial mapping results for each change detection model for
the same loss function condition with the labels of the test dataset is shown in Figure 9.
The predictions of the U-Net++ model are most similar in space to the reference labels.
Moreover, it is more refined in terms of boundary drawing, which is due to the fact that
U-Net++ integrates features at different levels by capturing them in a feature overlay,
allowing it to choose a network structure of different depths depending on the complexity
of the current dataset.

In addition to comparing the prediction results of various deep learning models,
some experiments are conducted to compare the U-Net++ change detection model under
various loss function combinations. The experimental results are shown in Figure 10. The
U-Net++ model, when paired with CELoss, has a test Precision of 0.795, Recall of 0.748,
and F1-score of 0.771, with the best overall performance among all combinations of loss
functions. CELoss has the highest Precision and detects changes with the least pseudo
changes compared to DiceLoss, FocalLoss, and other combinations of loss functions. The
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CELoss function with the best overall performance is selected for subsequent annual and
quarterly forest change detection over large areas.
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3.2. Annual Forest Change Detection Results

Figure 11 depicts the evaluation of the accuracy of the selected 12 sample areas for the
annual change detection results from 2017 to 2021 during the analysis of the quantitative
results. The F1-score of 0.8 was achieved in all sample areas except those numbered 3, 7 and
8 in 2017, 2018 and 2020, those numbered 7 and 8 in 2019, those numbered 1, 3, 6 and 9 in
2019 and those not involved in the assessment. For the sample areas where the F1-score was
not high, a review of the detection results with two periods of Sentinel-2 images revealed
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that the main cause of the misdetection was a small number of clouds being detected as
areas of forest reduction.
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Figure 11. Accuracy evaluation chart for each sample area for each year from 2017 to 2021. Sample
areas numbered 1, 6, and 9 in 2017, sample areas numbered 1 and 9 in 2018, sample areas numbered
1, 3, 6, and 9 in 2019, and sample area numbered 8 in 2020 are not involved in the accuracy evaluation
due to the presence of a large number of clouds.

In the overall assessment of accuracy for all sample areas, the F1-score was above
0.75 for each year and above 0.8 in 2018 and 2021. The year with the lowest accuracy
metric was 2020 with a Precision of 0.749, Recall of 0.759, and F1-score of 0.754, and the
year with the highest accuracy metric was 2021 with a Precision of 0.839, Recall of 0.819,
and F1-score of 0.829 (Table 4). These figures are in general agreement with the accuracy
tested in the dataset. The annual forest change detection prediction results demonstrate
that the U-Net++ model utilized in this paper achieves excellent results in large-area image
detection and stable performance in detecting images from different years. In addition, it
takes only 40 minutes to predict the results of forest change detection in the whole Hunan
Province. This method provides the foundation for subsequent dynamic forest change
detection tasks and important guidance for the annual forest change survey.

Table 4. Evaluation of all sample areas change detection accuracy metrics for 2017–2021.

Year
Number of

Sample
Areas

The True Area
of Change/km2

Predicted Area
of Change/km2 Precision Recall F1-Score

2017 8 7.164 6.948 0.8091 0.7848 0.7968
2018 9 13.506 12.785 0.8587 0.8129 0.8352
2019 8 13.677 13.184 0.8051 0.7761 0.7904
2020 11 12.151 12.312 0.7494 0.7593 0.7543
2021 12 14.608 14.267 0.8388 0.8193 0.8289
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3.3. Quarterly Forest Change Dynamics Detection and Mapping

The U-Net++ model and CELoss loss function are utilized to forecast forest change
for every quarter between 2017 and 2021. Following the mapping procedure outlined
in Section 2.4.2, a regional map of quarterly forest change in Hunan Province from 2017
to 2021 is created (Figure 12). Comparing the quarterly forest reduction results map of
Hunan Province with the Sentinel-2 time series images from 2017 to 2021 reveals that the
areas extracted by the forest change detection model correspond precisely to the actual
image boundaries.
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Figure 12. Results of the quarterly dynamic detection of forest change from 2017 to 2021. A total of
20 periods of Sentinel-2 predictions from 2017 to 2021 yielded a total of 19 forest change detection.
No detection is available for this period as no pre-period images were available for spring 2017.

Analyzing the detection in the sample areas with the Sentinel-2 images reveals that
their quarterly forest change detection is consistent with the annual detection in Section 3.2.
In the analysis of the vector map of change detection results, the forest change area in each
quarter of 2017 was smaller than in other years. After comparing the 2017 images to their
corresponding Sentinel-2 images, it was found that all four 2017 images contained large
areas of missing imagery (due to excessive cloudiness), which interfered with the forest
change detection task.
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4. Discussion

In this paper, the performance of a deep learning-based method (U-Net++) is evalu-
ated using a custom dataset and province-wide Sentinel-2 image forest change detection.
Specifically, a comprehensive method for monitoring forest change using Sentinel-2 images
for dynamic detection and mapping of forest change in large territorial areas was devel-
oped. Importantly, our method can be trained using samples collected at a specific time in
a region, with good transferability to new time periods and images from different regions.

4.1. Performance Evaluation of Forest Change Detection Models

As shown in Table 3, the U-Net++ model produced the highest Precision, Recall, and
F1-score. This result indicates that the U-Net++ model is better adapted to the dataset
produced by Sentinel-2 imagery after training on this dataset. No additional training
images from its year and region were added to the dataset beyond those from the specific
temporal and spatial region mentioned in Section 2.2.2 (Figure 3), as indicated by the
smaller Precision and Recall for the STANet. In the model comparison experiments, the
F1-score of DeepLabV3+ was 2.72% lower than that of U-Net++, but it took more time
to train per epoch (12.35 min per epoch). In terms of image mapping results, U-Net is
inferior to U-Net++, and its boundaries are coarser (Figure 9). This result conforms to the
U-Net++ characteristics described in Section 2.3.1. Consequently, the overall performance
of the U-Net++ model is superior to that of other change detection models based on the
test results of the self-made dataset presented in this paper.

In the following, the comparison of accuracy in the U-Net++ forest change detection
model is discussed using different combinations of loss functions (Figure 10). Using the
CELoss function, the model’s Precision and F1-score are the highest among all combinations
of loss functions, while its Recall is the second highest (0.047 lower than the highest value).
Therefore, the overall performance of the model when utilizing this loss function is the best
among all possible combinations of loss functions. This result demonstrates that the best
detection results are obtained when the CELoss function is used as a loss function on a
self-made dataset with positive and negative sample imbalance.

4.2. Performance Evaluation of Annual Forest Change Detection

In Sentinel-2 images without clouds, the experimental results from Section 3.2
(Figure 11, Table 4) demonstrate that our model is effective at detecting forest changes
over large areas. This result does not differ significantly from the F1-score obtained from
predictions in the self-made dataset, with higher detection accuracy in some years than
predictions in the test dataset (2017–2019,2021). The detection results of the model are
compared with the labels obtained by manual visual interpretation.The results obtained
from the model detection were found to be more accurate and refined in drawing the
boundary of the changed patch.

In addition, the detection accuracy of this study is good in both mountainous areas and
plains. From Figure 1, it can be concluded that the sample areas numbered 5, 6, 7, 10, and
11 are in the plain area and the other sample areas are in the mountainous forest. According
to the results of Figure 11, the accuracy difference between them is not significant.

4.3. The Advantages of Quarterly Forest Change Dynamics Detection

In Section 3.3, we project quarterly forest changes for the period 2017–2021. Based on
them, the results of the quarterly dynamic detection of forest change from 2017 to 2021 are
mapped (Figure 12). In the process of detecting forest changes at short intervals, we are
able to obtain the precise time of each change patch and analyze the causes of its change in
order to achieve timely detection and real-time monitoring. This is essential for monitoring
the renewal status of forest resources and carrying out management [33]. As illustrated
in Figure 13, forest change patches are detected on GaoFen satellite images for 2020–2021.
However, we only know that these changes occurred during 2020–2021; we were unable to
determine the exact quarter in which they occurred. Therefore, the precise timing of the
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changes can be determined using the method described in this paper to obtain quarterly
forest change dynamics detection results based on the more frequently updated Sentinel-2
images.
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4.4. Outlook

Our proposed method for dynamic detection of forest change can accurately identify
forest changes in areas without clouds, but cannot obtain information on changes in areas
with large cloud cover, which leads to incomplete final prediction results and mapping
results. Therefore, we will address this aspect in future studies by selecting median
synthesis methods and Sentinel-1 images to predict forest changes. Multiple predictions will
be used for cross-validation, supplementing them for areas with high cloud cover, to achieve
multiple source detection and more comprehensive dynamic detection of forest change.

5. Conclusions

Forest change detection is crucial for many applications and research fields, such as
forest resource evaluation and management. For example, in the investigation of forest land
resource change, the quarterly and monthly change information of forest land resources
can be updated through the method of forest dynamic change detection and significantly
improve the timeliness of forest resource monitoring. To solve the problem of forest change
dynamics detection, Sentinel-2 data are used in conjunction with a deep learning method
based on the U-Net++ model to complete the forest change detection task for each quarter
from 2017 to 2021, and then the results of forest change dynamic detection are plotted.

First, several deep learning models are trained and evaluated on self-made datasets,
with U-Net++ used in this paper exhibiting the best overall performance. On this basis, ad-
ditional comparison experiments with different combinations of loss functions are designed.
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As expected, the loss function with the most prominent effect was CELoss. Comparative
experiments with different deep learning models and loss functions provide the basis for
subsequent dynamic detection of forest change. Second, the U-Net++ model and CELoss
are employed to predict the Sentinel-2 images for each year from 2017 to 2021 and to
evaluate the detection results for the 12 sample areas. The results demonstrate that the
method utilized in this paper is highly accurate and applicable for detecting large-area
forest changes in Sentinel-2 images. Finally, the results of the quarterly dynamic detection
of forest changes from 2017 to 2021 were mapped.

The results of this paper can be used as a reference for dynamic detection of forest
change in medium resolution and short interval remote sensing images, and they are
feasible for practical forest change detection tasks. Especially, the detection of forest change
in large areas is of great practical value. According to the results of this paper, the annual
and quarterly forest change detection results of the region are derived, which ensure the
timeliness of forest change detection and enable the monitoring of forest resources in
real-time. Based on the rapid updating of remote sensing images, an integrated forest
resource monitoring technology integrating remote sensing technology and deep learning
technology is established, and theoretical research is applied to actual production.
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