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Abstract: The BeiDou Global Satellite Navigation System (BDS-3) broadcast newly developed B1C
and B2a signals. To provide a better service for global users, the vertical phase center offset (PCO)
and phase center variation (PCV) are estimated for the B1C/B2a ionospheric-free linear combination
of the BDS-3 inclined geostationary orbit (IGSO) and medium earth orbit (MEO) satellites in this
study. And considering the traditional PCC estimation method needs two Precise orbit determination
(POD) processing, based on the correlation between PCO z-offset and PCV, the theoretical analysis
and experimental comparison have been made to discuss whether the POD procedure for the PCO
estimation can be omitted. The estimated z-offset time series revealed the inadequacy of the solar
radiation pressure (SRP) model for the IGSO satellites and the MEO satellites with Pseudo Random
Noise code (PRN) C45 and C46. The PCVraws estimated by the traditional method and the PCO
estimation omitted method have the same characteristic. The final PCO z-offsets and PCVs calculated
by the two schemes agreed very well with differences can be harmlessly ignored, which confirmed
that the PCO estimation can be safely omitted to save computation time. The PCC model proposed
in this study has been compared with the Test and Assessment Research Center of China Satellite
Navigation Office (TARC/CSNO) released model, the qualities of the orbits and BDS-only precise
point positioning (PPP) solutions of the new model both show improvements, except for the IGSO
orbits. The analysis of the IGSO orbits further verifies the SRP model is not suitable for the IGSO
satellites.

Keywords: BDS-3; B1CB2a; phase center correction models; precise orbit determination; IGb14

1. Introduction

On 31 July 2020, the construction of the BeiDou Global Satellite Navigation System
(BDS-3) has been officially announced completeness and BDS-3 started to provide posi-
tioning, navigation, and timing (PNT) service globally with 3 geosynchronous orbit (GEO)
satellites, 3 inclined geostationary orbit (IGSO) satellites, and 24 medium earth orbit (MEO)
satellites in-orbit [1]. Different from the BeiDou Regional Satellite Navigation System
(BDS-2), in addition to signals at frequencies B1I (1561.098 MHz) and B3I (1268.52 MHz),
BDS-3 also transmit the newly designed signals at frequencies B1C (1575.42 MHz), B2a
(1176.45 MHz), and B2b (1207.14 MHz) [2]. B1C/B2a can be chosen for dual-frequency
usage [3], the B1C and B2a signals are designed to be compatible with GPS L1C, Galileo E1
and GPS L5, Galileo E5 open service signals, respectively [4,5], therefore the B1C/B2a sig-
nals are more compatible and interoperable with other Global Navigation Satellite System
(GNSS). The multi-GNSS applications require all navigation system products in the same
reference frame, this requests the consistency of the phase center correction (PCC) model,
which is comprised of phase center offset (PCO) and phase center variation (PCV) [6]. Due
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to the lack of observations for B1C/B2a signals, current precise products and studies of
PCC models for BDS-3 are mainly based on B1I/B3I signals. To improve the multi-GNSS
application service performance of BDS-3, this study focuses on the B1C/B2a signals.

The current studies of B1C/B2a signals mainly focus on performance evaluation.
Zhang et al. [7] evaluated the characteristics of the B1C, B1I, B2a, B2b, and B3I signals
and the result revealed that the quality of the BDS-3 signals is equivalent to that of GPS
L1/L2/L5 and Galileo E1/E5a/E5b signals. The study of Yan et al. [8] indicated that B1C
has a lower C/N0, and the C/N0 of B2a and B1I/B3I signals are at the same level. Zhang
et al. [9] reported that the observation noise of the new B1C and B2a signals is smaller than
B1I, and the Single Point Positioning (SPP) performance of B1C is similar to that of B1I, but
that of B2a is slightly worse, which may cause by inaccurate BDS ionosphere correction.
Li et al. [5] analyzed the Precise orbit determination (POD) capacity of B1C/B2a signals
using only nine of the Multi-GNSS Experiment (MGEX) stations, the result shows that
the 3D RMS values of the two-day overlap of the orbit determined using B1C/B2a are
improved by approximately 9% compared to that of the orbit determined using B1I/B3I
across the whole BDS-3 constellation. In general, the study and usage of B1C/B2a signals
are insufficient, the relevant models need to pay more attention, especially the PCC models.

The International GNSS Service (IGS) published the igs14.atx to be consistent with
the IGb14 frame, the igs14.atx contains the PCC models of GNSS satellites and receiver
antennas, for GPS and GLONASS, the PCC models are based on the in-orbit estimation
results of different Analysis Centers (AC) [10]; different from GPS and GLONASS, the PCC
models of Galileo were calibrated pre-launch and released by the European GNSS Agency
(GSA). The satellite-specific PCOs for BDS satellites have been released by The Test and
Assessment Research Center of China Satellite Navigation Office (TARC/CSNO) [11] and
adopted by IGS to conduct satellite-block-specific BDS-3 PCOs for igs14.atx (IGS Mail 7782).
Several efforts have been made for BDS PCC model refinements. Dilssner et al. [12], Guo
et al. [13], and Huang et al. [14] have estimated the BDS-2 PCC models to keep consistency
with the IGb08 framework; Yan et al. [15], Xia et al. [16] (2020), Qu et al. [17], and Zajdel
et al. [18] have studied the BDS-3 PCC models in IGb14 framework, but all the works are
done for B1I/B3I signals, except for the work of Zajdel et al. [18], they evaluated the usage
of the BDS-3 MEO constellation to the definition of the TRF scale and estimated the PCO
models for both B1I/B3I and B1C/B2a signals. No comprehensive PCVs were available for
BDS-3 B1C/B2a signals until now.

PCO is a vector pointing from the center of mass (COM) to the antenna phase center
(APC) in a satellite body-fixed coordinate system, which can be defined by x-offset, y-
offset, and z-offset [19], the x-offset and y-offset form the horizontal PCO, and z-offset is
vertical PCO. The horizontal PCO only has a negligible impact on the scale realization [18];
and as reported by the previous study, there is a high correlation coefficient between the
horizontal PCO and the solar radiation pressure (SRP) parameters [20], therefore, the study
of horizontal PCO is not within the scope of this study. The vertical PCO is critical for
GNSS data processing, especially on scale realization, as the z-offset is always direct to the
center of the earth [21,22]. The PCV and z-offset also have strong correlations; generally,
the PCV and PCO are estimated separately; first, the PCO is estimated with PCV fixed,
then fix the PCO to estimate the PCVraw, and finally, the correction of z-offset and PCV
are derived from PCVraw [6,22,23]. Since the PCO and PCVraw are estimated by a POD
process, the whole data processing procedure above mentioned is quite time-consuming,
and a concise way to get vertical PCO and PCV needs to be discussed.

This study aims to estimate the vertical PCO and PCV models for BDS-3 IGSO and
MEO satellites B1C/B2a ionospheric-free linear combination with CSNO published PCO
models as initial models, and a time-saving 2-Step Scheme by only estimating PCVraw to
get vertical PCO and PCV is discussed and validated. Section 2 discussed the PCC model
with a focus on the PCVraw model and estimation method used in this study. Section 3
introduced the data availability and basic models of data processing. The estimated z-offset
and PCV are discussed in Section 4. The quality of the proposed final PCO z-offset and
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PCV are verified by orbit and BDS-only precise point positioning (PPP) quality in Section 5.
Finally, Section 6 gives a summary and discussion of this study.

2. PCC Model
2.1. Basic Model

The PCO correction in GNSS data processing is expressed as a vector correction:

→
r
′
=
→
r +

(→
e x

→
e y

→
e z

)∆xPCO
∆yPCO
∆zPCO

 =
→
r + R·

→
P (1)

where
→
r
′

is a vector pointing to satellite APC by receiver APC,
→
r is a vector pointing to

satellite COM by receiver APC.
→
e x,
→
e y, and

→
e z are the unit vector of the +X-axis, +Y-axis,

and +Z-axis of the satellite body-fixed reference frame in the Geocentric Celestial Reference
System (GCRS), respectively. ∆xPCO, ∆yPCO, and ∆zPCO are the PCO x-offset, PCO y-offset,

and PCO z-offset, respectively.
→
P denotes the PCO vector, which consists of ∆xPCO, ∆yPCO,

and ∆zPCO. R means the rotation matrix, which consists of
→
e x,

→
e y, and

→
e z [14]. The

estimated PCO model is based on Equation (1) and converted to a distance correction (∆ρ),
since only z-offset is studied in this paper, the correction can be:

∆ρ(η) = ∆zPCO cos η (2)

η is the nadir angle, which is seen from the satellite to the station.
The PCVraw is modeled as a piece-wise linear model Equation (3). The PCVraw is

estimated together with the satellite clock offset that does not depend on the nadir-angle,
these two parameters have a strong correlation, therefore, to avoid the normal equation
being singular, a priori constraint Equation (4) is applied for the PCVraw estimation [23]:

∆ρ′PCV(η) =
η − ηj

ηj+1 − ηj

(
∆ρ′PCV

(
ηj+1

)
− ∆ρ′PCV

(
ηj
))

+ ∆ρ′PCV
(
ηj
)

(3)

n

∑
i=1

∆ρ′PCV(ηi) = 0 (4)

∆ρ′PCV(η) is the satellite PCVraw value at the nadir-angle (η). n is the node number
of the piece-wise linear model. The subscript j in Equation (3) denotes the nearest integer
nadir-angle less than η, and the subscript i in Equation (4) is the marker of one integer
nadir-angle. The estimated satellite PCVraw consisted of satellite PCV (∆ρPCV) and the
PCO z-offset correction (∆z), which can be expressed as follows [23]:

∆ρ′PCV(η) = ∆ρPCV(η) + ∆z(1− cos η) (5)

Figure 1 is a brief demonstration of the geometric relation of the estimated PCC model
parameters. It is very clear that the estimated PCVraw, i.e., ∆ρ′PCV , consists of the PCV
(∆ρPCV) and the PCO z-offset correction (∆z), their relationship is described as Equation (5).



Remote Sens. 2022, 14, 6380 4 of 18
Remote Sens. 2022, 14, 6380 4 of 17 
 

 

 

Figure 1. The geometric relation of the estimated PCC model parameters. 

2.2. Estimation Methods 

The PCO and PCV are estimated by a POD process, and the basic observations are 

the pseudo-range and carrier-phase observations. The BDS-3 B1C/B2a and GPS L1/L2 dual 

frequencies observations are used to form ionospheric-free linear combinations to elimi-

nate the first-order ionospheric delay. The ionospheric-free pseudo-range observation can 

be described as follows: 

��� = |�⃗�| + �(�� − ��) + Δ���� − Δ���� + Δ��,��� + �� (6)

where ��� is the ionospheric-free pseudo-range observation; |��⃗ �| denotes the distance 

from the satellite APC to receiver APC; � is the speed of light; �� and �� are the receiver 

clock offset and satellite clock offset, respectively, �����  is the tropospheric delay; 

���,���  is the receiver PCV correction; ��  is the other ionospheric-free pseudo-range 

range error including the observation noise. The ionospheric-free carrier-phase observa-

tion can be described as follows: 

��� = |��⃗ �| + �(�� − ��) + ����� − ����� + ���,��� + �� + �� (7)

where ��� is the ionospheric-free carrier-phase observation; � is the wave length; � de-

notes the ionospheric-free ambiguity; �� is the other ionospheric-free carrier-phase range 

error, including the observation noise. 

As mentioned in Section 1, the PCC estimation usually needs three steps. Firstly, the 

PCO is estimated with PCV fixed, since no officially published or widely recognized PCV 

is available for BDS-3 B1C/B2a signals, the PCV usually fix to zero, consequently, errors 

will be introduced to the estimated z-offset; secondly, with estimated PCO fixed, PCVraw 

are estimated; finally, the z-offset correction and PCV can be separated from PCVraw by 

a least square adjustment built according to Equation (5) with the following criterion [24]: 

Figure 1. The geometric relation of the estimated PCC model parameters.

2.2. Estimation Methods

The PCO and PCV are estimated by a POD process, and the basic observations are the
pseudo-range and carrier-phase observations. The BDS-3 B1C/B2a and GPS L1/L2 dual
frequencies observations are used to form ionospheric-free linear combinations to eliminate
the first-order ionospheric delay. The ionospheric-free pseudo-range observation can be
described as follows:

PIF =
∣∣∣→r ′∣∣∣+ c(τk − τs) + ∆ρtro − ∆ρPCV + ∆ρk,PCV + εP (6)

where PIF is the ionospheric-free pseudo-range observation;
∣∣∣→r ′∣∣∣ denotes the distance

from the satellite APC to receiver APC; c is the speed of light; τk and τs are the receiver
clock offset and satellite clock offset, respectively, ∆ρtro is the tropospheric delay; ∆ρk,PCV
is the receiver PCV correction; εP is the other ionospheric-free pseudo-range range error
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including the observation noise. The ionospheric-free carrier-phase observation can be
described as follows:

LIF =
∣∣∣→r ′∣∣∣+ c(τk − τs) + ∆ρtro − ∆ρPCV + ∆ρk,PCV + λN + εL (7)

where LIF is the ionospheric-free carrier-phase observation; λ is the wave length; N denotes
the ionospheric-free ambiguity; εL is the other ionospheric-free carrier-phase range error,
including the observation noise.

As mentioned in Section 1, the PCC estimation usually needs three steps. Firstly, the
PCO is estimated with PCV fixed, since no officially published or widely recognized PCV
is available for BDS-3 B1C/B2a signals, the PCV usually fix to zero, consequently, errors
will be introduced to the estimated z-offset; secondly, with estimated PCO fixed, PCVraw
are estimated; finally, the z-offset correction and PCV can be separated from PCVraw by a
least square adjustment built according to Equation (5) with the following criterion [24]:

n

∑
i=1

[
∆ρ′PCV(ηi)− a− ∆z(1− cos ηi)

]2
= min (8)

a is the constant part of ∆ρ′PCV(ηi). This estimation method needs 2 POD processes
for PCO and PCVraw estimation, respectively. The PCO estimation process can provide
a precise initial value of z-offset for the PCVraw estimation, and the ∆z separated from
PCVraw is meanly introduced by the unmodeled PCV used in PCO estimation.

From Equation (5) and Figure 1, we can see that the PCVraw can absorb the error that
exists in the PCO z-offset. If the PCO estimation process is omitted, all errors that exist
in the initial PCO z-offset will be introduced to the PCVraw. As PCVraw and the least
square adjustment have been well modeled, a coarse initial PCO z-offset can be fixed for
PCVraw estimation, and the error of this PCO z-offset can be well absorbed by PCVraw and
derived to ∆z, hence, the POD process for PCO estimation can be omitted to reduce the data
processing time and burden. Above all, a 2-Step Scheme that omits the PCO estimation
step for the PCO z-offset and PCV estimation is proposed, the detailed process procedures
are the follows:

Step 1: Fix the PCO z-offset to a coarse initial value, estimate the daily PCVraw by
POD process, and derive the satellite-specific PCVraw;

Step 2: Use the least square adjustment established based on Equation (8) to derive the
satellite-specific PCV and PCO z-offset corrections from the satellite-specific PCVraw to get
the final PCO z-offset and PCV.

The main difference between the proposed 2-Step Scheme and the traditional 3-Step
Scheme is the way they handle the error of the initial PCO z-offset. In the 3-Step Scheme,
the PCO estimation step corrects the main part of the error of the initial PCO z-offset, while
in the 2-Step Scheme, the whole error is absorbed to the PCVraw, and the final least square
adjustment can split the PCVraw to PCV and PCO z-offset correction, i.e., ∆z, precisely.
To verify the proposed method, we have estimated 2 sets of PCO z-offset and PCV using
the traditional 3-Step Scheme and the 2-Step Scheme, which omit the PCO estimation, the
results and comparisons are discussed in Section 4.

3. Processing Strategy
3.1. Data Availability

The major restriction of B1C/B2a precise data processing is the lack of tracking stations.
Thankfully, with the development of MGEX, the number of MGEX with the capability of
tracking B1C/B2a signals has grown rapidly in recent years, meanly attribute to firmware
and hardware updates. A network of 120 globally distributed MGEX tracking stations has
been selected for the data processing, as shown in Figure 2. The data collection time period
is from Day of Year (DOY) 180, 2021, to DOY 179, 2022.
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Figure 3 shows the daily number of stations used in B1C/B2a data processing for the
selected BDS satellites (C20, C37, C40, C46) across the time period, G12 (L1/L2) is selected
as a reference. The daily station number of C20 and C37 is nearly the same and the most
among all selected BDS-3 satellites, as they are one of the 18 MEO satellites of the BDS-3
basic system, the basic system has been announced to begin providing initial services to
global users on December 27, 2018 [25]. The daily station number of C40 is the least because
C40 is an IGSO satellite, and its signal covers only the Asia-pacific area. The daily station
number of all selected BDS-3 satellites are increase over time and reaches the level of GPS
at the end of the chosen time period except C40.
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3.2. Basic POD Models and Strategies

The PCO z-offset, zenith path delays (ZPDs), and station heights have strong correla-
tions and a huge impact on the reference frame realization [18,21,22]. To estimate z-offset
and PCV, the framework must be fixed [24]. The GPS PCC model and the IGS weekly
solutions of MGEX station coordinates are strictly realizations of the IGb 14 scale, hence
they are fixed in the data processing, BDS-3 and GPS are processed together as well. The
receiver antennas PCC models also play an important role in framework realization, the
IGS14.atx provides all receiver antennas PCC models for GPS L1/L2 signals, unfortunately,
only a few antenna PCC models for BDS B1C/B2a signals are provided in IGS14.atx [24]. In
the IGS third reprocess, some antennas PCC models for BDS signals have been calibrated
by Geo++ and released in the igsR3_2077.atx, these antennas cover more than 160 MGEX
stations [17], for these stations the receiver antennas PCC models in igsR3_2077.atx are
used for BDS B1C/B2a signals, and for the other stations, PCC models for GPS L1/L2
signals were used instead [24].

The modeling of the non-gravitational perturbing forces is essential for POD. Solar
radiation pressure (SRP) is the main non-gravitational force acting on GNSS satellites [26].
The reduced empirical CODE (Center for Orbit Determination in Europe) orbit model
(ECOM1) [27,28] has been proven to be efficient for GPS POD, but for BDS-3 satellites
with an elongated body, the ECOM2 [29] or ECOM1 with a priori box-wing model is more
suitable. Li et al. [30] proved that the BDS-3 orbit satellite laser ranging (SLR) residuals
with the ECOM2 SRP model are more scattered than that of ECOM1 with a priori box-wing
model, hence, the latter is used for BDS-3 data processing, and the satellite metadata a
priori box-wing model required is released by CSNO [31], these metadata also used for the
ERP model. The Earth radiation pressure (ERP) and Antenna thrust (AT) are other main
sources of non-gravitational force, they will cause a nearly 30 mm bias in total in the radial
direction for BDS-3 satellites [32]. The ERP and AT are corrected by a model developed by
Rodriguez-Solano [33], and the antenna transmitting power used in the model is published
by IGS [34,35]. Table 1 is the overall data processing strategies.

Table 1. Data processing strategies.

Items Description

Number of stations ≈120 MGEX stations
Time interval DOY 180, 2021 to DOY 179, 2022

Observation Zero-difference phase and code observation for GPS L1/L2 and
BDS-3 B1C/B2a dual-frequency signals

Sampling rate 300 s
Elevation cut-off angle 7◦

Arc length 24-h
Ionosphere Ionosphere-free linear combination

Troposphere
Saastamoinen model [36] used as a priori model; ZTDs at 2 h interval
is estimated; horizontal gradients estimated at 6 h interval with
Global Mapping Function (GMF) [37]

Ambiguity fixing Double-difference ambiguity fix [38]
Stations coordinates Fixed

Solar radiation model GPS: ECOM1
BDS-3: ECOM1 + a priori box-wing model

Earth radiation model Box-wing [33]

Antenna thrust GPS: 50–300 W [34]
BDS-3: 130–310 W [34,35]

Satellites PCOs GPS: igs14_2223.atx
BDS-3: CSNO published model as a priori model

Satellites PCVs GPS: igs14_2223.atx
BDS-3: Zero as initial value

Receiver PCC GPS: igs14_2223.atx
BDS-3: igsR3_2077.atx or using L1/L2 for B1C/B2a
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4. Results of PCO-Z and PCVs

As mentioned in Section 2.2, the vertical PCO and PCV are estimated by two schemes:
the traditional 3-Step Scheme and the 2-Step Scheme with PCO estimation omitted. The
z-offsets estimated in the 3-Step Scheme are described in Section 4.1 and the PCVraw
estimation and separation of both schemes are described and compared in Section 4.2.

4.1. PCO-Z Parameters of the 3-Step Scheme

The estimated PCO z-offset is the correction of the initial PCO z-offset, in this study,
the initial PCO z-offset is the CSNO-published value. The BDS-3 satellites are provided by
two manufacturers: the Shanghai Engineering Center for Microsatellites (SECM) and the
China Academy of Space Technology (CAST). The SECM provides 10 MEO satellites, and
the CAST provides the other 14 MEO satellites and 3 IGSO satellites. The z-offsets time
series of C23 (SVN C209), C29 (SVN C207), and C40 (SVN C224) are selected and shown in
Figure 4 as representative of CAST MEO, SECM MEO, and IGSO satellites, respectively,
the z-offsets time series of C46 (SVN C223) is also shown as a representative of C45 (C222)
and C46 because of their different behaviors.
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the black dots are the beta angles, and the red dots are the derived z-offsets.

Figure 4 demonstrates that the z-offset time series of C23 and C29 are stable, the
series of C40 is more scattered and varies with the sun elevation above the orbital plane
(β angle), and the series of C46 shows a clearer variation with the β angle. The BDS-3
IGSO satellites are not standard Box-Wing structure, they carry additional payloads like
communication antennas (Figure 5), and these payloads are not considered in the Box-Wing
nor the ECOM SRP modeling, the additional payloads caused deficiencies to the IGSO
SRP model and therefore introduce errors to the IGSO orbits and z-offset estimations.
The C45/C46 PCO estimations of Zajdel et al. [18] show the same behaviors as Figure 4,
according to Zajdel et al., these satellites may have different structures, which results in
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the SRP model deficiency and affect the z-offset estimations. The satellite-specific z-offsets
are acquired by taking the average of estimations at |β| > 4◦ and are shown as red dots in
Figure 4. The estimations at |β| ≤ 4◦ are excluded because the satellites may be in eclipse
season during |β| ≤ 4◦. In the eclipse season, the satellites suffer more complex space
environments than usual, which will cause the estimated z-offsets to be more scattered.
Therefore, the estimations at |β| ≤ 4◦ may contaminate the final results. Table 2 list
the estimated z-offsets (z-offset), the RMSEs of estimated z-offsets (RMSE), and the final
satellite-specific PCO z-offset (PCO-Z). The RMSEs of C45, C46, and IGSO satellites are
larger than that of the others. Figure 6 shows the relationship of the initial PCO-Z, the
estimated z-offsets (z-offset), and the final PCO-Z (PCO-Z in Table 2).
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Figure 5. The structure of BDS-3 IGSO satellites (http://www.csno-tarc.cn/en/system/introduction
(accessed on 7 November 2022)).

Table 2. Final satellite-specific PCO z-offset, the unit is mm.

PRN z-Offset RMSE PCO-Z PRN z-Offset RMSE PCO-Z

C19 −99.24 69.69 1880.48 C34 −34.94 57.18 1073.17
C20 −110.30 65.01 1935.26 C35 −100.47 57.46 997.82
C21 −108.91 69.06 1898.07 C36 −33.91 59.59 1782.81
C22 −111.87 71.19 1910.18 C37 −62.96 57.42 1792.05
C23 −14.92 60.02 1950.06 C38 199.21 158.68 2744.77
C24 −13.08 66.54 1999.41 C39 304.75 213.11 2810.12
C25 −65.01 63.31 1038.91 C40 361.33 228.24 2877.62
C26 −39.24 82.28 1068.55 C41 277.91 72.86 1823.20
C27 110.54 45.05 1225.97 C42 288.23 63.17 1832.81
C28 105.66 52.72 1218.22 C43 5.00 73.70 1110.45
C29 164.27 50.81 1284.07 C44 −90.66 68.96 1011.32
C30 154.95 68.52 1249.08 C45 −16.33 94.91 1862.69
C32 −33.27 66.74 1961.20 C46 −5.09 85.66 1856.54
C33 39.50 67.84 1989.29

http://www.csno-tarc.cn/en/system/introduction
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Figure 6. The initial PCO-Z, z-offsets, and the final PCO-Z. The z-offset is the correction of the initial
PCO-Z, and the sum of the z-offset and initial PCO-Z is the final PCO-Z.

4.2. PCO-Z and PCVs

The PCVraw of the 3-Step Scheme is estimated with the PCO z-offset fix to Table 2,
while the 2-Step Scheme fix to CSNO published values. Take C23, C29, C40, and C46 as
examples, Figure 7 shows their daily PCVraw of the 2-Step Scheme, and the PCVraw of the
3-Step Scheme shows similar behavior. It can be seen that the consistency of daily PCVraw
at the minimum and maximum nadir-angle are worse than the others, that is because only
a few observations are available at these nadir-angles, and the weight of observations at
the maximum nadir-angle is weak, the same phenomenon can also be seen from the other
study of PCC model even with different signals such as B1I/B3I [15,17]. The consistency of
daily PCVraw of C40 and C46 is worse than that of C23 and C29, mainly because of the
above-mentioned SRP model deficiency. The final PCVraw models for each satellite are
acquired by averaging the daily PCVraw after removing gross errors.
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The ∆z derived from PCVraws of both schemes are listed in Table 3 with their final
PCO z-offsets, and the difference between the two sets of PCO-Zs is also shown in the Diff
column. It can be seen that the maximum PCO-Z difference is −2.24 mm, which appears
at C40. The absolute difference of MEO satellites does not exceed 1 mm, considering the
RMSE of z-offset estimation is at the centimeter level, the difference can be ignored. The
PCO-Zs of the two schemes agree well. Figure 8 provides a clear comparison of ∆z, the
majority of ∆z absolute value of the 2-Step Scheme is large than that of the 3-Step Scheme,
in the 2-Step Scheme, the omitted z-offset estimation in the PCO estimation process can
be directly absorbed by PCVraw, and derived to ∆z. That is to say, the 2-Step Scheme can
handle the whole error that exists in the initial PCO z-offset as well as the 3-Step Scheme.

Table 3. The ∆z and PCO-Z of both schemes, and the difference between the two sets of PCO-Zs, the
unit is mm.

PRN
2-Step Scheme 3-Step Scheme

Diff PRN
2-Step Scheme 3-Step Scheme

Diff
∆z PCO-Z ∆z PCO-Z ∆z PCO-Z ∆z PCO-Z

C19 −178.97 1800.75 −79.66 1800.82 −0.07 C34 −128.57 979.54 −93.91 979.26 0.28
C20 −159.39 1886.17 −49.16 1886.10 0.07 C35 −213.20 885.09 −112.95 884.87 0.22
C21 −155.52 1851.47 −46.73 1851.34 0.12 C36 −90.62 1726.10 −56.64 1726.17 −0.07
C22 −165.51 1856.54 −53.77 1856.41 0.13 C37 −109.08 1745.93 −46.06 1745.99 −0.06
C23 −61.33 1903.65 −46.52 1903.54 0.11 C38 390.38 2935.94 191.87 2936.64 −0.70
C24 −47.28 1965.21 −34.13 1965.28 −0.07 C39 519.39 3024.76 215.76 3025.88 −1.12
C25 −180.54 923.38 −115.65 923.26 0.12 C40 579.56 3095.85 220.47 3098.09 −2.24
C26 −143.29 964.50 −104 964.55 −0.05 C41 227.09 1772.39 −51.39 1771.81 0.57
C27 46.52 1161.95 −63.79 1162.18 −0.23 C42 243.85 1788.42 −45.07 1787.74 0.69
C28 15.47 1128.03 −89.76 1128.46 −0.43 C43 −90.94 1014.51 −95.99 1014.46 0.05
C29 84.61 1204.42 −79.67 1204.40 0.01 C44 −202.65 899.33 −111.92 899.40 −0.07
C30 80.39 1174.52 −74.71 1174.37 0.15 C45 −41.74 1837.29 −25.66 1837.03 0.25
C32 −76.23 1918.25 −43.06 1918.14 0.10 C46 −39.59 1822.04 −34.54 1822.00 0.04
C33 −3.38 1946.41 −42.91 1946.38 0.03
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Figure 8. The ∆z of 2-Step Scheme and 3-Step Scheme.

Table 4 is the PCV of the 3-Step Scheme, and Table 5 is the PCV of the 2-Step Scheme.
The two sets of PCVs have nearly no difference. The maximum absolute difference is
0.12 mm and only appears at the 0◦ nadir-angle of C42, the other absolute difference does
not exceed 0.03 mm, and the mean absolute difference is 0.004 mm, these differences can be
safely ignored, which means the PCVs of the two schemes agree well too. The solution of
the 2-Step Scheme is selected as the final PCC model of this study (Tables 3 and 5), Figure 9
shows the satellite-specific PCV of the 2-Step Scheme, and the satellites are grouped by block
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type. The PCVs of the same block type show a similar pattern, but the in-type difference of
PCV can reach several milometers at a certain nadir-angle, therefore, satellite-specific PCVs
are recommended [24].

Table 4. Final PCVs for each satellite of the 3-Step Scheme, the unit is mm.

PRN
Nadir-Angle/◦

0◦ 1◦ 2◦ 3◦ 4◦ 5◦ 6◦ 7◦ 8◦ 9◦ 10◦ 11◦ 12◦ 13◦

C19 3.12 1.44 1.23 0.43 −0.13 −0.84 −1.39 −1.83 −2.11 −1.84 −1.41 −0.91 1.18 3.07
C20 1.39 1.47 1.59 0.15 0.18 −0.52 −0.95 −1.43 −1.7 −1.44 −1.38 −0.84 0.75 2.75
C21 0.33 2.10 1.50 0.94 0.00 −0.3 −0.98 −1.53 −1.74 −1.67 −1.51 −0.82 0.86 2.81
C22 1.32 1.53 1.38 0.64 0.02 −0.41 −1.05 −1.47 −1.75 −1.62 −1.35 −0.92 0.97 2.72
C23 1.52 1.82 1.04 0.42 −0.16 −0.69 −0.99 −1.35 −1.52 −1.35 −1.30 −0.74 0.74 2.56
C24 1.45 1.43 0.91 0.30 −0.17 −0.52 −1.01 −1.14 −1.28 −1.10 −0.96 −0.59 0.52 2.16
C25 3.14 2.65 1.97 0.90 −0.23 −1.07 −2.12 −2.61 −2.89 −2.51 −1.90 −0.87 1.39 4.15
C26 2.52 2.64 1.87 1.02 −0.30 −0.85 −1.74 −2.49 −2.71 −2.49 −1.93 −0.91 1.38 3.98
C27 1.11 2.54 1.74 0.66 0.05 −0.82 −1.24 −1.87 −2.08 −1.79 −1.61 −0.98 1.03 3.27
C28 3.13 2.08 1.57 0.68 −0.35 −1.11 −1.75 −2.08 −2.38 −1.95 −1.72 −0.84 1.15 3.57
C29 3.01 2.00 1.35 0.42 −0.15 −0.95 −1.70 −1.98 −2.22 −1.87 −1.49 −0.87 1.16 3.29
C30 1.45 2.45 1.96 0.47 0.21 −0.96 −1.40 −1.98 −2.23 −1.85 −1.63 −0.90 1.02 3.39
C32 0.33 2.06 1.52 0.68 0.13 −0.44 −0.88 −1.43 −1.68 −1.48 −1.47 −0.89 0.76 2.78
C33 1.49 1.42 1.12 0.55 −0.09 −0.55 −1.14 −1.31 −1.48 −1.27 −1.16 −0.66 0.61 2.47
C34 2.13 2.61 2.11 1.08 −0.12 −0.69 −1.87 −2.47 −2.74 −2.51 −2.02 −0.86 1.24 4.11
C35 3.24 2.29 2.12 1.04 0.03 −0.92 −1.92 −2.80 −3.09 −2.78 −2.17 −1.07 1.50 4.52
C36 2.16 1.19 1.12 0.50 0.05 −0.65 −1.12 −1.53 −1.75 −1.46 −1.20 −0.87 0.92 2.63
C37 0.90 1.75 1.46 0.40 0.12 −0.64 −0.9 −1.41 −1.57 −1.34 −1.26 −0.81 0.76 2.54
C38 −1.14 1.67 1.47 0.95 −0.34 −1.05 −2.11 −1.63 0.29 1.89
C39 −0.42 2.25 0.99 0.88 −0.34 −1.56 −2.42 −2.16 0.15 2.64
C40 −2.56 2.40 1.33 0.77 0.12 −0.65 −1.63 −1.58 0.65 1.17
C41 2.15 1.33 1.23 0.34 −0.25 −0.66 −1.23 −1.54 −1.66 −1.23 −1.13 −0.58 0.93 2.29
C42 1.43 1.66 1.40 0.55 −0.12 −0.52 −1.28 −1.59 −1.71 −1.41 −1.12 −0.53 0.80 2.44
C43 2.66 2.50 2.01 1.01 0.00 −0.82 −2.09 −2.52 −2.90 −2.46 −1.92 −0.93 1.26 4.20
C44 2.01 3.19 2.66 1.50 0.14 −0.87 −2.04 −3.03 −3.42 −3.18 −2.41 −1.07 1.53 4.99
C45 0.99 1.57 0.61 0.38 0.12 −0.31 −0.65 −1.11 −1.36 −1.26 −1.04 −0.81 0.66 2.21
C46 1.10 1.56 0.98 0.13 0.27 −0.47 −0.76 −1.18 −1.42 −1.25 −1.22 −0.81 0.80 2.26
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Table 5. Final PCVs for each satellite of the 2-Step Scheme, the unit is mm.

PRN
Nadir-Angle/◦

0◦ 1◦ 2◦ 3◦ 4◦ 5◦ 6◦ 7◦ 8◦ 9◦ 10◦ 11◦ 12◦ 13◦

C19 3.15 1.42 1.22 0.42 −0.14 −0.84 −1.40 −1.83 −2.11 −1.84 −1.41 −0.91 1.19 3.07
C20 1.38 1.47 1.60 0.15 0.17 −0.52 −0.95 −1.43 −1.70 −1.45 −1.38 −0.83 0.75 2.74
C21 0.33 2.10 1.50 0.94 0.00 −0.30 −0.98 −1.53 −1.74 −1.67 −1.51 −0.82 0.86 2.82
C22 1.31 1.53 1.38 0.64 0.02 −0.40 −1.05 −1.47 −1.75 −1.62 −1.35 −0.92 0.97 2.71
C23 1.52 1.81 1.04 0.42 −0.16 −0.69 −0.99 −1.35 −1.52 −1.35 −1.30 −0.74 0.74 2.56
C24 1.44 1.44 0.91 0.30 −0.17 −0.52 −1.01 −1.14 −1.28 −1.10 −0.96 −0.59 0.52 2.16
C25 3.14 2.65 1.97 0.90 −0.24 −1.07 −2.11 −2.60 −2.89 −2.51 −1.90 −0.87 1.39 4.15
C26 2.52 2.64 1.87 1.02 −0.29 −0.85 −1.74 −2.49 −2.71 −2.49 −1.93 −0.91 1.38 3.98
C27 1.13 2.52 1.74 0.66 0.05 −0.82 −1.24 −1.87 −2.08 −1.79 −1.62 −0.98 1.03 3.27
C28 3.14 2.08 1.56 0.68 −0.35 −1.11 −1.75 −2.08 −2.38 −1.95 −1.72 −0.84 1.15 3.57
C29 3.01 2.00 1.35 0.42 −0.15 −0.95 −1.70 −1.97 −2.22 −1.87 −1.49 −0.87 1.16 3.29
C30 1.45 2.45 1.96 0.47 0.21 −0.96 −1.40 −1.98 −2.23 −1.85 −1.63 −0.90 1.02 3.39
C32 0.33 2.06 1.51 0.68 0.13 −0.44 −0.88 −1.43 −1.67 −1.49 −1.47 −0.89 0.77 2.78
C33 1.49 1.42 1.12 0.55 −0.09 −0.55 −1.14 −1.30 −1.48 −1.27 −1.16 −0.66 0.61 2.46
C34 2.13 2.60 2.11 1.07 −0.13 −0.68 −1.87 −2.47 −2.73 −2.50 −2.02 −0.86 1.24 4.10
C35 3.24 2.28 2.12 1.05 0.03 −0.92 −1.92 −2.80 −3.08 −2.78 −2.17 −1.06 1.50 4.51
C36 2.16 1.19 1.12 0.50 0.05 −0.65 −1.11 −1.52 −1.75 −1.47 −1.20 −0.87 0.92 2.63
C37 0.90 1.75 1.46 0.41 0.12 −0.64 −0.91 −1.41 −1.57 −1.34 −1.26 −0.81 0.76 2.54
C38 −1.15 1.67 1.47 0.95 −0.34 −1.04 −2.11 −1.63 0.29 1.89
C39 −0.42 2.24 0.99 0.88 −0.34 −1.56 −2.42 −2.17 0.16 2.63
C40 −2.56 2.40 1.31 0.76 0.13 −0.66 −1.62 −1.57 0.66 1.15
C41 2.12 1.34 1.24 0.35 −0.24 −0.66 −1.22 −1.54 −1.65 −1.23 −1.13 −0.58 0.92 2.29
C42 1.31 1.69 1.41 0.58 −0.09 −0.51 −1.28 −1.58 −1.70 −1.41 −1.12 −0.53 0.79 2.43
C43 2.68 2.48 2.00 1.01 0.00 −0.82 −2.08 −2.53 −2.90 −2.46 −1.92 −0.93 1.26 4.20
C44 2.02 3.20 2.66 1.49 0.14 −0.87 −2.04 −3.03 −3.42 −3.18 −2.41 −1.07 1.53 4.99
C45 1.00 1.56 0.61 0.38 0.12 −0.31 −0.65 −1.11 −1.36 −1.27 −1.04 −0.81 0.66 2.21
C46 1.09 1.55 0.98 0.13 0.27 −0.46 −0.76 −1.18 −1.42 −1.25 −1.22 −0.80 0.80 2.26

5. Validations

The estimated vertical PCO and PCV are verified by examining the qualities of the
BDS-3 orbits and BDS-only PPP solutions, they are performed with the estimated PCC
model (named PCC Scheme), and the same products produced with the CSNO-released
PCC model (named CSNO Scheme) used as a comparison. The POD strategy is the same
as in Table 1, except no PCO or PCVraw is estimated, and the stations are the same as in
Figure 2. We use the 3-dimension RMS (3D RMS) of Orbit Day boundary discontinuity
(DBD) [39] to evaluate the orbit quality. Figure 10 shows the mean 3D RMS of each satellite
for both CSNO and PCC Schemes. The orbit qualities of MEO satellites are significantly
better than that of IGSO satellites, and the orbit qualities of the two schemes show no clear
differences, that is because the difference of the PCC model can be absorbed by the other
parameters like clock offset in the POD process. Table 6 summarizes the block-type mean
differences of the orbit qualities of the two schemes, compared with the CSNO Scheme,
the orbit quality of the PCC Scheme improved by 4.8%, 7.0%, and −0.8% for CAST MEO,
SECM MEO, and IGSO satellites, respectively.
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Figure 10. The mean orbit DBD 3D RMS of CSNO and PCC Schemes.

Table 6. Orbit DBD 3D RMS difference of each scheme and their comparison, the unit is mm.

Scheme CAST MEO SECM MEO IGSO

CSNO 62.7 58.3 478.9
PCC 59.7 54.2 482.6

Improvement (%) 4.8% 7.0% −0.8%

Since the orbit qualities of IGSO satellites behave abnormally, their DBD in along-
track (A), cross-track (C), radial (R), and 3D RMS time series of the CSNO Scheme have
been analyzed in Figure 11. We also compared the IGSO satellites’ orbits with the Wuhan
University IGS AC (WUM) rapid orbit products, and the results are shown in Figure 12.
It is obvious that the DBD has a periodic term related to the β angle in any direction,
the periodic term in the radial direction is the most obvious for C39 with the largest β
angle range, and the periodic term has the largest peak. The periodic term may cause by
the SRP model deficiency mentioned in Section 4.1, the results of orbit differences with
WUM products also have the periodic term, but with a much smaller magnitude, the POD
strategies and SRP model used by WUM may be similar to the CSNO Scheme, hence, their
orbits have a good consistency, and the DBD may be more sensitive to the model deficiency.
Due to the SRP model deficiency, the IGSO satellites PCC model estimated in this study is
not accurate and needs further study together with the SRP model.
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CSNO 5 8.1 14.8 
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Figure 12. The time series of the differences of the CSNO Scheme IGSO orbit compared with the
WUM products in along-track (A), cross-track (C), radial (R), and 3D RMS.

It is well known that the vertical PCO and PCV have a significant influence on the PPP
solutions, especially in the up direction (U) [24]. We carry out a BDS-only PPP comparison
to further study the quality of the proposed vertical PCO and PCV, 45 MGEX stations,
which can track the B1C/B2a signals selected and marked as blue triangles in Figure 2. The
orbit and clock products generated by the corresponding POD scheme are used for the PPP
process, and 30 days of data from DOY 120, 2022, to DOY 149, 2022, is processed. The IGS
weekly solution is selected as a reference. Figure 13 demonstrates the U-direction RMS
of each station, for most stations, the PCC Scheme solutions have a clear advantage. The
mean RMS of the north (N), east (E), and U directions are listed in Table 7, compared with
the CSNO scheme, the accuracy of the PCC Scheme improved by 30.0%, 27.2%, and 31.1%
for N, E, and U directions, respectively.
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Table 7. BDS-only PPP RMS of each scheme and their comparison, the unit is mm.

Scheme N E U

CSNO 5 8.1 14.8
PCC 3.5 5.9 10.2

Improvement (%) 30.0% 27.2% 31.1%
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6. Summary and Discussions

The BDS-3 started to transmit the newly designed B1C/B2a signals to global users,
however, the PCC models of B1C/B2a signals have not been thoroughly studied. In this
study, we focus on the vertical component of the PCO and PCV model, one-year data have
been processed to estimate the vertical PCO and PCV. Two PCC model estimation schemes
have been introduced and discussed. The proposed PCC model of the B1C/B2a signals is
verified by the POD and BDS-only PPP qualities by comparing with the CSNO-released
PCC model.

The PCO and PCV usually be estimated separately because of the strong correlation
between PCO z-offset and the PCV. Both PCO and PCV estimations are performed by the
POD process and estimated together with the orbital parameters, therefore, the traditional
PCC model estimation is quite time-consuming. The PCO estimation provides a precise
z-offset for the subsequent process, with a coarse z-offset value, proper constraint, and
adjustment method, the PCO estimation can be omitted. The newly proposed 2-Step
Scheme is compared with the traditional 3-Step Scheme, and the estimated parameters
have been analyzed.

The z-offset is only estimated by the 3-Step Scheme. The z-offset series are quite stable
except for the z-offset of the IGSO satellites and the MEO satellites with Pseudo Random
Noise code (PRN) C45 and C46. The IGSO satellite is equipped with communication
antennas, which are not considered in the SRP model; the satellite structure of C45 and C46
are also different from the other MEO satellites [18], and these differences cause the SRP
model deficiency. The period terms related to the β angle exist in the z-offset series of IGSO
satellites and C45/C46 may be caused by the SRP model deficiency.

The comparison of ∆z separated from the PCVraws of the two schemes confirmed that
the PCVraw can comprehensively absorb the error of the initial PCO z-offset and derive it
to the ∆z. The final PCO z-offset and PCV derived from the two schemes consist very well,
with mean absolute differences do not exceed 1 mm and 0.01 mm for PCO z-offset and PCV,
respectively. This result proved the validity of the proposed 2-Step Scheme. We select the
solution of the 2-Step Scheme as the final PCC model of this study (Tables 3 and 5).

The proposed PCC model is compared with the CSNO-released PCC model to verify
its quality. The mean 3D RMS of orbit DBD for MEO satellites shows a little improvement,
while the orbit qualities of the IGSO satellites have a slight decrease. The orbit DBDs of IGSO
satellites are significantly worse than that of MEO satellites and have a clear periodic term
related to the β angle, which was also caused by the SRP model deficiency. The comparisons
between IGSO orbits and WUM AC orbit products confirmed the periodic term and
indicated that no other apparent model errors were found in the orbit determination of
IGSO satellites. The BDS-only PPP solution of the PCC Scheme shows a clear improvement
compared to that of the CSNO Scheme, which denotes that the proposed PCC model of the
B1C/B2a signals is accurate.

It is worth noticing that only the vertical PCO component is considered in this study,
since the horizontal PCO components have strong correlations with SRP parameters, and
the SRP model of BDS-3 satellites is not very accurate, especially for the IGSO satellites and
C45/C46. Further study should be carried out to build a rigorous SRP model for the BDS-3
satellites. And the receiver antenna PCC models of BDS signals for the IGb 14 framework
are still missing, luckily, the IGS ATX files for the IGb R3 and upcoming IGb 20 frameworks
provide some receiver antenna PCC models for BDS signals. With the related model being
improved, the BDS PCC model can be estimated more accurately in orbit.
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