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Abstract: The new-generation photon-counting laser altimeter aboard the Ice, Cloud, and Land
Elevation Satellite-2 (ICESat-2) has acquired unprecedented high-density laser data on the global
surface. The continuous analysis and calibration of potential systematic biases in laser data are
important for generating highly accurate data products. Current studies mainly calibrate the absolute
systematic bias of laser altimeters based on external reference data. There are few studies that focus
on the analysis and calibration of relative systematic biases in long-term laser data. This paper
explores a method for systematic biases analysis and calibration of ICESat-2 laser data based on track
crossovers for the first time. In the experiment, the simulated data and ICESat-2 data were used
to verify the algorithm. The results show that, during the three-year period in orbit, the standard
deviation (STD) and bias of the crossover differences of the ICESat-2 terrain data were 0.82 m and
−0.03 m, respectively. The simulation validation well demonstrate that the crossover adjustment
can calibrate the relative bias between different beams. For ICESat-2 data, the STD of the estimated
systematic bias after crossover adjustment was 0.09 m, and the mean absolute error (MAE) was 0.07 m.
Compared with airborne lidar data, the bias and root mean square error (RMSE) of the ICESat-2
data remained basically unchanged after adjustment, i.e., −0.04 m and 0.38 m, respectively. This
shows that the current ICESat-2 data products possess excellent internal and external accuracy. This
study shows the potential of crossover for evaluating and calibrating the accuracy of spaceborne
photon-counting laser altimeter data products, in terms of providing a technical approach to generate
global/regional high-accuracy point cloud data with consistent accuracy.

Keywords: spaceborne laser altimeter; photon-counting; ICESat-2; crossover analysis; adjustment;
systematic bias; accuracy

1. Introduction

The spaceborne laser altimeter, as an important Earth observation instrument, has
been widely used in ice sheet monitoring, canopy measurement, inland water monitor-
ing, and ocean and land topographic mapping [1–5]. The instrument has demonstrated
unprecedented height measurement accuracy. The agreement between the ICESat-2 data
product and airborne laser data was high [6,7], with ground elevation bias of 0.18 m and
canopy height bias of −1.71 m [8]. The accuracy of elevation control points obtained from
the Ice, Cloud, and Land Elevation Satellite-2 (ICESat-2) laser data was better than 0.4 m,
0.6 m, and 1.0 m in flat, hilly and mountainous areas, respectively [9,10]. The elevation
accuracy of radar-derived Digital Elevation Model (DEM) corrected by ICESat-2 laser data
was improved by nearly 50% [11]. It is important to continuously calibrate and validate
laser data to eliminate or reduce uncertainties and to better provide high-precision products
to the research community. A variety of in-orbit geometric calibration methods for laser
altimeters have been proposed, including the scanning maneuver method, the ground de-
tector method, and the terrain matching method [12]. The scanning maneuver method uses
the ranging residuals (the difference between the measured data and the data calculated
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based on the ranging model) in spaceborne laser scanning data to estimate the pointing and
ranging system bias [13,14]. The ICESat and the ICESat-2 official mission teams have used
scanning maneuvers on the ocean surface to achieve sub-arcsecond calibration of system
pointing angle errors [15,16]. The ground detector method is a relatively direct calibration
method. By laying a certain number of laser detector arrays with known positions in
the calibration site, the captured satellite laser spot is positioned at the center of mass to
calibrate the system pointing error [17,18]. The selection of the ground calibration site and
the high cost restrict the wide adoption of this method. It will be difficult to apply this
method to laser altimeters with thousands of beams in the future. The terrain matching
method matches the known ground truth profile with the observation profile of the laser
altimeter to estimate the system bias [19–22].

Unlike the above calibration methods, which require external reference data, the advan-
tage of crossover analysis is that no a priori knowledge of the planet’s surface elevations is
required; it only exploits consistency conditions that should be met at these crossovers [12].
Therefore, crossover analysis is widely used in deep space exploration of spaceborne laser
altimeters. Previously, crossover adjustment was successfully used in pointing and orbital
bias calibration for the Mars Global Survey (MGS) mission [23,24]. In recent years, many
researchers improved the DEM’s accuracy on the lunar surface using trajectory crossovers
between single or multiple laser altimeter systems [25–29]. Many scholars have calibrated
and corrected the long-term bias trend and orbit variation in the ICESat system pointing
error in polar regions using the crossover adjustment method [15,30]. Restricted by factors
such as laser altimeter performance and the detection mode, there is usually no direct
measurement value at the traditional crossover location, and it is necessary to interpolate
based on several adjacent points to calculate the measurement value at the crossover, which
usually introduces interpolation errors [24,26,28,29]. On the Earth’s land surface, where the
topographic features change rapidly, the interpolation error will be particularly large [12].

However, for spaceborne photon-counting laser altimeters, such as ICESat-2/ATLAS,
which are multi-beam and have a high repetition frequency and photon-counting mode, the
crossovers exhibit some new features: (1) There are direct measurements at the crossover
location. The laser footprint distance along-track is only 0.7 m, i.e., the distance between
crossovers is usually less than 0.7 m. It can be considered that there are true measure-
ments at the crossover location; (2) there are more crossovers. The ICESat-2 satellite,
which equipped with six beams, greatly increases the number of crossovers that can be
formed by a single orbital intersection. This is usually 36 times that of single-beam al-
timeters; (3) preprocessing is simple. For photon-counting laser altimeters, the advanced
technical performance makes it possible to perform crossover analysis without setting
complicated check conditions (such as the slope and time interval). Therefore, it is possible
to calibrate the system error of the laser altimeter on the land surface using the crossover
adjustment method.

After on-orbit calibration of the systematic bias, it is very important to validate the
accuracy of the data. This can be achieved using ground-based Global Navigation Satellite
System (GNSS) measurements and an array of Corner Cube Retro-reflectors (CCR) [31–35].
In addition, comparison with high-accuracy airborne laser data is also an important means
with which to verify the accuracy of spaceborne laser data [34,36]. Another method for
verification of laser altimeter satellite data is crossover analysis, which is a relative accuracy
evaluation scenario. This method also plays an important role in monitoring the temporal
changes of polar ice sheets [37,38].

These calibration and validation studies are not sufficient to fully demonstrate the
performance of ICESat-2 photon data, as they both suffer, to a greater or lesser extent, from
the following problems: (a) Only the absolute accuracy of the spaceborne laser data is
evaluated, and the quantitative analysis of the relative accuracy between laser data is hardly
involved; (b) the study area and the time span of data samples are still relatively small,
which reduces the credibility of the conclusions; (c) most studies are limited to the analysis
and evaluation of data accuracy, and there is a lack of exploratory studies on improving the
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relative accuracy of data. Therefore, we proposed a method for data quality analysis and
the calibration of spaceborne photon-counting laser altimeters using track crossovers.

This study aimed to systematically evaluate the performance and uncertainty of long-
term ICESat-2/ATLAS multi-beam terrain data products and identify an improved method.
By collecting the terrain data of ICESat-2 for three years (the nominal duration of mission)
in orbit, the relative measurement accuracy of the long-term ICESat-2 terrain data was
evaluated using the crossovers. Moreover, we tried to use the crossover adjustment method
to estimate and improve the potential residual systematic bias in the beam data. Finally,
the effectiveness of the proposed method was validated by comparison with the airborne
lidar terrain data.

2. Materials and Methods
2.1. Description of Study Area and Data
2.1.1. Study Area

The study area is located in the western United States (34.45◦ N–39.83◦ N, 116.43◦

W~118.40◦ W), on the east side of the Sierra Nevada, spanning Nevada and California,
covering an area of approximately 93,294 km2 (Figure 1). This study area was chosen for
three reasons: (1) The topography in the south of the study area is relatively flat, with
rolling hills in the north. The elevation difference of the whole area is about 4000 m, and
the terrain features are rich; (2) the vegetation in the study area is sparse, the distribution
of trees, crops and water is small; it is mainly composed of bare land and low shrubs
or grasses, the land cover type is simple and stable, and the interannual and seasonal
changes are relatively small; (3) the acquisition rate of spaceborne laser data is high, and
the airborne lidar data with wider coverage and higher timeliness can be used as reference
data. Therefore, this study area represents a good choice for long-term spaceborne laser
data crossover analysis and calibration.
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Figure 1. Overview of the study area. The right image shows the location of the study area in the
United States, and the left image shows the extent of the study area, the distribution of ICESat-2
ground track and airborne lidar data.

2.1.2. ICESat-2 Data

At an orbital altitude of 500 km, ICESat-2 performs measurements with a repeating
period of 91 days at an orbital inclination of 92◦, and its sub-satellite point track forms
1387 virtual reference ground tracks (RGT) on the Earth’s surface. The actual measurements
are located on either side of the RGT, with six individual laser beams forming the measure-
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ment profile on the ground [39,40]. The six ICESat-2 beams are divided into three pairs,
and the transmission energy ratio of weak and strong beams in each pair is 1:4. In this
study, we downloaded and processed all laser beam data acquired by the ICESat-2 satellite
in the study area from 2019 to 2021 (Figure 1), specifically including 12 repetition cycles
(from C02 to C13) and 8 reference ground tracks (including RGT0082, RGT0143, RGT0440,
RGT0501, RGT0585, RGT0943, RGT1027 and RGT1385). The strong and weak beam data
for each RGT were used. It should be noted that due to a solar array anomaly, ICESat-2
experienced a 15-day shutdown state, resulting in no measurement data for RGT1385 for
C03 and RGT0082 and RGT0143 for C04. Furthermore, as a result of influence of weather
and other factors, there are no available measurement data in the study area for RGT1027
for C09, and RGT0143 and RGT0501 for C10 and C11. Ultimately, data from a total of 528
beam profiles for 88 reference ground tracks were used. The ICESat-2 data products used in
this study include the ATL03 data product, with photon geolocation information (longitude,
latitude, and elevation, etc.) [41], and the ATL08 data product, with photon classification
labels (noise, ground, and vegetation) [42]. The association of the two data products could
be extracted to photon data classified as ground [42,43]. All ICESat-2 data products are
from the National Snow and Ice Data Center (https://search.earthdata.nasa.gov (accessed
on 11 April 2022)), version 004.

2.1.3. Airborne Lidar Data

High-accuracy airborne lidar data were used as reference data and validation data to
evaluate the absolute accuracy of ICESat-2 elevation data before and after the crossover
adjustment. Considering that there were no unique airborne lidar data that can form an
overlap with the ICESat-2 data for all RGTs in the study area, we downloaded two airborne
lidar datasets through the open portal OpenTopography (https://portal.opentopography.
org/datasets (accessed on 27 May 2022)), including Ridgecrest, CA Post-Earthquake Lidar
Collection (CA19_redge3) dataset, and EarthScope Southern & Eastern California LiDAR
Project (SoCAL) dataset [44]. The CA19_redge3 data were collected from 27 July to 2 August
2019, covering an area of 784.42 km2 with a point density of 33.13 pts/m2. The elevation
accuracy of point cloud data is less than 0.05–0.1 m (1σ). SoCAL data were collected earlier
(4 February 2007–4 June 2007). The coverage area and point density are 1683 km2 and
4.61 pts/m2, respectively. The elevation accuracy of point cloud data is less than 0.05–0.3 m
(1σ). The horizontal and vertical datums of the airborne lidar data and the ICESat-2 laser
data are both WGS84 ellipsoids, and the airborne lidar data were classified into ground
points and non-ground points.

2.1.4. Ancillary Data

To assess the effect of the terrain slope and land cover type on the accuracy of crossover
data, we introduced auxiliary data. The terrain slope was generated from 10 m resolution
Digital Elevation Model (DEM) data from the study area, produced by the United States
Geological Survey (USGS) (https://portal.opentopography.org/datasets (accessed on 27
May 2022)). Figure 2a shows the raster map of the terrain slope distribution in the study
area calculated by the ArcGIS software. The terrain slope of the study area is large, ranging
from 0 to 82◦. The topography in the south is extremely flat, and the central and northern
areas are dominated by mountains.

The land cover type information comes from the 2020 10 m resolution global land
cover dataset (https://www.arcgis.com/apps/instant/media (accessed on 21 April 2022))
provided by the Environmental Systems Research Institute (ESRI). The dataset was gen-
erated by a deep learning model and is one of the land cover datasets with the highest
spatial resolution so far. As shown in Figure 2b, the land cover types were divided into
11 categories: water, trees, grass, flooded vegetation, crops, shrub, built area, bare land,
snow/ice, clouds, and rangeland (natural meadows and fields with sparse to no tree cover,
open savanna with few to no trees, parks/golf courses/lawns, pastures.), with an overall
accuracy rate of 86% [45]. The land cover in the study area is dominated by rangeland

https://search.earthdata.nasa.gov
https://portal.opentopography.org/datasets
https://portal.opentopography.org/datasets
https://portal.opentopography.org/datasets
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and bare land, with a small amount of water, trees and built areas, which are sparsely
distributed. Given that the spatial resolution of the terrain slope and land cover type dataset
was sufficient, we directly extracted the terrain slope and land cover type information
corresponding to each crossover location.
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2.2. Crossover and Crossover Adjustment

The crossover calculation is the basis of the crossover adjustment. Given the higher
sampling frequency and increased number of laser beams of ICESat-2/ATLAS, the point
cloud spacing is extremely small. Moreover, in the low and middle latitudes, ICESat-2 is
not strictly aligned with the RGT to achieve accurate repeated measurements [40], and the
periodicity of the orbit cannot be used to calculate the position of the crossover. Crossovers
must be calculated beam by beam [46]. Here, we designed a method flow for calculating
the crossovers of ICESat-2 laser data. The basic principle is that the laser point with the
closest distance in the two laser beams is the crossover. The steps are as follows:

1. Determine whether there is a crossover between any two beams. According to the
following conditions: (a) the minimum longitude of the ascending arc should be less
than the maximum longitude of the descending arc; (b) the maximum longitude of
the ascending arc should be greater than the minimum longitude of the descending
arc. Thus, we can preliminarily determine whether there is a crossover between any
two beams.

2. Locate the area where the crossover exists. Calculate the latitude difference corre-
sponding to the laser point at the same longitude position of the two beams. The
location where the difference changes from positive to negative or from negative to
positive is the area where the crossover exists, and the potential crossover is located
among the four laser points (two laser points per beam) in the area.

3. Obtain the crossover. Calculate the distance between any two laser points between
different beams, and the two points with the smallest distance (must be less than
0.7 m) are the final crossover.
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As shown in Figure 3, on the basis of 528 beam profiles of 88 reference ground track
acquired by ICESat-2/ATLAS in the study area, we obtained a total of 21,439 crossovers
for the entire period. The color map shows the magnitude of the crossover differences. It
can be found that there are very few crossovers with differences greater than 10 m. Table 1
shows the distribution range of the crossover differences. Only 0.21% of the crossovers
have differences greater than 10 m, and the number of crossovers with differences less
than 10 m accounts for 99.79%. The crossover difference is affected by a combination
of factors. In order to avoid the excessive crossover difference affecting the subsequent
adjustment processing, we only used the crossovers with stable land cover types (bare land,
built area, and rangeland) and differences of less than 10 m. Therefore, 21,315 crossovers
were effective.
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Table 1. The range of crossover differences.

Crossover Differences (m) 0–5 5–10 10–15 15–20 >20

Number 21,292 103 31 8 5

STD (m) 0.66 6.78 12.43 18.56 31.17

Percentage (%) 99.31% 0.48% 0.15% 0.04% 0.02%

Crossover analysis provides an important method for evaluating data quality, since
over a solid surface, neglecting tides and seasonal surface changes, the altitude of the
ground spot is constant [12]. At the crossover location, for the ascending and descending
arc segment, the following was established:

Ĥ = Ha
obs + f a, (1)

Ĥ = Hd
obs + f d, (2)

where a and d represent the ascending arc segment and descending arc segment, respec-
tively; Ĥ and Hobs are the adjusted and observed values of ground elevation, respectively;
and f is the error model. For the adjustment of regional crossovers, the corresponding
error model was provided in theoretical research [47]. Considering that the experimental
area is small, the error of each beam should be relatively stable in the local region, and the
constant model is selected as the final adjustment model, i.e., f = δ. The δ is a composite
of the ranging precision of the instrument, the radial orbital uncertainty, the geolocation
knowledge, forward scattering in the atmosphere, and tropospheric path delay uncertainty.
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The crossover difference is the comprehensive reflection of various uncertainties in the
altimetry data.

According to the constraint condition that the elevations at the crossovers are the
same, for the i-th ascending arc segment and the j-th descending arc segment, the following
observation equation can be established:

lij = − f a
i + f d

j −
(

Ha
obs,i − Hd

obs,j

)
= −δa

i + δd
j −

(
Ha

obs,i − Hd
obs,j

)
, (3)

where Ha
obs,i − Hd

obs,j = dhi,j is the crossover difference (i = 1, 2, . . . , q; j = 1, 2, . . . , s). For
multiple ascending arc segments and multiple descending arc segments in the study area,
the following error equation in matrix form can be formed:

V = AX̂− L, (4)

where A is the coefficient matrix, L is the observed value vector, and X̂ is the unknown
parameter vector, as follows:

A =



q s︷ ︸︸ ︷ ︷ ︸︸ ︷
−1
−1

...
−1

−1
−1

...
−1

. . .
−1
−1

...
−1

1
1

. . .
1

1
1

. . .
1

...
1

1
. . .

1



, (5)

X̂ =
[
δa

1, δa
2, · · · , δa

q , δd
1 , δd

2 , · · · , δd
s

]T
, (6)

L = [Ha
obs,1 − Hd

obs,1, Ha
obs,1 − Hd

obs,2, · · · , Ha
obs,1 − Hd

obs,s, Ha
obs,2 − Hd

obs,1, Ha
obs,2

−Hd
obs,2, · · · , Ha

obs,2 − Hd
obs,s, · · · ; Ha

obs,q − Hd
obs,1, Ha

obs,q

−Hd
obs,2, · · · , Ha

obs,q − Hd
obs,s]

T ,
(7)

The parameter δ of each arc segment can is obtained by the least square method:

X̂ =
(

AT PA
)−1

AT PL, (8)

and then the adjusted elevation can be calculated as:

Ĥ = Hobs +
→
δ . (9)

The workflow for laser data quality analysis and calibration based on crossovers is
shown in Figure 4. First, the terrain points were extracted by associating the ICESat-2
ATL03 and ATL08 data products; then, the crossovers of all beams were calculated beam by
beam. Next, data at crossovers located in water, trees, and crop types and with differences
of greater than 10 m were filtered out (this threshold was obtained from our experimental
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analysis). Thereafter, the spatiotemporal characteristics and accuracy performance of the
remaining crossover data were analyzed. Finally, crossover adjustment experiment was
carried out, which was divided into the simulation validation of crossover adjustment and
crossover adjustment based on ICESat-2 measured data. Furthermore, the airborne lidar
terrain data were used to validate the data accuracy before and after adjustment.
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2.3. Accuracy Validation

The crossover difference between ascending and descending arcs and the difference
between the spaceborne data and the airborne data were calculated as follows:

dhcrossover = Ha
spaceborne − Hd

spaceborne, (10)

dhspace/air = Hspaceborne − Hairborne, (11)

Several statistical indicators were calculated based on dh values, including standard
deviation (STD), bias, mean absolute error (MAE), maximum (MAX), minimum (MIN),
root mean square error (RMSE), and coefficient of determination (R2).

STD =
1
n ∑n

i=1

(
dh− dh

)
, (12)

Bias =
1
n ∑n

i=1(dh), (13)

MAE =
1
n ∑n

i=1|dh|, (14)

RMSE =

√
1
n ∑n

i=1(dh). (15)



Remote Sens. 2022, 14, 5125 9 of 21

3. Results
3.1. Crossovers Accuracy Analysis

As shown in Figure 5, the high agreement between the different beams of ICESat-2 is
shown by the peak distribution of residual values around zero. The STD and bias of the
21,315 valid crossovers in the study area were 0.82 m and −0.03 m, respectively.
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Figure 5. Histogram of crossover differences. The number of crossovers, the bias and standard
deviation (STD) of crossover differences are shown.

Analyzing the time-varying rule of the crossover difference of each beam is a key
step in the adjustment [26,29]. Figure 6 shows the variation of the crossover differences
with observation time. It was found that, regardless of whether it was relative to the
absolute observation time or the time span, the distribution of the crossover differences
was relatively stable, and there was no significant systematic bias on the whole or locally.
Figure 7 shows the distribution of crossover differences for each RGT. Blank areas are
caused by missing data. The crossover differences of any track (including the six beams)
were relatively symmetrically distributed around the 0 value, indicating that the data
products of ICESat-2 have a high relative measurement accuracy. It should be noted that
main systematic biases in the ICESat-2 data products were calibrated [16,47,48]. However,
ATL03 data products may still have small residual systematic biases [22,41].
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The horizontal axis scale is a combination of the reference ground track (e.g., 0082) and the repetition
cycle (e.g., 02).

3.2. Simulation Validation of Crossover Adjustment

Considering that the systematic bias in the ICESat-2 data product had calibrated, we
randomly added a systematic bias in the range of [−0.5 m, 0.5 m] to the elevation data of
some beams to obtain trajectory data with biases, so as to validate the effectiveness of the
adjustment method. Note that the bias of 0.5 m refers to the conclusion of the simulation
study of the ICESat-2/ATLAS official algorithm group. When the laser off-pointing is
5◦, the radial error will reach 0.43 m (the 5◦ represents the off-pointing limit for science
collection, and generally off-pointing will not exceed 1.7◦) [49]. The beams with added
biases are distributed at different RGTs and periods; see Table 2 for details.

Table 2. ICESat-2 data with added systematic biases.

Date RGT Cycle Strong/Weak Beam

20190130 0501 02 strong gt1l
20190604 1027 03 strong gt1l
20190730 0501 04 strong gt1l
20191002 0082 05 strong gt2r
20200203 0585 06 strong gt1r
20200428 0501 07 weak gt1l
20200826 0943 08 strong gt2l
20201223 1385 09 strong gt3l
20200223 0943 10 weak gt3l
20210422 0440 11 strong gt1r
20210922 1385 12 strong gt3r
20211001 0143 13 weak gt3l

Table 3 lists the residual results of the crossover difference before and after adjustment.
The adjustment reduced the residual at the crossover, and the STD was reduced from 0.82 m
to 0.80 m. The estimated systematic bias of each beam after adjustment is shown in Figure 8.
The red star represents the beam with the added bias. It was found that, excepting for
the beams marked with a star, the estimated systematic biases of almost all beams were
distributed within ±0.20 m, and most of the estimated systematic biases were less than
0.10 m. The STD of the estimated systematic bias of all beams was 0.10 m, and the MAE
was 0.08 m.
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Table 3. Residuals of crossover differences before and after adjustment.

STD (m) Bias (m) MAX (m) MIN (m)

Before adjustment 0.82 −0.02 9.91 −9.78
After adjustment 0.80 0.00 9.47 −9.83
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Figure 8. Histogram of estimated systematic bias of all beams (blue columns) from the ICESat-2
simulation validation. The simulation data is marked by the red star and will be shown in detail.

In order to explore the accuracy change in the data from each beam before and after
adjustment, Figure 9 shows the adjustment results of the data from the 12 laser beams
marked by the red star, i.e., the laser data with added errors. Each beam is plotted as along-
track distance and elevation. The blue and red scatter points represent the spaceborne
laser data before and after adjustment, respectively, and the green scatter points are the
airborne lidar data. Furthermore, a local enlarged image at the position of the black dashed
box is provided to better show the adjustment results. Although the spaceborne laser data
exhibited greater spread (roughness) than the airborne lidar data, for all 12 beams, the
spaceborne laser data fitted the airborne lidar data better after adjustment than before
adjustment. For beams 0501-02-strong-gt1l, 1027-03-strong-gt1l, 0501-04-strong-gt1l, 0585-
06-strong-gt1r, 1385-09-strong-gt3l, 0943-10-weak-gt3l and 0143-13-weak-gt3l, the adjusted
spaceborne laser data are in better agreement with the airborne lidar data. For beams
0082-05-strong-gt2r, 0501-07-weak-gt1l, 0943-08-strong-gt2l and 1385-12-strong-gt3r, the
changes in spaceborne laser data before and after the adjustment are all small, and are
always in agreement with the airborne lidar data.

Table 4 details the number of laser points for the 12 beams, the added system bias, the
estimation of the system bias, and the accuracy of the spaceborne laser data before and
after adjustment. Overall, the magnitude of the bias estimate can better reflect the added
bias, with an MAE of 0.10 m. For beams 1027-03-strong-gt1l, 0501-04-strong-gt1l, 0585-
06-strong-gt1r, 0943-08-strong-gt2l, 1385-09-strong-gt3l, 0440-11-strong-gt1r, and 1385-12-
strong-gt3r, the difference between the bias estimate and the added bias was less than 0.09 m.
For beams 0501-02-strong-gt1l, 0082-05-strong-gt2r, 0501-07-weak-gt1l, 0943-10-weak-gt3l,
and 0143-13-weak-gt3l, the difference between the bias estimate and the added bias was
greater than 0.11 m. Preliminary analysis suggests that these beams may contain relatively
large systematic biases, and the bias estimate after adjustment was a comprehensive
reflection of the added bias and the original bias. Section 3.3 provides an estimate of the
original systematic bias for each beam. Excepting beam 0440-11-strong-gt1r, the RMSE
of the elevation data for the other beams decreased after adjustment, with an average
decrease of 23.38%. In conclusion, the experimental results of the simulation validation
well demonstrate that the crossover adjustment can calibrate potential systematic biases in
elevation data and improve the internal consistency among all beam data.
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Figure 9. Results of photon distribution of ICESat-2 simulation validation before and after adjustment.
The local enlarged image at the position of the black dashed box is given to better show the adjustment
results. (a) 0501-02-strong-gt1l; (b) 1027-03-strong-gt1l; (c) 0501-04-strong-gt1l; (d) 0082-05-strong-
gt2r; (e) 0585-06-strong-gt1r; (f) 0501-07-weak-gt1l; (g) 0943-08-strong-gt2l; (h) 1385-09-strong-gt3l; (i)
0943-10-weak-gt3l; (j) 0440-11-strong-gt1r; (k) 1385-12-strong-gt3r; (l) 0143-13-weak-gt3l.

Table 4. Comparison of data accuracy for simulation validation of crossover adjustment.

Beam Number Added Error
(m)

Estimated
Error (m)

Difference
(m)

Before
Adjustment

After
Adjustment

RMSE (m)

0501-02-strong-gt1l 13,320 −0.41 0.30 −0.11 0.43 0.23
1027-03-strong-gt1l 6140 0.34 −0.33 0.01 0.47 0.34
0501-04-strong-gt1l 12,862 −0.19 0.22 0.03 0.30 0.15
0082-05-strong-gt2r 10,144 −0.12 −0.02 −0.14 0.20 0.20
0585-06-strong-gt1r 9939 −0.32 0.40 0.08 0.31 0.26
0501-07-weak-gt1l 17,254 0.19 −0.01 0.18 0.25 0.25
0943-08-strong-gt2l 10,811 −0.11 0.05 −0.06 0.35 0.33
1385-09-strong-gt3l 10,159 0.36 −0.32 0.04 0.41 0.24
0943-10-weak-gt3l 22,065 0.44 −0.27 0.17 0.72 0.66

0440-11-strong-gt1r 6675 0.22 −0.31 −0.09 0.54 0.58
1385-12-strong-gt3r 23,960 −0.12 0.17 0.05 0.30 0.23
0143-13-weak-gt3l 15,757 −0.22 0.51 0.29 0.50 0.31

3.3. Validation and Analysis of ICESat-2 Measured Data

Although we did not find a significant systematic bias in the ICESat-2 terrain data in
our previous analysis, we still conducted crossover adjustment experiments and, herein,
provide the corresponding results. After adjustment, the STD of the crossover differences
decreases from 0.81 m to 0.80 m. The improvement of only 0.01 m indicates that the bias of
ICESat-2 terrain data between different beams was very small. As shown in Figure 10, the
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STD of the estimated systematic bias for all beams was 0.09 m and the MAE was 0.07 m.
This is nearly consistent with the conclusion of a previous study [22], which showed that
the ICESat-2 data product had a ranging bias of 0.13 m. The maximum and minimum
systematic bias estimates were 0.29 and −0.27 m, respectively. Table 5 details the results
before and after adjustment for the beams marked by the red star in Figure 10. It was
found that, for beams 0501-02-strong-gt1l, 0082-05-strong-gt2r, 0501-07-weak-gt1l, 0943-
10-weak-gt3l and 0143-13-weak-gt3l, the systematic bias estimate was larger. This is the
reason for the large difference between the estimated systematic bias and the added bias
for these beams in the previous section. The systematic bias estimate for seven beams
(1027-03-strong-gt1l, 0501-04-strong-gt1l, 0585-06-strong-gt1r, 0943-08-strong-gt2l, 1385-
09-strong-gt3l, 0440-11-strong-gt1r and 1385-12-strong-gt3r) was less than 0.10 m. As
compared with the case before adjustment, the change in RMSE after adjustment was
limited. The RMSE after adjustment for some beams was increased by several centimeters.
As compared to ICESat-2’s nominal terrain measurement accuracy of 0.10 m, its fluctuation
can be considered to be small. It should be noted that we did not expect that the absolute
accuracy of the terrain data of all beams to be improved after adjustment; because the
crossover adjustment did not rely on external data sources, it only used the system’s own
measurement data to improve the internal accuracy between long-term data.
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Table 5. Comparison of data accuracy before and after crossover adjustment based on ICESat-2
measured data.

Beam Number Estimated
Error (m)

Before
Adjustment

After
Adjustment

RMSE (m)

0501-02-strong-gt1l 13,320 −0.11 0.21 0.22
1027-03-strong-gt1l 6140 0.02 0.34 0.34
0501-04-strong-gt1l 12,862 0.03 0.16 0.14
0082-05-strong-gt2r 10,144 −0.14 0.22 0.20
0585-06-strong-gt1r 9939 0.08 0.21 0.25
0501-07-weak-gt1l 17,254 0.18 0.30 0.26
0943-08-strong-gt2l 10,811 −0.06 0.32 0.33
1385-09-strong-gt3l 10,159 0.04 0.25 0.24
0943-10-weak-gt3l 22,065 0.17 0.68 0.66

0440-11-strong-gt1r 6675 −0.10 0.56 0.59
1385-12-strong-gt3r 23,960 0.06 0.25 0.23
0143-13-weak-gt3l 15,757 0.29 0.35 0.31
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We also calculated the absolute accuracy of the elevations of all the spaceborne laser
data in the area covered by the airborne data of CA19_redge3 before and after adjustment.
All beam data were not evaluated because we believe that the SoCAL airborne data is
relatively old (acquired in 2007) and cannot guarantee the stability of terrestrial features
within its coverage. Finally, a total of 7,093,102 terrain data points were extracted. Both
before and after adjustment, the very high R2 value indicates that the terrain elevations
retrieved by ICESat-2 well matched the airborne lidar terrain elevations (Figure 11a).
Similarly, the residual results before and after the adjustment (Figure 11b) show that the
distribution of the ICESat-2 and the airborne lidar terrain elevations were also nearly
consistent, i.e., very close to the real terrain height. As compared with the RMSE of the
ICESat-2 terrain elevation of 0.39 m before adjustment, the improvement in terrain elevation
accuracy after adjustment was limited (RMSE = 0.38 m). The accuracy evaluation results
of the terrain elevation in this paper are in agreement with the RMSE result of 0.38 m by
Liu et al. [50], and better than the terrain elevation RMSE of 0.75 m and 0.73 m from the
previous studies of Xing et al. [43] and Neuenschwander et al. [51]. The main reason for
this is that the land cover of the study area in this paper was almost bare land or was
only covered with sparse vegetation, which was similar to the conditions in the study area
(tundra) of Liu et al. [24]. The study areas of Xing et al. [43] and Neuenschwander et al. [51]
were covered with dense vegetation. The bias of −0.06 m before adjustment indicates that
the terrain elevation of ICESat-2 slightly underestimated the true terrain height, which is
almost consistent with the conclusion of the Liu et al. [50] study (bias = −0.07 m). The bias
between the ICESat-2 elevation and the airborne terrain elevation after adjustment was
slightly improved (bias = −0.04 m), which confirms the effectiveness of the study method
in this paper.
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and airborne lidar terrain elevation residuals before and after adjustment.

4. Discussion
4.1. Influencing Factors of Crossover Differences
4.1.1. Effect of Terrain Slope on Crossover Differences

Table 6 shows the accuracy of crossover difference in different terrain slopes. The
number of crossovers decreased significantly with increase in slope, which was jointly de-
termined by the topographic characteristics of the study area and the trajectory distribution
characteristics of ICESat-2. It was found that there was no significant correlation between
the accuracy of crossovers and terrain slope, especially when the crossover difference value
was less than 10 m. We also listed the accuracy performance of ICESat-2 data before and
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after adjustment in different slopes (Table 7). It was found that the accuracy of ICESat-2
data decreases gradually with the increase in slope. This may be caused by geolocation
errors present in the ICESat-2 data. The accuracy of the adjusted ICESat-2 terrain data was
improved but not significantly. The possible reason is that the elevation error caused by the
small geolocation error (the geolocation accuracy after the maneuvering scan calibration is
3.2 m at the ocean surface; the geolocation accuracy calculated by CCR on the ground is
3.7 m) [16,35] is difficult to be reflected by the crossover difference.

Table 6. Accuracy statistics of crossover difference in different terrain slopes.

Terrain Slope (◦) 0–5 5–10 10–15 15–20 20–25 25–30 >30

All crossovers
Number 11,035 2937 2319 2020 1447 909 772
STD (m) 1.16 1.14 0.90 1.08 0.82 0.95 0.93

Crossovers
(difference < 10 m)

Number 11,009 2930 2316 2015 1446 908 771
STD (m) 0.82 0.86 0.78 0.80 0.76 0.86 0.80

Table 7. Accuracy of the ICESat-2 data before and after adjustment in different terrain slopes.

Terrain Slope (◦) 0–5 5–10 10–15 15–20 20–25 25–30 >30

Number 6,158,823 655,499 165,507 60,282 30,516 14,155 8320

Before adjustment Bias (m) −0.04 −0.09 −0.20 −0.45 −0.70 −1.04 −1.38
RMSE (m) 0.28 0.50 0.83 1.27 1.69 2.26 2.69

After adjustment Bias (m) −0.02 −0.08 −0.19 −0.43 −0.68 −1.02 −1.36
RMSE (m) 0.27 0.50 0.82 1.27 1.69 2.25 2.68

4.1.2. Effect of Land Cover Types on Crossover Differences

As a statistical index to evaluate the relative accuracy of laser altimetry data, it is very
important to reduce the error caused by external time-varying factors. Table 8 shows the
number and accuracy of the crossover in different land cover types in the study area. A
larger number of crossovers were located in relatively stable and simple land cover types,
such as rangeland, bare land, and built area. The number of crossovers located in relatively
complex water, tree and crop types was low. This distribution of crossovers in the study
area helped us to analyze the relative accuracy of ICESat-2 data. The STD of the crossover
data located in tree and crop type was smaller, i.e., 0.60 m and 0.56 m, respectively. The STD
of the data was larger in the built area, bare land, and rangeland types. This phenomenon
may be caused by large differences in the number of crossovers in different land cover types
and abnormal crossovers in built, bare land, and rangeland types. With a 10 m crossover
difference filter threshold, the STD in built, bare land, and rangeland dropped significantly,
and the number of points did not change significantly. This shows that there are indeed
abnormal points in these land types. The number of abnormal crossovers is very small,
and the distribution in space is random. Land cover types such as water, trees and crops
are usually time-varying. The relatively small STDs in this study can be considered as
special cases, and in order to be consistent with future studies, we excluded them from
the analysis.

Table 8. Accuracy statistics of crossover difference in different land cover types.

Land Types Water Trees Crops Built Area Bare Land Rangeland

All crossovers
Number 1 17 62 144 2082 19,133
STD (m) - 0.60 0.56 1.26 1.11 1.09

Crossovers
(difference < 10 m)

Number 1 17 62 143 2074 19,098
STD (m) - 0.60 0.56 0.85 0.82 0.82
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4.2. Adjustment Model Analysis

The radial orbit error is the main error source in traditional crossover adjustment. With
the improvement of satellite orbit determination technology, the orbit error in altimeter
data is well controlled [52]. On-orbit calibration and validation show that the ICESat-
2 precise orbit determination (POD) system achieves a radial orbit accuracy of 1.5 cm,
more than twice the mission orbit accuracy requirement of 3.0 cm [48]. The magnitude
of its impact is already comparable to other error sources such as ranging, geolocation,
atmospheric scattering, and tropospheric delays. Therefore, the laser altimeter data are
affected by various dynamic system errors, and the comprehensive effect of these errors is
more complex. It is a crude but effective method to simplify the various influencing factors
to a constant error in the experiment. First, the adjustment experiment takes the beam as
the basic unit. All laser spots in each beam are considered to have similar systematic biases
(if any) within the study area, while the biases between different beams are considered to
be different. The potential systematic bias of each beam is estimated by minimizing the
differences of a large number of crossovers (the mean number of crossovers per beam is
about 80) between beams using the least-squares method. This systematic bias estimate is
the combined result of various errors during data collection. Second, ICESat-2/ATLAS has
a very high sampling density of along-track data, and crossover differences are calculated
from actual measurements (the average inter-pair distance of 21,315 valid crossovers is
0.28 m). This avoids the problem in previous studies of small biases in altimeter data being
difficult to detect due to large interpolation errors. Finally, the results of comparison with
CA19_redge3 airborne data show that the data accuracy of most spaceborne beams remains
stable or increases after adjustment (75%), while the accuracy of few beams decreases (25%).
The decrease is limited, with mean and median values of 3 cm and 2 cm, respectively.
Therefore, the preliminary results from this study show that crossover adjustment can be
used to validate and calibrate the accuracy of ICESat-2/ATLAS laser data, and that the
constant model is simple but effective.

4.3. Innovations, Applications, and Limitations

On the basis of the large number of trajectory crossovers in ICESat-2, we were the first
attempt to analyze the accuracy consistency between long-term terrain data. A crossover
adjustment method is proposed to estimate potential systematic biases of spaceborne laser
data and attempt to correct for them. The experimental results show that the proposed
method can evaluate and calibrate the relative bias between different beam data without
losing the absolute accuracy of measurement data. In addition, we quantitatively inves-
tigated the effect of the terrain slope and land cover type on the accuracy of crossover
data. While the primary goal of our study was to evaluate and calibrate the accuracy
of ATL03 terrain data using crossovers, these analyses were, to some extent, an indirect
examination of the sampling performance of the ICESat-2 mission and the ATL08 noise and
signal photon classification algorithms. The excellent along-track data sampling density of
ICESat-2 was reflected in the smaller mean distance of crossover pairs. The good accuracy
performance of crossovers validated the effectiveness and reliability of the ICESat-2 ground
signal extraction algorithm.

With the continuous on-orbit observation of ICESat-2 and the subsequent launch of
photon-counting laser altimeter satellites with more beams, the measurement data acquired
by this advanced technology will not only be used for the acquisition of high-accuracy
control points worldwide, but they will also be applied in global topographic mapping
and high-accuracy DEM production. Crossover analysis and adjustment are expected to
effectively improve the overall consistency of data accuracy, thereby providing better data
products with an excellent performance to various research communities.

However, there are some limitations in this study. First, the study did not involve the
calibration of the geolocation (horizontal) bias of the laser points, and it should be noted
that the geolocation bias can lead to elevation errors. Future research will further explore
the potential relationship between the laser point geolocation bias and the distribution of



Remote Sens. 2022, 14, 5125 18 of 21

crossover differences. The laser altimetry with its small footprint will not average out the
short-wavelength effects that come from rough or vegetated topography. This may have
introduced errors into our analysis. Nevertheless, there is every reason to believe that most
crossovers over bare land or sparsely vegetated regions of the earth will be useful.

5. Conclusions

In this study, we explore a method for data bias analysis and calibration of spaceborne
photon-counting laser altimeter based on track crossovers for the first time. First, on
the basis of a large number of crossovers calculated by ICESat-2 from multiple-beam
data in the study area from 2019 to 2021, the accuracy performance and spatiotemporal
distribution characteristics of the crossover differences were analyzed. Then, the potential
of the crossover adjustment method in evaluating the relative measurement accuracy of
multi-beam data was demonstrated by simulation validation and ICESat-2 measured data.
The absolute accuracy of ICESat-2 terrain data before and after adjustment was evaluated
using the corresponding high-accuracy airborne lidar data. Finally, we investigated the
effect of the terrain slope and land cover type on crossover differences. On the basis of
the experimental results, we drew the following conclusions: (1) The STD and bias of the
crossovers formed by ICESat-2 terrain data were 0.82 m and −0.03 m, respectively; (2)
simulation experiment verifies the effectiveness of this research method, and the ICESat-2
data accuracy is improved about 23.33% after adjustment; (3) the STD of the estimated
systematic bias of all beam data after adjustment is better than 0.09 m. Compared with
the airborne lidar data, the bias and root mean square error (RMSE) of the ICESat-2 data
remained basically unchanged after adjustment, i.e., −0.04 m and 0.38 m, respectively. the
current ICESat-2 data products possess excellent internal and external accuracy; (4) the
accuracy of crossovers was largely unaffected by changes in terrain slope. The influence of
the land cover type on the crossover difference was limited, and it is necessary to conduct
experimental analysis based on more experimental areas.

Overall, this study initially explores the potential of the crossover adjustment method
for the data quality assessment and calibration of spaceborne photon-counting laser altime-
ters. Without the need for an external DEM or control data, crossovers can demonstrate
great value in the accuracy analysis and calibration of spaceborne laser data. This work
provides a comprehensive preview of the elevation accuracy of long-term ICESat-2 data
products, providing a technical approach to generate global/regional high-precision point
cloud data with consistent accuracy.
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