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Abstract: Hyperspectral imaging (HSI) has emerged as a promising, advanced technology in remote
sensing and has demonstrated great potential in the exploitation of a wide variety of data. In
particular, its capability has expanded from unmixing data samples and detecting targets at the
subpixel scale to finding endmembers, which generally cannot be resolved by multispectral imaging.
Accordingly, a wealth of new HSI research has been conducted and reported in the literature in
recent years. The aim of this Special Issue “Advances in Hyperspectral Data Exploitation” is to
provide a forum for scholars and researchers to publish and share their research ideas and findings
to facilitate the utility of hyperspectral imaging in data exploitation and other applications. With
this in mind, this Special Issue accepted and published 19 papers in various areas, which can
be organized into 9 categories, including I: Hyperspectral Image Classification, II: Hyperspectral
Target Detection, III: Hyperspectral and Multispectral Fusion, IV: Mid-wave Infrared Hyperspectral
Imaging, V: Hyperspectral Unmixing, VI: Hyperspectral Sensor Hardware Design, VII: Hyperspectral
Reconstruction, VIII: Hyperspectral Visualization, and IX: Applications.

Keywords: hyperspectral image classification; hyperspectral imaging (HSI); hyperspectral target
detection; hyperspectral reconstruction; hyperspectral unmixing

1. Introduction

Over the past years, hyperspectral imaging has proliferated rapidly (HSI) in a diverse
range of applications ranging from defense, law enforcement, environmental monitoring,
forestry, and agriculture to food inspection and safety and medical imaging. Through its
very fine spectral resolution provided by hundreds of contiguous spectral channels, HSI
is capable of uncovering and revealing many subtle material substances. This allows HSI
to solve many issues that cannot be resolved by multispectral imaging (MSI), which only
uses tens of discrete spectral channels such as mixed pixel classification, subpixel target
detection, anomaly detection, endmember finding, and data unmixing [1], etc. [1-8]. The
maiden flight of the Airborne Visible/InfraRed Imaging Spectrometer (AVIRIS) (https:
/ /aviris. jpl.nasa.gov/, accessed on 8 October 2022) was conducted in early 1987. Since
then, AVIRIS data have been made available for extensive studies in the remote sensing
community, specifically, the early development of spectral unmixing [9-14], which laid out
the foundation of future developments for linear and nonlinear spectral unmixing; more
detailed studies can be found in refs. [1,7]. The HYperspectral Digital Imagery Collection
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Experiment (HYDICE) was later developed and used to ameliorate the problem of targets
embedded in a single pixel in August 1994, referred to as “Forest Radiance I” [15,16]. These
data sets stimulated and further advanced several studies in data unmixing [1,2], subpixel
target detection [1,3,8], and anomaly detection [3], with more comprehensive treatments
in refs. [1,3,8]. Now, HSI has deviated from its original goals of military applications to
civilian applications, specifically from unmixing and subpixel analyses to endmember
finding [2,3], classification [17], compression [2], progressive processing [3], real-time
processing [3,4], parallel computing [18], and fusion, etc. This Special Issue “Advances
in Hyperspectral Data Exploitation” (https://www.mdpi.com/journal /remotesensing/
special_issues/advances_hyperspectral_data_exploitation, accessed on 8 October 2022)
intends to provide a forum for this fast-growing area to publish new ideas and technologies
to facilitate hyperspectral imaging in data exploitation and to further explore its potential
in different applications.

2. Overview of Published Papers

This Special Issue consists of 19 papers in various areas, which can be organized
into nine categories; the number of papers published in each category is shown in its
respective parentheses.

L. Hyperspectral Classification (three papers)

II. Hyperspectral Target Detection (three papers)

III. Hyperspectral and Multispectral Fusion (three papers)
IV.  Mid-wave Infrared Hyperspectral Imaging (two papers)
V. Hyperspectral Unmixing (one paper)

VI. Hyperspectral Sensor Hardware Design (one paper)
VII. Hyperspectral Reconstruction (one paper)

VIII. Hyperspectral Image Visualization (one paper)

IX. Applications (four papers)

A short descriptive summary is provided for each paper so that readers can quickly
discern their respective contents and more quickly find what they are interested in.

I.  Hyperspectral Image Classification (three papers)

remotesensing-12-00923

Deep Relation Network for Hyperspectral Image Few-Shot

Classification

Kuiliang Gao *, Bing Liu !, Xuchu Yu !, Jinchun Qin 2, Pengqiang Zhang ! and Xiong Tan !

1 Information Engineering University, Zhengzhou 450001, China
2 Xi’an Research Institute of Surveying and Mapping, Xi’an 710054, China
* Correspondence: 311405000803@home.hpu.edu.cn

This paper developed a few-shot hyperspectral images classification approach using
only a few labeled samples. It consists of two modules, i.e., a feature learning module and
a relation learning module to capture the spatial-spectral information in hyperspectral
images and then carry out relation learning by comparing the similarity between samples.
It is followed by a task-based learning strategy to enhance its ability in terms of learning
with a large number of tasks randomly generated from different data sets. Accordingly,
the proposed method has excellent generalization ability and can achieve satisfactory
classification with only a few labeled samples. The experimental results indicated that the
proposed method can perform better than the traditional, semisupervised support vector
machine and semisupervised deep learning models.
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remotesensing-12-01780-v3

Hyperspectral Image Classification Based on a Shuffled Group
Convolutional Neural Network with Transfer Learning

Yao Liu ?, Lianru Gao 2¥, Chenchao Xiao !, Ying Qu 3, Ke Zheng 2 and Andrea Marinoni ¢

I Land Satellite Remote Sensing Application Center, Ministry of Natural Resources of China; Beijing 100048,
China; liuyao@lasac.cn (Y.L.); xiaochenchao@lasac.cn (C.X.)

2 Key Laboratory of Digital Earth Science, Aerospace Information Research Institute, Chinese Academy of
Sciences, Beijing 100094, China; zhengkevic@aircas.ac.cn

3 Department of Electrical Engineering and Computer Science, The University of Tennessee,
Knoxville, TN 37996, USA; yqu3@vols.utk.edu

4 Department of Physics and Technology, UiT The Arctic University of Norway, NO-9037 Tromsg, Norway;
andrea.marinoni@uit.no

* Correspondence: gaolr@aircas.ac.cn

This paper proposed a novel, lightweight, shuffled group convolutional neural net-
work (abbreviated as SG-CNN) to achieve efficient training with a limited training dataset
in HSI classification. It consists of SG conv units that employ conventional and atrous con-
volution in different groups, followed by channel shuffle operation and shortcut connection.
As a result, SG-CNNs have less trainable parameters, whilst they can still be accurately
and efficiently trained with fewer labeled samples. In addition, transfer learning between
different HIS datasets was also applied to the SG-CNN to further improve the classification
accuracy. The experimental results demonstrated that SG-CNNs can achieve a competitive
classification performance when the amount of labeled data for training is poor, as well as
efficiently provide satisfying classification results.

remotesensing-12-03342-v2

Hyperspectral Imagery Classification Based on Multiscale
Superpixel-Level Constraint Representation

Haoyang Yu !, Xiao Zhang ', Meiping Song '*, Jiaochan Hu ?, Qiandong Guo 3 and Lianru Gao *

1 Center of Hyperspectral Imaging in Remote Sensing, Information Science and Technology College, Dalian
Maritime University, Dalian 116026, China; yuhy@dlmu.edu.cn (H.Y.), xiaozhang@dlmu.edu.cn (X.Z.)

2 College of Environmental Sciences and Engineering, Dalian Maritime University, Dalian 116026, China;
hujc@dlmu.edu.cn

3 School of Geosciences, University of South Florida, Tampa, FL 33620, USA, guol@mail.usf.edu

4 The Key Laboratory of Digital Earth Science, Aerospace Information Research Institute, Chinese Academy
of Sciences, Beijing 100094, China; gaolr@aircas.ac.cn

* Correspondence: smping@dlmu.edu.cn

This paper developed a spectral-spatial classification method called superpixel-level
constraint representation (SPCR) that uses the participation degree (PD) with respect to the
sparse coefficient from the constraint representation (CR) model and then transforms the
individual PD to a united activity degree (UAD)-driven mechanism via a spatial constraint
generated by the superpixel segmentation algorithm. The final classification is determined
based on the UAD-driven mechanism. Considering that the SPCR is susceptible to the
segmentation scale, an improved multiscale superpixel-level constraint representation
(MSPCR) was further proposed through the decision fusion process of SPCR at different
scales with the final decision of each test pixel determined by the maximum number of the
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predicated labels among the classification results at each scale. Experimental results on
four real hyperspectral datasets including a GF-5 satellite data verified the efficiency and
practicability of the proposed methods.

II.  Hyperspectral Target Detection (three papers)

remotesensing-12-01056-v2

Underwater Hyperspectral Target Detection with Band

Selection

Xianping Fu 2, Xiaodi Shang !, Xudong Sun 2, Haoyang Yu !, Meiping Song »* and Chein-I Chang 134

! Information Science and Technology College, Dalian Maritime University, Dalian 116026, China;
fxp@dlmu.edu.cn (X.F.); shangxd329@dIlmu.edu.cn (X.S.); sxd@dlmu.edu.cn (X.S.);
yuhy@dlmu.edu.cn (H.Y.); cchang@umbc.edu (C.-I C.)

2 Peng Cheng Laboratory, Shengzhen 518000, China

3 Remote Sensing Signal and Image Processing Laboratory, Department of Computer Science and Electrical
Engineering, University of Maryland, Baltimore, MD 21250, USA

4 Department of Computer Science and Information Management, Providence University, Taichung 02912,
Taiwan

* Correspondence: smping@dlmu.edu.cn

This paper presented a fast, hyperspectral, underwater target-detection approach
using band selection (BS). Due to the high data redundancy, slow imaging speed, and long
processing of hyperspectral imagery, the direct use of hyperspectral images in detecting
targets cannot meet the needs of the rapid detection of underwater targets. To resolve this
issue, the proposed method first developed constrained-target optimal index factor (OIF)
band selection (CTOIFBS) to select a band subset with spectral wavelengths specifically re-
sponding to the targets of interest. Then, an underwater spectral imaging system integrated
with the best-selected band subset was constructed for underwater target image acquisition.
Finally, a constrained energy minimization (CEM) target detection algorithm was used
to detect the desired underwater targets. The experimental results demonstrated that the
acquisition and detection speed of the designed underwater spectral acquisition system
using CTOIFBS could be significantly improved over the original underwater hyperspectral
image system without BS.

remotesensing-13-04927-v2

Attention-Based Spatial and Spectral Network with PCA-
Guided Self-Supervised Feature Extraction for Change
Detection in Hyperspectral Images

Zhao Wang 1, Fenlong Jiang ', Tongfei Liu !, Fei Xie >* and Peng Li !

1 Key Laboratory of Electronic Information Countermeasure and Simulation Technology of Ministry of Edu-
cation, School of Electronic Engineering, Xidian University, No. 2 South TaiBai Road, Xi’an 710075, China;
wangzhao@xidian.edu.cn (Z.W.); fljiang@stu.xidian.edu.cn (F.J.); ltfei@stu.xidian.edu.cn (T.L.);
penglixd@xidian.edu.cn (P.L.)

2 Academy of Advanced Interdisciplinary Research, Xidian University, No. 2 South TaiBai Road,

Xi’an 710068, China
* Correspondence: fxie@xidian.edu.cn
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This paper proposed an attention-based spatial and spectral network with a PCA-
guided, self-supervised feature extraction mechanism to detect changes in hyperspectral
images. It consists of two steps: a self-supervised mapping from each patch of the difference
map to the principal components of the central pixel of each patch with spatial features
of differences extracted by a multilayer convolutional neural network in the first step,
followed by an attention mechanism which calculates adaptive weights between spatial
and spectral features of each pixel from concatenated spatial and spectral features in the
second step. Finally, a joint analysis of the weighted spatial and spectral features was used
to detect the changes of pixels in different positions. Experimental results on several real
hyperspectral change detection data sets showed the effectiveness and advancement of the
proposed method.

remotesensing-12-02783-v2

A Constrained Sparse-Representation-Based Spatio-Temporal
Anomaly Detector for Moving Targets in Hyperspectral
Imagery Sequences

Zhaoxu Li t, Qiang Ling *, Jing Wu, Zhengyan Wang and Zaiping Lin *

College of Electronic Science and Technology, National University of Defense Technology,
Changsha 410073, China; lizhaoxu@nudt.edu.cn (Z.L.); lingqiangl6@nudt.edu.cn (Q.L.);
jingwu@nudt.edu.cn (J.W.); wangzhengyan@nudt.edu.cn (Z.W.)

* Correspondence: linzaiping@nudt.edu.cn

t These authors contributed equally to this work.

This paper proposed a constrained sparse representation-based spatio-temporal anomaly
detection approach which extends AD from the spatial domain to the spatio-temporal domain.
It includes a spatial detector to suppress moving background regions and a temporal detector
to suppress non-homogeneous background and stationary objects, both of which maintain
the effectiveness of the temporal detector for multiple targets in complex motion situations.
Moreover, the smoothing and fusion of the spatial and temporal detection maps could ade-
quately suppress background clutter and false alarms on the maps. Experiments conducted
on a real dataset and a synthetic dataset showed that the proposed algorithm could accurately
detect multiple targets with different velocities and dense targets with the same trajectory and
that it also outperforms other state-of-the-art algorithms in high-noise scenarios.

III. Hyperspectral and Multispectral Fusion (three papers)

remotesensing-12-02535-v2

Toward Super-Resolution Image Construction Based on Joint
Tensor Decomposition

Xiaoxu Ren?, Liangfu Lu >* and Jocelyn Chanussot 3

1 College of Intelligence and Computing, Tianjin University, Tianjin 300350, China; xiaoxuren@tju.edu.cn

2 School of Mathematics, Tianjin University, Tianjin 300350, China

3 LJK, CNRS, Inria, Grenoble INP, Université Grenoble Alpes, 38000 Grenoble, France;
jocelyn.chanussot@grenoble-inp.fr

* Correspondence: liangfulv@tju.edu.cn




Remote Sens. 2022, 14,5111

6 of 13

This paper proposed an image-fusion method based on joint-tensor decomposition
(JTF), which is more effective and applicable when degenerate operators are unknown
or tough to gauge. Specifically, the proposed JTF method considers a super-resolution
image (SRI) as a three-dimensional tensor and redefines a fusion problem as the joint
estimation of the coupling factor matrix, which can also be expressed as a joint-tensor
decomposition problem for the hyperspectral image tensor, multispectral image tensor, and
noise regularization term. The JTF algorithm was then utilized to fuse HSI and MSI so as to
explore the problem of SRI reconstruction. The experimental results showed the superior
performance of the proposed method in comparison with the current popular schemes.

remotesensing-13-01260

Hyperspectral Image Super-Resolution with Self-Supervised
Spectral-Spatial Residual Network

Wenjing Chen 2, Xiangtao Zheng '* and Xiaoqiang Lu !

1 Key Laboratory of Spectral Imaging Technology CAS, Xi’an Institute of Optics and Precision Mechanics,
Chinese Academy of Sciences, Xi’an 710119, China; chenwenjing2017@opt.cn (W.C.);
luxiaogiang@opt.ac.cn (X.L.)

2 University of Chinese Academy of Sciences, Beijing 100049, China

* Correspondence: zhengxiangtao@opt.cn

This paper proposed a self-supervised, spectral-spatial residual network (SSRN) to
fuse a low-spatial-resolution (LR) hyperspectral image (HSI) with a high-spatial-resolution
(HR) multispectral image (MSI) to obtain HR HSIs. In particular, SSRN does not require
HR HSIs as supervised information in training. SSRN considers the fusion of HR MSIs and
LR HSIs as a pixel-wise spectral mapping problem wherein the spectral mapping between
HR MSIs and HR HSIs can be approximated by the spectral mapping between LR MSIs
(derived from HR MSIs) and LR HSIs. Then the spectral mapping between LR MSIs and
LR HSIs was further explored by SSRN. Finally, a self-supervised fine-tuning strategy was
proposed to transfer the learned spectral mapping to generate HR HSIs. Simulated and
real hyperspectral databases were utilized to verify the performance of SSRN.

remotesensing-13-04967-v2

A Spatial-Enhanced LSE-SFIM Algorithm for Hyperspectral
and Multispectral Images Fusion

Yulei Wang 2, Qingyu Zhu ?, Yao Shi !, Meiping Song ** and Chunyan Yu !

1 Center of Hyperspectral Imaging in Remote Sensing, Information Science and Technology College, Dalian
Maritime University, Dalian 116026, China; wangyulei@dlmu.edu.cn (Y.W.);
zhuqingyu@dlmu.edu.cn (Q.Z.); 1120180233@dlmu.edu.cn (Y.S.); yucy@dlmu.edu.cn (C.Y.)

2 State Key Laboratory of Integrated Services Networks, Xidian University, Xi’an 710000, China

* Correspondence: smping@dlmu.edu.cn

This paper developed a spatial, filter-based, least squares estimation (LSE)-smoothing
filter-based intensity modulation (SFIM) algorithm to fuse a hyperspectral image (HSI) and
a multispectral image (MSI). It first combines the LSE algorithm with the SFIM method to
effectively improve the spatial information quality of the fused image. At the same time, in
order to better maintain the spatial information, four spatial filters (mean, median, nearest,
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and bilinear) were used for the simulated MSI image to extract fine spatial information.
Experimental results of three HSI-MSI data sets using six image quality indexes showed
the effectiveness of the proposed algorithm compared with three state-of-the-art HSI-MSI
fusion algorithms (CNMF, HySure, and FUSE), while the computing time was much shorter.

IV. Mid-wave infrared hyperspectral imaging (two papers)

remotesensing-12-01860

Novel Air Temperature Measurement Using Midwave
Hyperspectral Fourier Transform Infrared Imaging in the
Carbon Dioxide Absorption Band

Sungho Kim

Department of Electronic Engineering, Yeungnam University, 280 Daehak-Ro, Gyeongsan,
Gyeongbuk 38541, Korea; sunghokim@ynu.ac.kr; Tel.: +82-53-810-3530

This paper presented an approach to measuring air temperature from mid-wave hyper-
spectral Fourier transform infrared (FTIR) imaging in the carbon dioxide absorption band
(between 4.25 and 4.35 mm) where the accurate visualization of air temperature distribution
can be useful for various thermal analyses in many fields such as human health and the
heat transfer of local areas. The proposed visual-air temperature (VisualAT) measurement
is based on the observation that the carbon dioxide band shows zero transmissivity at short
distances. Based on the analysis of the radiative transfer equation in this band, only the
path radiance by air temperature survives. The brightness temperature of the received
radiance can provide the raw air temperature and spectral average followed by a spatial
median-mean filter that can produce final air temperature images.

remotesensing-13-01249-v2

AT?ES: Simultaneous Atmospheric
Transmittance-Temperature-Emissivity Separation Using
Online Upper Midwave Infrared Hyperspectral Images

Sungho Kim »*, Jungsub Shin 2 and Sunho Kim 2

1 Department of Electronic Engineering, Yeungnam University, 280 Daehak-Ro, Gyeongsan,
Gyeongbuk 38541, Korea

2 Agency for Defense Development, 488-160 Bukyuseong-Daero, Yuseong, Daejeon 34186, Korea;
jss@add.re.kr (].S.); edl423@add.re.kr (S.K.)

* Correspondence: sunghokim@yu.ac.kr; Tel.: +82-53-810-3530

This paper presented a method for atmospheric transmittance—temperature—emissivity
separation (AT2ES) using online mid-wave infrared hyperspectral images. Conventionally,
temperature and emissivity separation (TES) is a well-known problem in the remote
sensing domain. However, previous approaches have used the atmospheric correction
process before TES using MODTRAN in the long-wave infrared band. Simultaneous online
atmospheric transmittance-temperature—emissivity separation starts with approximation
of the radiative transfer equation in the upper mid-wave infrared band. The highest
atmospheric band was used to estimate surface temperature, assuming high emissive
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materials. The lowest atmospheric band (CO2 absorption band) was used to estimate air
temperature. Through onsite hyperspectral data regression, atmospheric transmittance was
obtained from the y-intercept and emissivity was separated using the observed radiance,
the separated object temperature, the air temperature, and atmospheric transmittance. The
novelty of the proposed method is in that it is the first attempt at simultaneous AT>ES and
online separation without any prior knowledge and pre-processing. Mid-wave Fourier
transform infrared (FTIR)-based outdoor experimental results validated the feasibility of
the proposed AT?ES method.

V.  Hyperspectral Unmixing (one paper)

remotesensing-12-04117-v2

Hyperspectral Nonlinear Unmixing by Using Plug-and-Play
Prior for Abundance Maps

Zhicheng Wang '?, Lina Zhuang 3, Lianru Gao ¥, Andrea Marinoni ¢, Bing Zhang 2 and Michael K. Ng 3

1 Key Laboratory of Digital Earth Science, Aerospace Information Research Institute, Chinese Academy of
Sciences, Beijing 100094, China; wangzc@radi.ac.cn (Z.W.); zb@radi.ac.cn (B.Z.)

2 School of Electronic, Electrical and Communication Engineering, University of Chinese Academy of Sci-
ences, Beijing 100049, China

3 Department of Mathematics, Hong Kong Baptist University, Hong Kong, China; linazhuang@hkbu.edu.hk

4 Department of Physics and Technology, UiT The Arctic University of Norway, NO-9037 Tromsg, Norway;
andrea.marinoni@uit.no

5 Department of Mathematics, The University of Hong Kong, Hong Kong, China; mng@maths.hku.hk

* Correspondence: gaolr@aircas.ac.cn

This paper proposed a new nonlinear unmixing method based on a general bilinear
model. Instead of investing effort in designing more regularizing abundance fractions, a
plug-and-play prior technique was developed to exploit the spatial correlation of abundance
maps and nonlinear interaction maps. The numerical results in simulated data and a real
hyperspectral dataset showed that the proposed method could improve the estimation of
abundances dramatically compared with state-of-the-art nonlinear unmixing methods.

VI. Hyperspectral Sensor Hardware Design (one paper)

remotesensing-13-03295-v2

A Particle Swarm Optimization Based Approach to Pre-tune
Programmable Hyperspectral Sensors

Bikram Pratap Banerjee 12 and Simit Raval 2*

1 Agriculture Victoria, Grains Innovation Park, 110 Natimuk Road, Horsham, VIC 3400, Australia;
bikram.banerjee@agriculture.vic.gov.au

2 School of Minerals and Energy Resources Engineering, University of New South Wales,
Sydney, NSW 2052, Australia

* Correspondence: simit@unsw.edu.au; Tel.: +61-(2)-9385-5005.

This paper designed an innovative workflow that can be implemented to simplify
the process of in-field spectral sampling and its real-time analysis for the identification
of optimal spectral wavelengths, specifically for programmable hyperspectral sensors
mounted on unmanned aerial vehicles (UAV-hyperspectral systems), which requires a
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pre-selection of optimal bands when mapping new environments with new target classes
with unknown spectra. The proposed band-selection optimization workflow involves
particle-swarm optimization with minimum estimated abundance covariance (PSO-MEAC)
for the identification of a set of bands most appropriate for UAV-hyperspectral imaging
in a given environment, where the criterion function, MEAC, greatly simplifies the in-
field spectral data acquisition process by requiring a few target class signatures and not
requiring extensive training samples for each class. The metaheuristic method was tested on
an experimental site with a diversity of vegetation species and communities. The optimal
set of bands was found to suitably capture the spectral variations between target vegetation
species and communities. The approach streamlines the pre-tuning of wavelengths in
programmable hyperspectral sensors in mapping applications. This further reduces the
total flight time in UAV-hyperspectral imaging, as obtaining information for an optimal
subset of wavelengths is more efficient and requires less data storage and computational
resources for post-processing the data.

VII. Hyperspectral Reconstruction (one paper)

remotesensing-13-00115

Residual Augmented Attentional U-Shaped Network for
Spectral Reconstruction from RGB Images

Jiaojiao Li *, Chaoxiong Wu *, Rui Song *, Yunsong Li and Weiying Xie

The State Key Laboratory of Integrated Service Networks, Xidian University, Xi’an 710000, China;
jilli@xidian.edu.cn (J.L.); rsong@xidian.edu.cn (R.S.); ysli@mial.xidian.edu.cn (Y.L.); wyxie@xidian.edu.cn (W.X.)
* Correspondence: cxwu@stu.xidian.edu.cn; Tel.: +86-155-2960-9856

1 These authors contributed equally to this work.

This paper proposed a deep residual-augmented attentional u-shape network (RA2UN)
for spectral reconstruction (SR) using several double-improved residual blocks (DIRB)
instead of paired plain convolutional units. Specifically, a trainable spatial augmented
attention (SAA) module was developed to bridge the encoder and decoder to emphasize
the features in the informative regions. Furthermore, a channel-augmented attention
(CAA) module embedded in the DIRB was also introduced to adaptively rescale and
enhance residual learning by using first-order and second-order statistics for stronger
feature representations. Finally, a boundary-aware constraint was employed to focus on the
salient edge information and recover more accurate high-frequency details. Experimental
results on four benchmark datasets demonstrated that the proposed RA?UN network
outperformed the state-of-the-art SR) methods in terms of quantitative measurements and
perceptual comparison.

VIII. Hyperspectral Image Visualization (one paper)
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remotesensing-12-02479-v2

Linear and Non-Linear Models for Remotely-Sensed
Hyperspectral Image Visualization

Radu-Mihai Coliban *, Maria Marincas, Cosmin Hatfaludi and Mihai Ivanovici

Electronics and Computers Department, Transilvania University of Bra,sov, 500036 Bra,sov, Romania;
maria.marincas@student.unitbv.ro (M.M.); cosmin.hatfaludi@student.unitbv.ro (C.H.);
mihai.ivanovici@unitbv.ro (M.1.)

* Correspondence: coliban.radu@unitbv.ro

This paper proposed the use of a linear model for color formation to emulate the image
acquisition process by a digital color camera and investigated the impact of the choice
of spectral sensitivity curves on the visualization of hyperspectral images as RGB color
images. In addition, a non-linear model based on an artificial neural network was also
proposed. With the proposed linear and nonlinear models, the impact and the intrinsic
quality of the hyperspectral image visualization could be assessed based on the amount
of information present in the image quantified by color entropy and scene complexity
measured by color fractal dimension, both of which provide an indication of detail and
texture characteristics of the image. The experiments compared four other methods and
the superiority of the proposed method was demonstrated.

IX. Applications (four papers)

remotesensing-13-02243-v3

Generative Adversarial Network Synthesis of Hyperspectral
Vegetation Data

Andrew Hennessy *, Kenneth Clarke and Megan Lewis

School of Biological Sciences, The University of Adelaide, Adelaide 5000, Australia;
kenneth.clarke@adelaide.edu.au (K.C.); megan.lewis@adelaide.edu.au (M.L.)
* Correspondence: andrew.hennessy@adelaide.edu.au

This paper applied advances in generative deep learning models to produce realistic
synthetic hyperspectral vegetation data whilst maintaining class relationships. Specifically,
a Generative Adversarial Network (GAN) was trained using the Cramér distance on two
vegetation hyperspectral datasets, demonstrating the ability to approximate the distribution
of the training samples. The creation of an augmented dataset consisting of synthetic and
original samples was used to train multiple classifiers, with increases in classification
accuracy observed in almost all circumstances. Both datasets showed improvements in
classification accuracy ranging from a modest 0.16% for the Indian Pines set to a substantial
increase of 7.0% for the New Zealand vegetation.
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remotesensing-13-03207

Rice Leaf Blast Classification Method Based on Fused Features
and One-Dimensional Deep Convolutional Neural Network

Shuai Feng 1, Yingli Cao 2, Tongyu Xu %%, Fenghua Yu 2, Dongxue Zhao ! and Guosheng Zhang !

1 College of Information and Electrical Engineering, Shenyang Agricultural University, Shenyang 110866,
China; fengshuai@stu.syau.edu.cn (S.F.); caoyingli@syau.edu.cn (Y.C.); adan@syau.edu.cn (F.Y.);
zhaoDX@stu.syau.edu.cn (D.Z.); gszhang@stu.syau.edu.cn (G.Z.)

2 Liaoning Engineering Research Center for Information Technology in Agriculture, Shenyang 110866, China

* Correspondence: xutongyu@syau.edu.cn; Tel.: +86-024-8848-7121

This paper developed seven one-dimensional deep convolutional neural network
(DCNN) models to determine the best classification features and classification models
for the five disease classes of leaf blast in order to improve the accuracy of grading the
disease. It first pre-processed the hyperspectral imaging data to extract rice leaf samples
of five disease classes, and the number of samples was increased by data-augmentation
methods; then, spectral feature wavelengths, vegetation indices, and texture features were
obtained based on the amplified sample data, which were used to construct CNN-based
models. Finally, the proposed models were compared and analyzed with the Inception
V3, ZF-Net, TextCNN, and bidirectional gated recurrent unit (BiGRU); support vector
machine (SVM); and extreme learning machine (ELM) models in order to determine the
best classification features and classification models for different disease classes of leaf blast.
The experimental results also showed that the DCNN models provided better classification
capability for disease classification than the Inception V3, ZF-Net, TextCNN, BiGRU, SVM,
and ELM classification models. The SPA + TFs-DCNN achieved the best classification
accuracy with an overall accuracy (OA) and Kappa of 98.58% and 98.22%, respectively. In
terms of the classification of the specific different disease classes, the F1-scores for diseases
of classes 0, 1, and 2 were all 100%, while the F1-scores for diseases of classes 4 and 5 were
96.48% and 96.68%, respectively. This study provides a new method for the identification
and classification of rice leaf blast and a research basis for assessing the extent of the disease
in the field.

remotesensing-13-04587-v2

Detection and Classification of Rice Infestation with Rice Leaf
Folder (Cnaphalocrocis medinalis) Using Hyperspectral
Imaging Techniques

Gui-Chou Liang !, Yen-Chieh Ouyang ? and Shu-Mei Dai **

1 Department of Entomology, National Chung Hsing University, Taichung 402, Taiwan;
£107036008@mail.nchu.edu.tw

2 Department of Electrical Engineering, National Chung Hsing University, Taichung 402, Taiwan;
ycouyang@nchu.edu.tw

* Correspondence: sdai5497@dragon.nchu.edu.tw; Tel.: +886-0963-234-136

This paper developed a hyperspectral image technique that combines constrained
energy minimization (CEM) and deep neural networks to detect defects in the spectral
images of infected rice leaves and compare the performance of each in the full spectral band,
selected bands, and band expansion process (BEP) to compressed spectral information for
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the selected bands. A total of 339 hyperspectral images were collected in this study; the
results showed that six bands were sufficient for detecting early infestations of rice leave
folder (RLF), with a detection accuracy of 98% and a Dice similarity coefficient of 0.8, which
provides advantages in the commercialization of this field.

remotesensing-12-02348-v2

Detection of Insect Damage in Green Coffee Beans Using
VIS-NIR Hyperspectral Imaging

Shih-Yu Chen 2, Chuan-Yu Chang 2, Cheng-Syue Ou ! and Chou-Tien Lien ?

References

1 Department of Computer Science and Information Engineering, National Yunlin University of Science and
Technology, Yunlin 64002, Taiwan; chuanyu@gemail.yuntech.edu.tw (C.-Y.C.);
m10717033@gemail.yuntech.edu.tw (C.-5.0.); m10617013@gemail. yuntech.edu.tw (C.-T.L.)

2 Artificial Intelligence Recognition Industry Service Research Center, National Yunlin University of Science
and Technology, Yunlin 64002, Taiwan

* Correspondence: sychen@yuntech.edu.tw

This paper developed a hyperspectral insect damage-detection algorithm (HIDDA)
that can automatically detect insect-damaged beans using only a few bands and one spectral
signature. It used a push-broom visible-near infrared (VIS-NIR) hyperspectral sensor to
obtain images of coffee beans. It takes advantage of recently developed constrained energy
minimization (CEM)-based band selection methods coupled with two classifiers, support
vector machine (SVM) and convolutional neural networks (CNN), to select bands. The
experiments showed that 850-950 nm is an important wavelength range for accurately
identifying insect damaged beans, and HIDDA can indeed detect insect damaged beans
with only one spectral signature, which will provide an advantage in terms of practical
applications and commercialization in the future.

3. Conclusions

The success of this Special Issue is owed to many researchers who are willing to share
their original ideas and findings. All guest editors would like to express their sincere
gratitude to the researchers for their time and efforts devoted to make this Special Issue
a reality. Lastly, we extend a special thanks to the anonymous reviewers for their hard
work in valuable and insightful comments to help the authors improve their presentation
and quality of their papers. Without their contributions, this Special Issue could not have
been completed.
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