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Abstract: Crop phenology monitoring is a necessary action for precision agriculture. Sentinel-1 and
Sentinel-2 satellites provide us with the opportunity to monitor crop phenology at a high spatial
resolution with high accuracy. The main objective of this study was to examine the potential of the
Sentinel-1 and Sentinel-2 data and their combination for monitoring sugarcane phenological stages
and evaluate the temporal behaviour of Sentinel-1 parameters and Sentinel-2 indices. Seven machine
learning models, namely logistic regression, decision tree, random forest, artificial neural network,
support vector machine, naïve Bayes, and fuzzy rule based systems, were implemented, and their
predictive performance was compared. Accuracy, precision, specificity, sensitivity or recall, F score,
area under curve of receiver operating characteristic and kappa value were used as performance
metrics. The research was carried out in the Indo-Gangetic alluvial plains in the districts of Hisar
and Jind, Haryana, India. The Sentinel-1 backscatters and parameters VV, alpha and anisotropy
and, among Sentinel-2 indices, normalized difference vegetation index and weighted difference
vegetation index were found to be the most important features for predicting sugarcane phenology.
The accuracy of models ranged from 40 to 60%, 56 to 84% and 76 to 88% for Sentinel-1 data, Sentinel-2
data and combined data, respectively. Area under the ROC curve and kappa values also supported
the supremacy of the combined use of Sentinel-1 and Sentinel-2 data. This study infers that combined
Sentinel-1 and Sentinel-2 data are more efficient in predicting sugarcane phenology than Sentinel-1
and Sentinel-2 alone.

Keywords: machine learning; optical data; phenology; SAR data; sugarcane

1. Introduction

Globally, sugarcane is the most cultivated crop, producing approximately 1890 million
tonnes on approximately 26.8 million hectares [1]. About 80% of the world’s sugar is pro-
duced from sugarcane in tropical and subtropical climates [2]. India is the largest consumer
and the second largest sugar producer in the world after Brazil [3]. Identification and
assessment of phenological stages of crop growth are important for precision agriculture.
Phenology is the analysis of the timing of biological events, the causes of their timing
concerning biotic and abiotic forces, and the interrelationship between phases [4]. Crop
phenology estimation of individual fields could provide vital inputs to support monitoring
of farm productivity in smallholder systems, providing the required information to prove
targeted approaches to improve agricultural resilience to climate change as well as liveli-
hood security of the farmers [5,6]. Four phenology phases characterize the phenological
stages of sugarcane, namely, germination (up to 40 days after planting), tillering (up to
120 days after planting), grand growth (up to 270 days after planting), and ripening phase
or maturity. In the maturity phase, synthesis and accumulation of sugar take place [7,8].
The consistent and systematic remote monitoring of crop phenological dynamics is critical
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for optimizing management activities of the farm and assessing agricultural resilience to
extreme weather events targeting towards future climate change [9].

Remote sensing offers the unique opportunity to generate biophysical parameters
required for crop management [10]. Because it provides precise and reliable information on
vegetation development, remote sensing is very effective in monitoring phenology stages.
Several studies on crop monitoring based on remotely sensed data have been conducted
over the last two decades. Shihua et al. [11] tried to monitor rice phenology using Savitzky–
Golay filter and wavelet transformation on enhanced vegetation index (EVI) derived from
Moderate Resolution Imaging Spectroradiometer (MODIS) data. Wei et al. [12] developed
normalized difference vegetation index (NDVI) time-series reconstruction techniques using
MODIS data for assessing crop phenology. Liu et al. [13] developed a new algorithm to
assess real-time maize and soybean phenology using Visible Infrared Imaging Radiometer
Suite (VIIRS) and MODIS data. Ghaderpour and Vujadinovic [14] suggested a method
for detecting disturbances in vegetation time series using spectral and wavelet analysis
in MATLAB and Python [15,16]. Sakamoto et al. [17,18] monitored soybean and maize
phenological stages by applying the shape model to the wide dynamic range vegetation
index (WDRVI) from MODIS data.

Sentinel-1 and Sentinel-2 data have gained significant popularity in recent years due
to their high spatial and temporal resolution and wide availability. The optical data from
Sentinel-2 and the synthetic aperture radar (SAR) polarimetric data from Sentinel-1 are
extremely sensitive to crop phenological stages [19]. Song and Wang et al. [20] found
that Sentinel-1 backscatter polarisation (VH and VV; V for vertical, H for horizontal) has a
strong relationship with the vegetation canopy of rice and suggested its use for phenological
study. Mercier et al. [21] studied the potential of the Sentinel-1 and Sentinel-2 data for
monitoring wheat and rapeseed crop phenology. They inferred the supremacy of combined
Sentinel-1 and Sentinel-2 data over their singleton use [22,23]. Song et al. [24] introduced
the fusion of MODIS and Landsat/Sentinel-2 data for modelling crop phenology with
higher accuracy. Haldar et al. [25] used dual-pol Shannon entropy and Radar Vegetation
Index (RVI) from polarimetric Sentinel-1 for capturing mustard and wheat phenology.
They reported a significant correlation between the crop stages and Shannon entropy.
Chen et al. [26] (rice), Mercier et al. [21] (wheat and rapeseed), Narin and Abdikan [27]
(sunflower), and Haldar et al. [28] (cotton) are some examples of the acceptance of Sentinel
data for monitoring crop phenology.

In this study, we examined the sensitivity of various optical and SAR parameters to
the phenological stages of sugarcane and found the important parameters to characterize
the sugarcane phenology. The main objective of this study was to model sugarcane crop
phenology using Sentinel-1 and Sentinel-2 data and compare the efficiency of these two
varied data sources. For this purpose, seven machine learning algorithms, namely logistic
regression, decision tree (DT), random forest (RF), artificial neural network (ANN), support
vector machine (SVM), naïve Bayes and fuzzy rule based systems (FRBS) classification
models were implemented, and their accuracy compared.

The remaining manuscript is structured as follows: Data description and pre-processing
of satellite images and methodology are provided in Section 2. The results of the proposed
model and temporal analysis of SAR and optical data are illustrated in Section 3. Discus-
sions of the proposed method and its performance are presented in Section 4. Finally, the
conclusions of this study are provided in Section 5. A list of abbreviations has been given
in “Abbreviations”.

2. Materials and Methods
2.1. Study Region

The study was carried out in the Indo-Gangetic alluvial plains located in the Hisar
and Jind districts of Haryana, India (Figure 1). The climate in the region is continental, with
hot summers and mild winters [29]. Sugarcane, one of the major crops of Hisar, comprises
at least 0.97 thousand ha of area under sugarcane cultivation [30].
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Figure 1. Study area.

Field data were collected from March 2020 to December 2020. To select ground truth
points, a purposive sampling methodology was utilized. Purposive sampling was imple-
mented by taking into account the size of the field (>2 ha), years of agriculture (>2 years),
sowing time, variety, and accessibility. A total of 40 fields were selected, and phenological
development was recorded temporally by multi-temporal observations conducted in each
field. In our study area, the sugarcane crops are planted at three different times: 1st week
of March, 1st week of April, and 1st week of May. So, they attain phenological stages at
different times of the calendar year. It should be mentioned that during May and July 2020,
we were unable to collect Sentinel-2 data from a few sampling points due to high cloud
cover over the region. Figure 2 depicts different dates of acquisition with their recorded
phenological stages.

Remote Sens. 2022, 14, x FOR PEER REVIEW 3 of 19 
 

 

2. Materials and Methods 
2.1. Study Region 

The study was carried out in the Indo-Gangetic alluvial plains located in the Hisar 
and Jind districts of Haryana, India (Figure 1). The climate in the region is continental, 
with hot summers and mild winters [29]. Sugarcane, one of the major crops of Hisar, com-
prises at least 0.97 thousand ha of area under sugarcane cultivation [30].  

 
Figure 1. Study area. 

Field data were collected from March 2020 to December 2020. To select ground truth 
points, a purposive sampling methodology was utilized. Purposive sampling was imple-
mented by taking into account the size of the field (>2 ha), years of agriculture (>2 years), 
sowing time, variety, and accessibility. A total of 40 fields were selected, and phenological 
development was recorded temporally by multi-temporal observations conducted in each 
field. In our study area, the sugarcane crops are planted at three different times: 1st week 
of March, 1st week of April, and 1st week of May. So, they attain phenological stages at 
different times of the calendar year. It should be mentioned that during May and July 
2020, we were unable to collect Sentinel-2 data from a few sampling points due to high 
cloud cover over the region. Figure 2 depicts different dates of acquisition with their rec-
orded phenological stages.  

 
Figure 2. Satellite image acquisition. 

  

Figure 2. Satellite image acquisition.

2.2. Datasets

For the spatial-temporal analysis, the study used Sentinel-1 and Sentinel-2 datasets. A
series of five Sentinel-1 and Sentinel-2 datasets were collected from May 2020 to December
2020 (16th May, 27th July, 25th September, 31st October, and 6th December) from the
European Space Agency data hub (Copernicus Open Access Hub). Single Look Complex
(SLC) Sentinel-1 data of VH-VV polarization with range resolution of 2.3 m and spatial
resolution of 13.9 m were acquired. Sentinel-2 MSI (Multi-Spectral Instrument) data with
level 2A image, (atmospherically and geometrically corrected) with spatial and spectral
resolutions of 10–60 m and 13 m, respectively, were collected. A total of ten Sentinel-2, five
Sentinel-1 SLC and five Sentinel-1 Ground Range Detected (GRD) images were collected
and studied.
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2.2.1. Pre-Processing of SLC Data

The Sentinel Application Platform (SNAP 8.0) was used to undertake all of the Sentinel-
1 data processing steps (https://step.esa.int/main/snap-8-0-released/ accessed on 5 May
2022). First, Sentinel-1 images were split into different sub swaths, and precise orbit files
were applied and calibrated to a complex output. After calibration, Sentinel-1 images were
co-registered, debursted, and merged. After that, a C2 polarimetric matrix was generated,
and a multi-looking and polarimetric speckle filter (Refined Lee with window size 5 × 5)
was applied to reduce salt and pepper noise and increase image clarity [31]. Following that,
images were decomposed into polarimetric parameters: entropy, anisotropy, and alpha
angle using the H-α dual polarimetric decomposition algorithm with a window size of
5 × 5. Finally, Range-Doppler terrain correction was applied with the help of the Shuttle
Radar Topography Mission (SRTM) 3 arc second digital elevation model [32]. The final
spatial resolution of the resulting parameters was 10 m × 10 m.

2.2.2. Pre-Processing of GRD Data

To obtain backscatter coefficients from Sentinel-1 images, SLC images were converted
into GRD images performing a series of steps (thermal noise removal, calibration, TOPSAR
deburst, multilook, speckle filter) in the SNAP 8.0 platform. A backscattering ratio was
derived by dividing σ0VH by σ0VV. Using the following equation, the backscattering
coefficients σ0VH and σ0VV, as well as the backscattering ratio σ0VH: σ0VV, were translated
into decibels (db) [33].

σ0(dB) = 10× log10
(

σ0
)

(1)

2.2.3. Pre-Processing of Sentinel-2 Data

Sentinel-2 MSI level 2A images were processed versions (atmospherically and geomet-
rically corrected) of Sentinel-2 MSI level 1C images [34]. All bands of Sentinel-2 MSI level
2A images were resampled into the highest resolution (10 m) using the nearest-neighbour
algorithm, and required indices were generated.

Based on extensive study of the literature, four indices, namely, the normalized
difference vegetation index (NDVI), normalized difference water index (NDWI), weighted
difference vegetation index (WDVI), and Sentinel-2 Red-Edge Position Index (S2REP), were
computed from Sentinel-2 data using SNAP v8.0 software to study sugarcane phenology.
NDVI was chosen because of its sensitivity to green vegetation [35,36] and crop vigour [37].
The NDWI was considered because of its responsiveness to water molecules in crop stems
and leaves and also its short-wave infrared (SWIR) feature [38–40]. The WDVI was selected
because it is associated with the canopy’s chlorophyll content and is also used to determine
LAI [41]. The S2REP was considered since it is a refined form of REP for Sentinel-2 utilising
linear interpolation [42,43]. Details of Sentinel-2 indices are depicted in Table 1.

Table 1. Details of Sentinel-2 indices.

Index Formula Sentinel-2 Range References

NDVI (NIR− RED)/(NIR + RED) (Band 8− Band 4)/(Band 8 + Band 4) −1 to 1 [44]
NDWI (860 nm− 1240 nm)/(860 nm + 1240 nm) (Band 3− Band 8)/(Band 3 + Band 8) −1 to 1 [38,45]
WDVI NIR− 0.5∗RED Band 9− 0.5∗Band 5 −1 to 1 [46]

S2REP
705 + 358 ∗

(((RED + VNIR3)/2−VNIR) ∗
(VNIR2−VNIR))

705 + 358 ∗
(((Band 4 + Band 7)/2− Band 5) ∗

(Band 6− Band 5))
650 to 750 [42]

2.3. Methods

Seven machine learning classifiers were used to perform classification on Sentinel-1
parameters, Sentinel-2 indices, and the composite of Sentinel-1 and Sentinel-2 data to
identify sugarcane phenological phases. Ground data were collected on 40 plots at 5
temporal points. The number of virtual plots totalled 200. The datasets were normalised

https://step.esa.int/main/snap-8-0-released/
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using a min-max normalisation technique and randomly split into training and validation
data in 80:20 ratios. Training and testing plots of one temporal point are presented in
Figure 3.
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All of the machine learning models, as mentioned earlier, were implemented on the
training data, and performance metrics were calculated. In the literature, many perfor-
mance metrics were found, but seven most commonly used metrics were used to evaluate
the performance of the above-mentioned classification algorithms: accuracy, precision,
specificity, sensitivity or recall, F score, area under curve of receiver operating characteristic
(ROC) and kappa value [47,48]. Brief descriptions of the techniques used are presented in
subsequent sections.

2.3.1. Logistic Regression

When the responses of a study are categorical in nature, the logistic regression model,
introduced primarily by Cox [49] and Walker and Duncan [50], is more suited than the
traditional regression model. The main objective of the logistic regression model is to
model categorical variables or the probability of membership function of response vari-
ables regressed on one or more regression variables. Logistic regression, a supervised
classification algorithm, is used to analyse the association between metric and non-metric
variables. Multinomial logistic regression is used when there are more than two categories
of response variable present. Multinomial logistic regression is widely applied due to its
loose assumptions for homoscedasticity, normality and linearity [51]. Multinomial logistic
regression can be represented by the following equation:

Yi = β + β1 x1 + · · ·+ βp xp + εi (2)

In our case, Yi has four categories: germination, tillering, grand growth and maturity,
which are represented by 0, 1, 2, and 3, respectively. The number of independent variables,
p, were six, four and ten for Sentinel-1, Sentinel-2, and their combined data, respectively.
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Let πi denote the probability that Yi = 1 given X =
(
1, x1, x2 . . . , xp

)
. The logistic

function is used to draw the relation between the probability πi and X. The logistic function
is an S-shaped curve represented by Equation (3).

πi =
1

1 + e−(β +β1 x1+···+βp xp)
;−∞ <

(
β + β1 x1 + · · ·+ βp xp

)
< ∞ (3)

2.3.2. Naïve Bayes

Naïve Bayes is a probability classifier based on the Bayes theorem. Naive Bayesian
networks (NB) are composed of directed acyclic graphs with only one parent (representing
the unobserved node) and several children (corresponding to observed nodes). It has
a rigid independence assumption between input variables [52]. The naïve Bayes classi-
fier calculates conditional probability from likelihood and prior distribution using the
Bayes theorem:

p(Ck |x 1, x2 . . . , xp) =
p(Ck) p

(
x1, x2 . . . , xp

∣∣Ck
)

p(x)
(4)

where Ck is the classes, k is the number of classes. p
(
Ck |x 1, x2 . . . , xp) , p(Ck),

p
(
x1, x2 . . . , xp

∣∣Ck
)

and p(x) are the posterior probability, prior probability, likelihood
function, and total probability, respectively.

2.3.3. Support Vector Machine Learning

SVM learning is a learning theory-based machine learning method that was proposed
by Vapnik [53]. SVM is one of the most efficient and user-friendly algorithms for solving
classification problems [54]. Data points that are closest to the decision plane are called
support vectors [55]. SVM aims to form a decision boundary that minimizes the classifica-
tion error by maximizing margin size. For non-linear complex problems, the feature space
is mapped to higher dimension space using a kernel function such that the new space is
linearly separable. This technique is called kernel trick [56]. This enables the SVM to deal
with high dimensional and complex problems efficiently.

2.3.4. Decision Tree

A decision tree is a learning algorithm with a tree-like structure [57]. It is made up of
three elements: decision nodes, leaf nodes, and a root node. It separates a training dataset
into branches, which are then subdivided into subbranches. This procedure is repeated
until a leaf node is obtained [58]. The leaf node cannot be further divided. Decision nodes
help to connect the leaves. The root node of the tree is the feature that best classifies the
training data. It may be determined by information gain [59] and Gini index [60] criteria.

2.3.5. Random Forest

A random forest is a supervised learning technique derived from decision tree algo-
rithms. It uses ensemble learning, which is a technique that combines multiple classifiers
to solve complicated problems. The random forest algorithm’s ‘forest’ is trained with
bagging aggregation [61]. Bagging is an ensemble algorithm that increases the accuracy of
machine learning models. It generates output by aggregating the output of several trees.
The precision of the model improves as the number of trees grows. While growing the trees,
it adds more randomness to the algorithms. Unlike decision tree, it does not search the
most important feature for splitting a node; it finds the best feature among a random subset
of features [62]. This improves the model accuracy as well as increasing the applicability of
the model.

2.3.6. Neural Network

Because of their flexible design, neural networks are a popular machine learning
technology that may be used to simulate a wide range of applications. In general, neural
network architecture is composed of three layers (input layer, hidden layer, and output
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layer); however, there are a wide range of designs available in the literature [63]. The
number of neurons in the input layer or the number of neurons in the hidden layer may
also be adjusted. Neural networks are based on three key elements: the input unit and
activation functions, network architecture, and the weight of each unit. The logistic function
is most popular as an activation function, given by

g(x) =
1

1 + exp(−x)
(5)

The first two aspects are decided before model fitting, and the weights need to be
trained. There are several algorithms with which this network can be trained [64]. Back-
propagation, a supervised learning algorithm, is the most widely used learning algorithm
for neural networks [65].

2.3.7. FRBS (Fuzzy Rule Based Systems)

Zadeh [66] introduced fuzzy set theory as an extension of classical set theory to model
based on degrees of membership. Using a membership function, the fuzzy system maps the
crips value to a fuzzy value, called fuzzification. Defuzzification is the process of restoring
a fuzzy value to its original form. FRBS is a rule-based classification algorithm based on the
fuzzy set theory. This algorithm uses “IF A THEN B” condition where A and B are fuzzy sets.
A and B are the antecedent and consequent component, respectively. In general, the FRBS
model consists of four steps: fuzzification, structure identification, parameter estimation
and defuzzification [67,68]. After fuzzification, the rule base corresponding to pairs of input
and output variables is determined in the second steps. Then, the membership function
parameters are optimised and estimated, and finally, output values are de-fuzzified to
produce the final output. A variety of FRBS models have been presented in the literature.
Ishibuchi and Nakashima’s [69] model was adopted in this study.

3. Results
3.1. Temporal Analysis of Sentinel-1 Parameters and Sentinel-2 Indices

The above discussed (Section 2.2) four indices from Sentinel-2 and six parameters
from Sentinel-1 were estimated and analysed. In this section, we sought to visualise the
temporal pattern of these parameters and indices (Figures 4 and 5).
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The above Figures 4 and 5 show the behaviour of Sentinel-1 parameters and Sentinel-2
indices in different months for different sowing periods. By comparing the behaviour
of Sentinel-1 parameters and Sentinel-2 indices with different image acquisition dates
and other months, it is clear that Sentinel-2 indices were more responsive than Sentinel-2
parameters to the months and Sentinel-1 parameters were more responsive than Sentinel-2
indices to different sowing dates.

In Figures 6 and 7, we present the mean responses of Sentinel-1 and Sentinel-2 features
in different phenological stages to visualise their behavior in different phenological stages.
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The behaviours of Sentinel-1 parameters and Sentinel-2 indices in various phenology
stages are listed in Figures 6 and 7. The inferences drawn from the above Figure 6 are
discussed below.

The alpha angle and entropy have similar behaviour in respective phenology stages
and temporal profiles (Figures 4 and 6). They are lowest in May, increase in July, remain
constant until October, and then decrease in December (Figure 4). At the tillering stage,
they are at their highest, and at the germination stage, they are at their lowest (Figure 6).
Anisotropy is maximum during the germination period, then quickly declines in the
tillering stage, then gradually increases until maturity (Figure 4). It is highest in May,
rapidly decreases in July, and increases until the end (Figure 6). Alpha increased in value
to tillering owing to a rise in dominance scattering, i.e., volume, double bounce, or surface
scattering as plant height increased and with the formation of new leaves [70,71]. Entropy
also increased in tillering stages due to an increase in the randomness of the crops [72].
Alpha and entropy started decreasing from the grand growth to maturity stage due to
partial lower leaf fall with thickening of the stems and juice accumulation and decline in
vegetative vigour. Anisotropy decreased in the tillering stage due to high first dominance
scattering (i.e., volume scattering) as the increase in homogeneousness in vegetation [73].
A slight rise in anisotropy was observed in grand growth to maturity due to evidence of
two dominance scattering as stem enlargement occurred in sugarcane.

The VV started with the lowest absolute value in May, rapidly increased to the highest
value in July and September, then steadily decreased in October and December. The VH
showed behavior similar to that of VV, but VV saturated earlier than VH and was more
dynamically sensitive to the later stage of sugarcane. VH/VV started with the lowest value
in May, suddenly increased in July, then constantly decreased, as seen in Figure 4. All GRD
parameters (VV, VH, and VH/VV) were identical in response to various phenological stages
(Figure 6). They attained the lowest value during germination and exhibited slight variation.
The absolute value of the VH backscatter was always greater than that of VV backscatter.
VV backscatter was more responsive to vegetation growth than VH backscatter, as it surged
from July to September, whilst VH showed a constant increase [74]. VV is sensitive to
vegetation moisture, as demonstrated by Fieuzal et al. [75] and Cookmartin et al. [76],
during the tillering and grand growth phases. These are dominated by the surface soil
moisture, roughness, soil texture, and row orientation/geometry [77]. Because of the
impact of soil and crop height, low values of backscatter coefficients in germination were
recorded. These SAR backscatter coefficients rose during tillering due to an increase in the
double bounce between the vertical stalks and the soil [13,78] and during the grand growth
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phase due to an increase in volume scattering due to rapid accumulation of aboveground
biomass [78,79]. As the vegetation vigour on the sugarcane canopy declined in maturity,
the backscatter coefficient decreased a little.

NDVI, NDWI, and WDVI started with shallow values, increased and attained the
highest values in September, and then decreased. The decrease rate for WDVI was fast
rather than slow, as it was for NDVI, NDWI, and WDVI (Figure 5). S2REP behaved
similarly to NDWI, except that the highest value was observed in July rather than September
(Figure 5). The Sentinel-2 indices all followed the same trend with respect to various
phenological stages, beginning with a low value in the germination stage, rising to the
maximum value in the grand growth stage, and then decreasing as maturity approached.
Saturations were found in all Sentinel-2 indices from tillering to grand growth, which
occurred in July and September (Figure 5). In Figure 5, no significant difference was found
due to the high growth of sugarcane biomass. The vegetation indices began to increase as
the chlorophyll content increased during the tillering stage and began to fall as the plants
matured and dried [80,81]. The NDWI and WDVI started rising as the proportion of water
in the stem and leaf increased and the area per plant increased [82,83]. S2REP is affected
by chlorophyll concentration, nitrogen, and growth status. The greater the S2REP value,
the higher the chlorophyll concentration [42]. S2REP increased rapidly during the tillering
stage as chlorophyll content in the stem and plant leaf increased.

Using machine learning approaches in this study, we investigated the potential of
Sentinel-1, Sentinel-2, and combined data for assessing sugarcane phenology. Comparisons
of accuracy and kappa values are given in Supplementary Figures S2 and S3. Table 2 and
Figure 8 show the calculated accuracy, precision, specificity, sensitivity or recall, F score, area
under curve (AUC) of receiver operating characteristic (ROC), and kappa value. Pairwise
comparisons of accuracy and kappa value were carried out among the models as well as
among the datasets using a re-sampling technique. The results are presented in Table 3.

Table 2. Performance metrics of classification models.

Accuracy Precision Specificity Sensitivity/
Recall F1 Score AUC Kappa

Sentinel-1

Decision tree 40.00% 29.30% 83.83% 40.83% 0.42 0.56 0.10
FRBS 56.00% 44.45% 87.77% 67.32% 0.48 0.59 0.28

Logistic 44.00% 35.04% 84.50% 33.33% 0.43 0.45 0.12
Naïve Bayes 52.00% 52.14% 86.25% 50.89% 0.48 0.58 0.34
Neural net 48.00% 29.87% 85.11% 23.89% 0.51 0.35 0.16

Random forest 60.00% 60.66% 88.50% 67.98% 0.60 0.83 0.44
SVM 52.00% 36.12% 86.19% 38.89% 0.46 0.47 0.23

Sentinel-2

Decision tree 80.00% 93.78% 82.59% 80.06% 0.75 0.85 0.73
FRBS 64.00% 89.81% 63.57% 57.98% 0.54 0.69 0.52

Logistic 76.00% 92.99% 78.57% 71.53% 0.71 0.79 0.68
Naïve Bayes 56.00% 87.51% 59.20% 52.67% 0.44 0.66 0.42
Neural net 84.00% 95.35% 85.71% 82.76% 0.81 0.81 0.79

Random forest 72.00% 92.01% 75.45% 67.42% 0.66 0.73 0.63
SVM 76.00% 93.13% 79.02% 74.73% 0.71 0.75 0.68

Sentinel-1 and Sentinel-2

Decision tree 76.00% 92.28% 69.05% 70.09% 0.68 0.83 0.63
FRBS 80.00% 93.31% 82.14% 79.49% 0.78 0.89 0.70

Logistic 80.00% 94.42% 80.95% 81.81% 0.78 0.83 0.76
Naïve Bayes 84.00% 96.11% 90.58% 87.21% 0.84 0.92 0.83
Neural net 88.00% 93.31% 77.38% 78.38% 0.75 0.87 0.70

Random forest 88.00% 95.74% 89.29% 88.32% 0.86 0.92 0.82
SVM 88.00% 95.74% 89.29% 88.32% 0.86 0.92 0.82
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Table 3. Pair-wise test for accuracy and kappa value.

Models
Sentinel-1 Sentinel-2 Sentinel-1

and Sentinel-2
Accuracy Kappa Accuracy Kappa Accuracy Kappa

Decision tree f, c f, c b, a b, a d, d d, b
FRBS b, c d, c e, b e, b c, a c, a

Logistic e, c e, c c, b c, b c, a b, a
Naïve Bayes c, c b, c f, b f, b b, a a, a
Neural net d, c e, c a, b a, b a, a c, a

Random forest a, c a, c d, b d, b a, a a, a
SVM c, c c, c c, b c, b a, a a, a

Note: All pairs were tested at 5% level of significance. The first letter stands for pairwise comparison of models
for a dataset, while the second stands for pairwise comparison among datasets for a model. The presence of the
same first letter in two models indicates that there is no difference in accuracy/kappa value between the pair of
models in that particular dataset. The presence of the identical second letter in two datasets signifies that there
is no difference in accuracy/kappa value between the pairs of data for that particular model. All of the pair
comparisons are presented in Supplementary Tables S2–S20.

The results in Table 2 revealed that accuracy varied from 40% to 60%, 56% to 84% and
76% to 88% for Sentinel-1, Sentinel-2, and their combined data, respectively. It is clearly
shown in Figure 8 that combining Sentinel-1 and Sentinel-2 data improved accuracy over
using them individually. The model’s role was less decisive when using both Sentinel-1
and Sentinel-2, but when a single data source was used, a difference in model performance
was observed. Random forest was the best model for Sentinel-1 and combined data,
whereas naive Bayes was the best model for Sentinel-2 data. For combined data, the neural
net, random forest, and SVM models all had the same accuracy of 88%, which was the
highest obtained value. Table 2 showed that the kappa value for Sentinel-1, Sentinel-2, and
combined data ranged from 0.10 to 0.44, 0.42 to 0.79, and 0.63 to 0.83, respectively. The
kappa value also indicated that combined Sentinel-1 and Sentinel-2 data were superior for
sugarcane phenology prediction (Table 3). Based on the kappa value, random forest, neural
net, and naive Bayes models outperformed the other models for Sentinel-1 data, Sentinel-2
data, and composite data, respectively (Tables 2 and 3). Table 3 clearly shows that except
for the decision tree model, combined use of Sentinel-1 and Sentinel-2 data increased the
accuracy and kappa value significantly.

Figure 8 depicts a data-driven comparison of all indices. Apart from precision and
specificity, distinct differences could be detected for all metrics in respect to the dataset
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used. The precision value for Sentinel-1 data was the lowest; however, the precision values
for Sentinel-1 and combined data were inseparable. The specificity values for all three
datasets were not distinguishable from each other. Sentinel-1 data had the lowest accuracy,
recall, F1 score, AUC, and kappa values for phenology prediction, whereas combined data
provided the highest values.

Based on the above reliable estimates, it can be inferred that composite data provide a
more accurate picture of sugarcane phenology than individual data, and that Sentinel-2
indices are more informative than Sentinel-1 derived parameters.

3.2. Variable Importance

Variable importance specifies the number and combination of input features that are
required to achieve satisfactory quality classification [84]. The mean rank of importance
based on the mean decrease in the Gini index of the random forest model has been used to
identify important features [85].

Using only Sentinel-1 parameters, the VV was the most important feature, followed
by VH and VH/VV (Figure 9). For Sentinel-1 indices alone, NDVI was the most impor-
tant feature, followed by NDWI. When using both Sentinel-1 and Sentinel-2, Sentinel-2
indices came out as highly important for identifying sugarcane phenological phases. NDVI
appeared as the most important feature, followed by NDWI and VV. Figure 10 depicts
mean rank importance of Sentinel features for each phenological phase. For Sentinel-1
parameters, VV was sensitive to germination, grand growth, and maturity stages, while VH
was sensitive to tillering stages due to the double-bounce and volume scattering mechanism
as the length of stem increased significantly [86]. Alpha was only sensitive to the maturity
stage due to an increase in the total dominance scattering in this stage. For Sentinel-2 in-
dices, NDVI was sensitive to the tillering and grand growth stages due to high chlorophyll
content in stems and leaves. NDWI performed well in predicting germination and maturity
stages due to better discrimination in water content than chlorophyll content. Based on
this discussion, it is possible to conclude that NDVI, NDWI, VV, and VH were the most
important features for capturing sugarcane phenology.
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4. Discussion

For predicting the phenological stages of sugarcane, combined use of Sentinel-1 and
Sentinel-2 data outperformed the use of Sentinel-1 and Sentinel-2 data, as it took backscatter
intensity, different scattering mechanisms as well vegetation vigour, chlorophyll content,
and water content under consideration. The SAR parameters were mainly sensitive to
the geometry and wetness of the crop and soil, whereas optical indices were affected by
physiological parameters [21].

4.1. Sentinel-1 Based Parameters

Our research also found that the temporal behaviour of VV, VH, and VH/VV were
similar, but that VV appeared to be best among the Sentinel-1 parameters to identify
phenological stages. For alpha angle and entropy, similar temporal patterns were observed
throughout the year. Anisotropy showed the opposite pattern with respect to alpha angle
and entropy. Alpha and anisotropy were found to be more sensible to biomass growth.
The Shannon entropy was found to be sensitive to low and medium crop biomass and
useful in monitoring low biomass crops, but there was no significant variation response
for advanced crop stages of wheat and mustard [25]. For mapping corn and soybean,
Song et al. found that VV and VH polarizations were more important than the VH/VV
ratio [24]. Tian et al. [87] and Gasparovic and Klobucar [88] discovered that VH and VV
polarisation outperformed other Sentinel-1 parameters in rice and cotton vegetation studies,
respectively. These findings are parallel with ours. Mercier et al. [21] discovered that the
VH/VV ratio was most important for obtaining classifications of phenological stages for
wheat and rapeseed crops, which contradicted our findings. Using seven machine learning
models, Sentinel-1 based parameters produced 40.00–60.00%, 29.30–60.66%, 83.83–88.50%,
23.89–67.98%, 0.42–0.60, 0.35–0.83, and 0.10–0.44 values for accuracy, precision, specificity,
recall, F1 value, AUC, and kappa value, respectively. The random forest model performed
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the best, followed by the FRBS model, while the decision tree performed the worst among
the evaluated models.

4.2. Sentinel-2 Based Indices

The temporal profiles of Sentinel-2 indices were consistent. Saturation was observed
from tillering to grand growth. NDVI and WDVI were the most important features for
Sentinel-2 indices. Chen et al. realised the potential of the red edge band and NDVI,
and Hu et al. identified the superiority of the red edge band of Sentinel-2 images for
rice and cotton field mapping, respectively [26,89]. The most important characteristics for
wheat and rapeseed crop phenology were LAI, NDVI, and S2REP [21]. These findings
contradicted our findings regarding the superiority of the red edge band/S2REP, but they
supported the potential of NDVI for phenology mapping. Using Sentinel-1-based indices,
machine learning models achieved accuracy, precision, specificity, recall, F1 value, AUC,
and kappa values of 56.00–84.00%, 87.50–95.35%, 59.21–85.71%, 52.67–82.76%, 0.44–0.81,
0.66–0.81, and 0.42–0.79, respectively. The neural network model outperformed the other
models, followed by the decision tree model, while the naive Bayes model was less effective
than others.

4.3. Combined Sentinel-1 and Sentinel-2 Features

Song et al. [24] demonstrated that Sentinel-1 data alone can produce corn and soyabean
mapping with lower accuracy than optical data combining Landsat, Sentinel-2, Sentinel-1,
and MODIS. which can achieve a potential accuracy of more than 95%. Mercier et al. [21]
concluded that using Sentinel-1 and 2 data together was more accurate than using Sentinel-1
or Sentinel-2 data alone in identifying primary and secondary phenological stages in wheat
and rapeseed. Chen et al. [26] observed the potential of Sentinel-2 images for rice phenology
study, with overall accuracy and kappa coefficient values of 86.2% and 0.72, respectively.
Hu et al. [89] used Sentinel-1 and Sentinel-2 data to study the rice phenology map and
discovered overall accuracy and kappa coefficients of 0.932 and 0.813, respectively. Using
Sentinel-2 based indices and Sentinel-1 based parameters, the accuracy, precision, specificity,
recall, F1 value, AUC, and kappa value of the machine learning models increased to
76.00–88.00%, 92.28–96.11%, 69.50–90.58%, 70.09–88.32%, 0.68–0.86, 0.83–0.92 and 0.63–0.82,
respectively. The random forest, neural network, and SVM models outperformed the
other evaluated models for capturing sugarcane phenology. Complementary to our results,
Feyisa et al. [90] inferred that SVM outperformed tree-based algorithms such as decision
tree and random forest.

The majority of the literature on phenology studies reported that using both Sentinel-1
parameters and Sentinel-2 indices improved classification performance, and Sentinel-2 data
were more useful than Sentinel-1 data. This study also supported the use of optical and
SAR data in conjunction.

5. Conclusions

This study aimed to evaluate the potential of Sentinel-1 (GRD and SLC) data, Sentinel-2
(MSI level 2A) data, and their combined use to identify the phenological phases of sug-
arcane. Six Sentinel-1 indices with four Sentinel-2 indices were evaluated using seven
machine learning algorithms. There was not much difference in the performance of the
machine learning models. However, the random forest, neural net, and SVM models
slightly outperformed the other evaluated models in terms of accuracy. The results show
that the best Sentinel-2 based models were obtained using the NDVI and WDVI indices,
and the most relevant features in Sentinel-1 based models were VV and VH polarization.
The results obtained by combining Sentinel-1 and Sentinel-2 features were superior to those
obtained by using Sentinel-1 and Sentinel-2 features separately.

This research can be extended by taking other relevant indices and parameters into
account. These results were based on 40 sugarcane fields with an average size of 3–3.5 ha
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and five satellite imagery datasets for different months. These results can be further
validated through studies conducted over a larger area with a larger sample size.
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ANN Artificial Neural Network
AUC Area Under the ROC Curve
EVI Enhanced Vegetation Index
FRBS Fuzzy Rule Based Systems
GRD Ground Range Detected
MODIS Moderate Resolution Imaging Spectroradiometer
MSI Multi-Spectral Instrument
NDVI Normalized Difference Vegetation Index
NDWI Weighted Difference Vegetation Index
RF Random Forest
ROC Receiver Operating Characteristic
RVI Radar Vegetation Index
S2REP Sentinel-2 Red-Edge Position Index
SAR Synthetic Aperture Radar
SLC Single Look Complex
SRTM Shuttle Radar Topography Mission
SVM Support Vector Machine
SWIR Short-Wave Infrared
VIRF Visible Infrared Imaging Radiometer Suite
WDRVI Wide Dynamic Range Vegetation Index
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