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Abstract: The synthetic aperture radar (SAR) images of a moving target may be out of focus, given
the motions of a non-cooperative target. Doppler ambiguities, including the Doppler center blur and
spectrum ambiguity, will easily appear due to the limitations of pulse repetition frequency, which
causes difficulty in moving-target imaging. Therefore, a robust fast Doppler ambiguity approach
for SAR imaging of a ground-based moving target using range azimuth joint processing (RAJP)
is presented. Firstly, the use of RAJP, based on a two-dimensional cross-correlation function and
linear range cell migration (LRCM) compensation function, is proposed to simultaneously obtain the
first- and second-order phase parameters in the fast-time and azimuth-frequency domains. Then, a
corresponding azimuth reference function is constructed to image the moving target. Additionally, a
principal component analysis-based operation is introduced to solve the mismatch with the LRCM
compensation function. The couplings between the range and azimuth and between the first-
and second-order parameters can be simultaneously decoupled by the proposed RAJP operation,
which simplifies the processing steps. The developed approach can simultaneously obtain the first-
and second-order parameters in the fast-time and azimuth-frequency domains, which avoids the
propagation error of parameter estimation caused by the stepwise processing operation. The proposed
method is relatively fast, given the need for fewer processing steps. The presented approach is robust
in terms of Doppler ambiguity and handles the blind speed sidelobe well. In this study, simulated
and real data are processed to verify the proposed approach.

Keywords: Doppler ambiguity; ground moving target imaging (GMTIm); range azimuth joint
processing (RAJP); synthetic aperture radar (SAR); 2D cross-correlation function

1. Introduction

Synthetic aperture radar (SAR) is a technique that is receiving more and more attention
worldwide nowadays, given that it is capable of imaging the observed scenes of interest,
regardless of weather conditions, both day and night [1–6]. SAR has been widely employed
in different applications, such as environmental observation, traffic monitoring, sea-surface
surveillance, and antiterrorism. However, moving targets inevitably emerge into the
scene of observation. Therefore, ground moving-target imaging (GMTIm) is a research
hotspot that has become important in SAR applications, due to the growing demand for
moving-target surveillance [7–13].

Nevertheless, tracking the unpredictable motions (cross- and along-track velocities)
of ground-based moving targets will result in range cell migration (RCM) and Doppler
frequency broadening (DFB), leading to the severe defocusing of moving targets [14,15].
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RCM makes a moving target’s energy defocus along the range dimensions. RCM includes
linear RCM (LRCM) and quadratic RCM (QRCM), which are influenced by the cross- and
along-track velocities of a moving target, respectively; the DFB induced by the target’s
along-track velocity leads to a defocusing effect on a moving target in the azimuth Doppler
dimension. Therefore, for the successful imaging of moving targets, the effects of RCM and
DFB should be effectively addressed [12–15].

Recently, the Hough transform [16], Radon transform [17] and axis rotation trans-
form [18] models have been introduced to address LRCM by utilizing the moving target
trajectory in the range and azimuth domains. However, these transforms have a huge
computational cost, given that they need to run the searching operation for the target tra-
jectory. The Keystone transform (KT) [19–21], second-order KT (SKT) [22,23], and Doppler
KT (DKT) [24] have been developed to eliminate the LRCM or QRCM of a moving target
without searching for the target trajectory. However, these methods (i.e., KT, SKT, and DKT)
find it hard to deal with the effect of DFB and suffer from the problem of Doppler ambiguity.

Generally, because of the limitations of the pulse repetition frequency (PRF) of an SAR
system, the moving target signal quickly demonstrates a Doppler ambiguity [13–15,25]. If
the Doppler center shift (DCS) induced by the cross-track velocity of a moving target is
larger than PRF/2, a Doppler center blur will be generated. Notably, the potential Doppler
spectrum distributions caused by DCS and DFB include the following cases: (1) the Doppler
spectrum is entirely located in one PRF band; (2) the Doppler spectrum spans over two
PRF bands; (3) the Doppler spectrum occupies several PRF bands. If the target Doppler
spectrum is distributed in two or in several PRF bands (i.e., situations (2) and (3)), the
moving target signal will exhibit Doppler spectrum splitting, thereby leading to Doppler
spectrum ambiguity. These factors (i.e., Doppler center blur and spectrum ambiguity) make
moving target imaging become more difficult.

In order to handle the DFB and Doppler ambiguity, a two-dimensional (2-D) frequency-
matched filtering (2-DFMF) algorithm [14] has been proposed by exploiting a feature in
the range–azimuth frequency domain for a target signal, based on the stationary phase
principle. Although this method can efficiently image ground-based moving targets,
it ignores the unpredictable motions of a moving target, leading to a loss in coherent
accumulation. However, this stationary phase-based algorithm may only be suitable for
the scenario of a moving target signal with a large azimuth time-bandwidth product,
given that it should obtain the precise 2-D Doppler spectrum using the stationary phase
principle. Therefore, the Deramp–Keystone processing (DKP) method [15] has been applied
in this study. However, the DKP approach approximately removes the QRCM and DFB by
applying the a priori velocity of the radar platform but still neglects the residual correction
errors induced by the target’s unknown motions. In [26], a Keystone-based method without
searching the Doppler chirp rate has been introduced for considering the unknown motions
of a moving target. However, this method addresses the Doppler center blur by using the
Doppler ambiguity number-searching operation but is troubled by the effects of Doppler
spectrum ambiguity and the residual correction error of QRCM. In an earlier work [27], a
segmented KT–Doppler Lv’s transform algorithm, based on Doppler ambiguity number-
searching, has been proposed to address the Doppler spectrum ambiguity. Nevertheless,
this algorithm validates the finding that if the bandwidth of the target Doppler spectrum
exceeds half of the PRF, the Doppler center shifting operation that is utilized to deal with
the problem of Doppler spectrum ambiguity will be invalid. The discrete polynomial-phase
transform (DPT)-based method [28] has been presented without the problem of Doppler
spectrum ambiguity. However, this approach ignores the QRCM induced by the target’s
along-track velocity, resulting in a severe defocusing effect.

Additionally, various multi-dimensional searching approaches have been developed
for achieving well-focused results; for example, the radon-fractional Fourier transform [29],
extended generalized radon Fourier transform [30], polynomial radon–polynomial Fourier
transform [31], and the modified KT-matched filtering method [32]. Nevertheless, the
computational costs of these algorithms are huge, given the multi-dimensional brute-
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force parameter searching step included in the implementation procedure. To reduce
the computational cost, several algorithms with a one-dimensional searching operation
have been proposed; for example, the modified SOKT (MSOKT) [13], improved time-
reversal–modified radon Fourier transform (ITRT–MRFT) [33], improved axis rotation–
time-reversal transform (IAR–TRT) [9], and modified axis rotation–Lv’s transform [34].
However, these approaches are still troubled by a high computational burden, due to the
one-dimensional searching procedure of a moving target. In addition, the MSOKT and
ITRT–MRFT approaches suffer from a serious problem with blind speed sidelobe (BSSL),
and the IAR–TRT is affected by scaled frequency spectrum aliasing.

Motivated by the previous study, a quicker approach for achieving SAR imaging of
ground-based moving targets, based on range azimuth joint processing (RAJP), is presented
in his paper. Firstly, an RAJP, based on the 2D cross-correlation function and the presented
LRCM compensation function, is proposed to simultaneously obtain the first- and second-
order phase parameters in the fast-time and azimuth-frequency domains. Then, an azimuth
reference function corresponding to the obtained phase parameters is constructed, to image
the moving target in the range–azimuth time domain. In addition, the mismatch of the
LRCM compensation function is analyzed, and a principal component analysis (PCA)-based
operation is introduced to address this issue (i.e., mismatch of the LRCM compensation
function). Simulated data and real data, including spaceborne and airborne real data, are
processed to verify the developed approach.

The main contributions of this study can be summarized as follows: (1) the proposed
RAJP operation can simultaneously decouple the couplings between the range and az-
imuth and between first- and second-order parameters, which can simplify the processing
steps; (2) the presented method can simultaneously obtain first- and second-order phase
parameters in the fast-time and azimuth-frequency domains, which can counteract the
propagation error induced by the operation of the stepwise parameter estimation; (3) the
proposed method is computationally efficient due to having fewer processing steps; (4) the
developed method is robust when faced with Doppler ambiguity, including a Doppler
center blur and spectrum ambiguity, and can deal with the BSSL problem; (5) a PCA-based
operation is introduced to deal with the LRCM compensation function mismatch, according
to an analysis related to the mismatch of the LRCM compensation function.

The rest of this paper is organized as follows. Section 2 presents the signal model
and the characteristics of the moving target. Section 3 introduces the proposed algorithm.
Section 4 provides some discussions related to the proposed method. Section 5 gives
the experimental results, including the simulated, spaceborne, and airborne real data-
processing results. Section 6 concludes the paper.

2. Signal Model and Characteristics
2.1. Signal Model

A SAR that is used when in a side-facing strip-map working mode is chosen; Figure 1
illustrates the motion geometric model between a SAR platform with velocity v and a
ground moving target on the slant range plane. During the synthesis time Ta, the moving
target, with cross-track velocity vc and along-track velocity va, travels from point A to point
B. The nearest and instantaneous slant ranges between the SAR and moving target are
indicated by R0 and Rs(tn). tn represents the azimuth time.
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Figure 1. Motion geometric model between the SAR and moving target on the slant range plane. 
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On the basis of the motion geometry geometric model depicted in Figure 1, Rs(tn) is
written as follows:

Rs(tn) =

√
(vtn − vatn)

2 + (R0 − vctn)
2. (1)

Then, Rs(tn) can be expanded according to the Taylor series expansion, and a quadratic
term model is utilized, as follows [8,9,13–15,22–27]:

Rs(tn) ≈ R0 − vctn +
(v− va)

2

2R0
t2
n. (2)

It is assumed that the SAR employed the widely used linear frequency modulation
signal as the transmitted signal, with the following form:

st(t) = rect
(

t
Tp

)
exp

(
j2π fct + j2πγt2

)
(3)

where t, Tp, fc and γ indicate the fast time, pulse length, carrier frequency and chirp rate

of the transmitted signal, respectively, rect
(

t
Tp

)
=

{
1, |t| ≤ Tp/2
0, |t| > Tp/2

. Then, the received

baseband signal of the moving target is expressed as follows [26,27,35]:

sbase(t, tn) = rect
[

t− 2Rs(tn)
c

Tp

]
w(tn) exp

(
j2πγ

[
t− 2Rs(tn)

c

]2
)

× exp
[

j 4π
λ Rs(tn)

] (4)

where c, w(·) and λ denote the speed of the electromagnetic wave, azimuth window
function, and the wavelength of the transmitted signal, respectively.

After range compression [26,27] and substituting Equation (2) into Equation (4), the
received baseband signal, omitting the amplitude in the range- and azimuth-time domain,
is written as follows:

s1(t, tn) = sin c
{

B
[

t− 2
(

R0 − vctn +
(v−va)

2

2R0
t2
n

)
/c
]}

w(tn)

× exp
[

j 4π
λ

(
R0 − vctn +

(v−va)
2

2R0
t2
n

)] (5)

where B = γTp is the bandwidth of the transmitted signal. Here, sin c(x) = sin(πx)/(πx)
represents the sinc function.
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2.2. Signal Characteristics

(1) Range Migration and Doppler Broadening Analysis: as described in the sinc function
term of Equation (5), the range time t is coupled with the azimuth time, and the pulse
envelope position changes with the azimuth time. Therefore, the target position, offset in
the range dimension, is written as follows:

∆R1 = |vctn|tn∈[−Ta/2,Ta/2] =
∣∣∣2vc

(
Ta
2

)∣∣∣
∆R2 =

∣∣∣∣ (v−va)
2

2R0
t2
n

∣∣∣∣
tn∈[−Ta/2,Ta/2]

=

∣∣∣∣ (v−va)
2

2R0

(
Ta
2

)2
∣∣∣∣ (6)

where ∆R1 and ∆R2 denote the range position offsets induced by tn- and t2
n-terms, respec-

tively. If ∆R1 < c/(2B), the LRCM will appear. The LRCM is the linear trajectory in the
range and azimuth plane. In the meantime, the QRCM will emerge, when ∆R2 < c/(2B).
The QRCM is the parabolic trajectory in the range and azimuth plane, which is symmetric
with respect to the center point of azimuth time. The total RCM includes LRCM and QRCM.
The RCM will ensure that the moving target energy defocuses along the range dimension.

As described in the exponential term of Equation (5), the Doppler frequency offsets
(DFO) in the Doppler frequency dimension are expressed as follows:

∆ f1 = |2vc/λ|tn∈[− Ta
2 , Ta

2 ]
= |2vc/λ|

∆ f2 =

∣∣∣∣ 2(v−va)
2

R0λ tn

∣∣∣∣
tn∈[− Ta

2 , Ta
2 ]

=

∣∣∣∣ 4(v−va)
2

R0λ

(
Ta
2

)∣∣∣∣ (7)

where ∆ f1 and ∆ f2 represent the DFOs caused by tn- and t2
n-terms, respectively. The target

signal will show the Doppler center shift (DCS) when ∆ f1 > 1/Ta, whereas DCS will not
lead to the defocusing of target energy. Meanwhile, if ∆ f2 > 1/Ta, the DFB, which is
symmetric with respect to the Doppler center frequency, will emerge. The DFB results in a
significantly defocusing effect. Thus, in order to improve the performance of moving target
imaging, the RCM and DFB should be accurately compensated.

(2) Potential Complex Doppler Ambiguity Analysis: The potential complex Doppler
ambiguity of the moving target signal should be further investigated, given that it is an
important factor affecting the performance of the moving target focusing system [9,13–15].
When the DCS is larger than PRF/2, a Doppler center blur will be generated. Additionally,
the potential Doppler spectrum distributions induced by DCS and DFB can be summarized
as the following case studies: Case 1, where the Doppler spectrum is entirely distributed
into one PRF band, as exhibited in Figure 2a; Case 2, where the Doppler spectrum occupies
two PRF bands, as depicted in Figure 2b; Case 3, where the Doppler spectrum spans
multiple PRF bands, as shown in Figure 2c. If the Doppler spectrum occupies two or
several PRF bands, i.e., in Cases 2 and 3, then the target signal shows Doppler spectrum
splitting, thereby inducing target Doppler spectrum ambiguity.

To summarize, the relationships among the target signal phase parameters, RCM,
DFO, DCS, DFB, and the complex Doppler ambiguity are listed in Figure 3. The RCM and
DFB are the main factors causing the defocusing of moving targets. The complex Doppler
ambiguity (including the Doppler center blur and spectrum ambiguity) leads to difficulties
in the compensations of RCM and DFB, especially for the transitional frequency-domain
methods, e.g., the KT- or SOKT-based methods [19–24,26,27] and stationary phase-based
methods [14]. In order to handle these problems, we present a fast Doppler ambiguity
robust approach for the SAR imaging of ground-based moving targets.
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3. Proposed Algorithm Description

As analyzed in Section 2.2, the RCM, DCS, DFB, and Doppler ambiguity are the critical
problems faced by the SAR-GMTIm. Therefore, a new approach is developed in this section
to deal with these critical problems and obtain an effective focusing result. Figure 4 depicts
the flowchart of the developed GMTIm method. On the basis of Figure 4, the proposed
GMTIm approach is described in the following.
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Initially, the signal in Equation (5) is transformed into the range-frequency and the
azimuth-time domain, and the corresponding result, omitting the azimuth window, is
written as [13,14]:

s1( f , tn) = rect
(

f
B

)
exp

[
−j

4π
c
( f + fc)

(
R0 − vctn +

(v− va)
2

2R0
t2
n

)]
. (8)

Based on Equation (8), a RAJP 2D cross-correlation function in the range-frequency
and azimuth-time domain is constructed as:

s2( f , tn) = s1( f , tn + η/2)s∗1( f , tn − η/2)

= rect
(

f
B

)
exp

[
−j 4π

c ( f + fc)

(
−vcη + (v−va)

2η
R0

tn

)]
(9)

where “∗” and η denote the conjugate operation and constant delay, respectively. Generally,
the selection criteria of η refer to Appendix A. As shown in Equation (9), the quadratic phase
of Equation (8) is reduced to the linear phase in the range-frequency and azimuth-time
domain. Therefore, the QRCM and DFB are simultaneously removed due to RAJP. Then, the
Doppler spectrum ambiguity is also avoided, given that the DFB is addressed. However,
the effect of the tn-term in Equation (9) still remains. Thus, the LRCM of Equation (9)
should be compensated further.

As demonstrated in previous work by the authors of [36,37], the LRCM of Equation (9)
for the common meter-level range resolution SAR mainly depends on the velocity of
the SAR platform because v is far larger than the along-track velocity va. Therefore, a
compensation function related to v can be proposed to remove the LRCM of Equation (9),
as long as the correction error is smaller than one range bin. According to Equation (9), the
LRCM compensation function can be presented as:

H1( f , tn) = exp
[
−j

4π( f + fc)φη

c
tn

]
(10)

where φ = v2/R0. When multiplying Equation (9) by Equation (10), the compensation
error of Equation (10) can normally be ignored, given that the SAR platform velocity v is
the main factor in determining the LRCM of Equation (9).

After removing LRCM, the signal in Equation (9) is rewritten as:

s3( f , tn) = rect
(

f
B

)
exp

[
j
4π
c
( f + fc)vcη

]
exp

[
−j

4π
λ

ϕηtn

]
(11)

where ϕ =
[
(v− va)

2/R0

]
− φ.

After the range IFFT and azimuth FFT are employed to Equation (11), we have:

s3(t, ftn) =
s

s3( f , tn) exp(−j2π ftn tn) exp(j2π f t)dtnd f
= δ(t + 2vcη/c)δ( ftn + 2ϕη/λ)

(12)

where δ(·) is the Dirac delta function and ftn is the azimuth Doppler frequency variable
with respect to tn.

As shown in Equation (12), the clear peak will appear at:

t = −2vcη/c, ftn = −2ϕη/λ. (13)

According to Equation (13), the proposed RAJP, based on the 2D cross-correlation
function and LRCM compensation function, can be summarized as follows:(

t̂, f̂tn

)
= Peak

t, ftn

∣∣∣IFFT f {FFTtn [s1( f , tn + η/2)s∗1( f , tn − η/2)H1( f , tn)]}
∣∣∣ (14)
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where FFTtn(·) represents the FFT operation along tn, IFFT f (·) denotes the IFFT operation
along f , and Peak(·) indicates the operation of peak detection [13].

Then, on the basis of RJAP, the first-order phase µ1 = −vc and quadratic phase µ2,
i.e., µ2 = (v− va)

2/(2R0), are simultaneously obtained in the range-time and azimuth-
frequency domain, as follows:

µ̂1 = ct̂/(2η), µ̂2 = −λ f̂tn /(4η) + v2/(2R0). (15)

According to Equations (12), (13) and (15), compared with the typical DPT-based
method in [28], the proposed RAJP-based approach has the following advantages: (1) the
presented approach does not ignore the influence of QRCM and avoids the search for
the Doppler ambiguity number; (2) the proposed RAJP operation can simultaneously
remove the couplings between range and azimuth and between first- and second-order
phase parameters; (3) the first- and second-order phase parameters can be simultaneously
obtained in the fast-time and azimuth-frequency domains. Therefore, the propagation error
from obtaining parameters using the stepwise processing operation can be avoided.

On the basis of the obtained parameters in Equation (15), the azimuth reference
function in the range-frequency and azimuth-time domain is constructed as:

H2( f , tn) = exp

{
j
4π( f + fc)

c

[
ct̂
2η

tn +

(
λ f̂tn

4η
+

v2

2R0

)
t2
n

]}
. (16)

Then, the azimuth-matched operation in the range- and azimuth-frequency domains
can be summarized as follows:

s4( f , ftn) =

[∫
s1( f , tn) exp(−j2π ftn tn)dtn

]
·
[∫

H2( f , tn) exp(−j2π ftn tn)dtn

]
. (17)

After the range IFFT and azimuth IFFT are applied to Equation (17), the result of
GMTIm in the 2D time domain is obtained as:

s5(t, tn) = sin c[B(t− 2R0/c)]·sin c(∆ fdtn) (18)

where ∆ fd indicates the Doppler bandwidth of the moving target.
As described in Equation (18), the effects of RCM, DCS, and DFB can be accurately

eliminated, and a well-focused result can be achieved within the 2D time domain. Therefore,
unlike the conventional GMTIm method [8,9,13,15,19,26], which focuses on the moving
targets in the range–Doppler domain, the moving targets are focused in the range–azimuth
time domain using the proposed method, thereby facilitating the subsequent processing
operations of moving targets [23].

4. Some Discussions of the Proposed Method
4.1. Analysis Related to Computational Complexity

In the following section, the computational burden of the developed approach is
analyzed. Similar to [9,13], the complex multiplication numbers are applied to denote
the computational complexity of the algorithm. The range and azimuth cell numbers
are represented by M and N, respectively. The main steps of the developed approach
contain the proposed RAJP, based on the 2D cross-correlation function, LRCM compen-
sation function, and azimuth-matched operation. The main computational complexity of
the proposed RAJP, based on the 2D cross-correlation function and LRCM compensation
function, is obtained using O(NM log2 M + MN log2 N). Then, the main computational
cost of the azimuth-matched operation is represented by O(NM log2 M + MN log2 N).
Therefore, the main computational burden of the developed approach is denoted using
O(2NM log2 M + 2MN log2 N). We assume that the searching times for the Doppler ambi-
guity number and the MSOKT-based and IAR-TRT methods are indicated by Nd, N1, and
N2. With regard to the MSOKT-based method, the main computational cost is indicated
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by O[(N1 + 1)NM log2 N] [13]. In the IAR-TRT method, the main computational com-
plexity is obtained using O[(N2 + 4)NM log2 N] [9]. Then, the main computational cost
for the DKP method is O

[
MN2 + N(N − 1)M + (Nd + 1)(NM log2 M + MN log2 N)

]
[15].

According to the authors of [26], the main computational cost of the KT-based method
is obtained using O

[
MN2 + N(N − 1)M + Nd(NM + NM log2 M + MN log2 N)

]
. The de-

tailed computational costs of the five approaches are shown in Table 1. The curves of the
computational costs versus the azimuth cell number with these five approaches are shown
in Figure 5. The results of Table 1 and Figure 5 prove that the computational burdens of
the IAR–TRT, MSOKT-based, DKP, and KT-based approaches are obviously higher than
that of the developed approach. Furthermore, the developed approach offers high compu-
tational efficiency because it does not include the target parameter-searching procedure
and can simultaneously obtain the first- and second-order parameters in the fast-time and
azimuth-frequency domains, while needing fewer processing steps.

Table 1. Comparison of the computational burden.

Methods Computational Burden

MSOKT-based method O[(N1 + 1)NM log2 N]
IAR-TRT method O[(N2 + 4)NM log2 N]

DKP-based method O
[
MN2 + N(N − 1)M + (Nd + 1)(NM log2 M + MN log2 N)

]
KT-based method O

[
MN2 + N(N − 1)M + Nd(NM + NM log2 M + MN log2 N)

]
Proposed method O(2NM log2 M + 2MN log2 N)
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4.2. Analysis Related to a Mismatch of the LRM Compensation Function

In Section 3, the compensation function in Equation (10), constructed from the velocity
of the SAR platform, is adopted to remove the LRCM of Equation (9). However, in some
high-range-resolution SAR systems, the compensation error ∆RLRCM of Equation (9) may
be larger than one range cell. In this case, the residual correction error ∆RLRCM after
performing the compensation function in Equation (10) should be eliminated further. As
described in Equations (9)–(11), the residual correction error ∆RLRCM induced by the
tn-term coefficient ϕη is a form of typical LRCM.

Some typical approaches, for example, the radon transform [17], Hough transform [16,37]
and radon Fourier transform [38] have been suggested to remove the LRCM. Therefore,
these typical approaches can also be adopted to eliminate the residual correction error
∆RLRCM. However, as in the parameter-searching-based approaches, the radon, radon
Fourier and Hough transforms are computationally prohibitive, given the brute-force
parameter search steps. On the other hand, the Keystone transform suffers from the
problem of Doppler ambiguity. Therefore, in the following part, according to the geometric
features of residual correction error (i.e., residual LRCM ) in the range- and azimuth-time
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domains, an operation based on the PCA technique is introduced to correct the residual
correction error ∆RLRCM.

Then, the geometric features of the residual correction error are analyzed. Figure 6
shows the diagram of geometric features for residual correction error in the range- and
azimuth-time domains. As exhibited in Figure 6, the residual correction error is the linear
trajectory. β indicates the included angle between the trajectory and the slow time axis.
∆tn = PRF·∆tm denotes the length of a discrete slow time for the trajectory of the residual
correction error. ∆tm is the length of slow time after applying the 2D cross-correlation
function in Equation (9).
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According to Figure 6, the slope of the linear trajectory for the residual correction error
(i.e., tan(β)) can be written as follows:

tan(β) =
∆RLRCM

∆tn
=

∆RLRCM

PRF·∆tm
. (19)

On the basis of Equation (11), ∆RLRCM is obtained as follows: ∆RLRCM = 2ϕη∆tm fr/c,
where fr denotes the range-sampling frequency. Then, tan(β) in Equation (19) can be
rewritten as:

tan(β) =
2ϕη fr

PRF·c . (20)

According to Equation (20), we have:

ϕ =
tan(β)·PRF·c

2η fr
. (21)

Therefore, in accordance with Equation (21), to obtain the unknown coefficient ϕ, the
slope tan(β) should be obtained first. The IAR method employed by the authors of [18]
can be adopted to obtain the slope of the target trajectory. However, the IAR method
suffers from a huge computational cost because it involves a parameter-search operation.
Therefore, an operation using the PCA technique is applied to obtain the slope of the
target trajectory.

The PCA technique usually maps the given data set into a new coordinate system and
is adopted to confirm the maximum variance direction of the data set [39]. First, the first
coordinate of the new coordinate system denotes the largest variance of the given data set.
The largest variance is indicated by the first principal component in the PCA method. Then,
the main energy of the direction of the given data set is then confirmed. Therefore, the PCA
technique is applied to determine the main energy direction of LRCM for the given data set
in the following part.
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First, the database D to be processed is normalized, as follows:

Dn =
D

max(D)
(22)

where Dn indicates the normalized form of D, and max(·) denotes the operation of ob-
taining the matrix maximum element value. The positions of strong points for the LRCM
trajectories should be extracted by utilizing the set threshold. In order to obtain the strong
point positions comprehensively in this study, the threshold is generally set as 0.5 [40]. On
the basis of the set threshold, the database De for the positions of the extracted data points
is formed, as follows:

De = [De1, . . . , Dek] (23)

where Dek = [nrk, nak]
T represents the coordinate of the kth extracted data point in the

range and azimuth dimension, while k denotes the number of extracted data points.
Then, the new data matrix D̂e is obtained as:

D̂e = De −De (24)

where De = [Nr, Na]
T is the mean vector of De, Nr =

1
K ∑K

k=1 nrk, and Na =
1
K ∑K

k=1 nak.
The covariance matrix with D̂e is constructed as follows:

Cc =
1
K

(
D̂e

)(
D̂e

)T
, (25)

Notably, Cc is the real symmetric matrix. Therefore, the eigenvalue decomposition of
Cc is denoted as follows:

Cc = P∧ PT (26)

where ∧ is the diagonal matrix, which has two eigenvalues, and P indicates the eigenvalues
related to ∧. Therefore, the eigenvector (nr, na) for the largest eigenvalue is the direction of
the principal axis. Then, the slope of the trajectory of LRCM is calculated as follows:

tan(β) = nr/na (27)

On the basis of Equations (21) and (27), the first-order coefficient is obtained as:

ϕ̂ =
nr·PRF·c
2·η· fr·na

(28)

In accordance with Equation (26), the residual LRCM compensation function is con-
structed as follows:

H2( f , tn) = exp
(

j
4π f

c
nr·PRF·c

2· fr·na
tn

)
(29)

Therefore, after the compensation function in Equation (29) is adopted, the residual
LRCM can be effectively removed.

Here, a simulation example, denoted as Example A, is provided to verify the above
analysis for the mismatch of the LRCM compensation function. The main simulated
parameters for the radar are set as follows: fc = 10 GHz, B = 400 MHz, PRF = 600 Hz,
R0 = −13 km and Ta = 2 s. The moving target, with vc = 11.5 m/s and va = −20.6 m/s is
set. The signal-to-noise ratio (SNR) in this example is set as −12 dB. Figure 7 shows the
simulated results of Example A. The clear LRCM is shown in Figure 7a, given that the
residual correction error is larger than one range cell and it cannot be ignored. Figure 7b
displays the final result of the proposed RJAP in Equation (14). The target energy still
spreads along the fast time dimension. As shown in Figure 7c, the residual correction error
can be removed effectively by the PCA-based operation, and the target energy is located in
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one range cell. Figure 7d plots the final result of the proposed RJAP in Equation (14) and a
PCA-based operation. The peak is evident in Figure 7d. Therefore, the above results can
verify the performance of the PCA-based operation.
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4.3. Analysis Related to Multiple Target Focusing

According to Section 3, the results of GMTIm for a single target can be effectively ob-
tained by the developed method. However, the multiple moving targets may be available in
the SAR scene. The cross-terms induced by multiple targets should be further investigated.
As for the case of multiple targets, the signals in Equation (8) are written as follows:

s1,m( f , tn) =
G

∑
l=1

rect
(

f
B

)
exp

[
−j

4π
c
( f + fc)

(
R0,l + µ1,ltn + µ2,lt2

n

)]
(30)

where R0,l denotes the nearest slant range of the lth moving target. µ1,l = −vc,l and
µ2,l = (v− va,l)

2/(2R0,l) indicate the first- and second-order range coefficients of the
lth target.
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After compensating for RCM and DFB, the corresponding signal of the multiple target
case is expressed as:

s3,m( f , tn) =
G

∑
l=1

rect
(

f
B

)
exp

(
−j

4π
λ

ϕ2,lηtn

)
exp

(
−j

4π
c
( f + fc)µ1,lη

)
︸ ︷︷ ︸

auto terms

+
G
∑

l=1

G
∑

d=1,d 6=l
rect

(
f
B

)
× exp

{
−j 4π

λ ϕ2,l,dηtn

}
exp

[
−j 4π

c ( f + fc)(R0,l − R0,d)
]

× exp
{
−j 4π

c ( f + fc)
[
(µ1,l − µ1,d)tn + (µ2,l − µ2,d)t2

n
]}

× exp
{
−j

4π
c
( f + fc)

[
(µ1,l + µ1,d)

η

2
+ (µ2,l − µ2,d)

η2

4

]}
︸ ︷︷ ︸

cross terms

(31)

where ϕ2,l,d = (µ2,l + µ2,d)− φ. After the range IFFT and azimuth FFT are applied to (31),
we obtain:

s3,m(t, tn) =
G

∑
l=1

sin c
[

B
(

t−
µ1,lη

c

)]
exp

(
−j

4π
λ

ϕ2,lηtn

)
︸ ︷︷ ︸

auto terms

+
G
∑

l=1

G
∑

d=1,d 6=l
exp

[
−j 4π

λ (µ1,l − µ1,d + ϕ2,l,dη)tn + (µ2,l − µ2,d)t2
n

]
×sin c

B

t−
R0,l − R0,d + (µ1,l + µ1,d)

η
2 + (µ2,l − µ2,d)

η2

4 + (µ1,l − µ1,d)tn + (µ2,l − µ2,d)t2
n

c

︸ ︷︷ ︸
cross terms

(32)

According to (32), the RCMs and DFBs of the auto terms are removed, and only the
linear phase remains. The auto terms can be identified as clear peaks after performing the
azimuth FFT. Considering that the RCMs and DFBs of the cross-terms still exist, the cross-
terms are typically defocused. Therefore, the cross terms may not affect the determination
of the auto terms.

4.4. Remarks

Remark 1. The different moving target signals may have various amplitudes. When the intensities
of these moving target signals are obviously different, the moving target with a lower intensity may
be drowned out by the one with a higher intensity. This factor will reduce the performance of the
developed approach. In this situation, the CLEAN technique [40,41] can be adopted to eliminate the
effect of the moving target with a higher intensity. Then, the focused results of the strong and weak
moving targets can be obtained iteratively.

Remark 2. In some applications, such as focusing on highly mobile targets, the high-order motion
model should be considered. With respect to highly mobile targets with high-order motions, the
high-order (more than the second-order) range model may be appropriate. In this situation, the
range-compressed signal in Equation (8) should be rewritten as follows:

s1( f , tn) = rect
(

f
B

)
exp

[
−j 4π

c ( f + fc)
(

R0 + µ1tn + µ2t2
n
)]

× exp
[
−j 4π

c ( f + fc)

(
D
∑

d=3
µdtd

n

)] (33)

where d denotes the order of the high-order phase coefficient.
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In order to extend the above-proposed method and adapt it to process the high-order (more than
the second-order) phase of a maneuvering target, another search phase function, based on the target’s
high-order range model, is constructed as follows:

Hhm( f , tn; µ̂3, . . . , µ̂d) = exp

[
j
4π
c
( f + fc)

(
D

∑
d=3

µ̂dtd
n

)]
(34)

where µ̂d(d = 3, . . . D) denotes thed-th search phase parameter.
After multiplying Equation (34) by Equation (33), this yields:

s1( f , tn; µ̂3, . . . . . . , µ̂d) = s1( f , tn)Hhm( f , tn; µ̂3, . . . , µ̂d)

= rect
(

f
B

)
exp

[
−j 4π

c ( f + fc)
(

R0 + µ1tn + µ2t2
n
)]

× exp
[
−j 4π

c ( f + fc)

[
D
∑

d=3
(µd − µ̂d)td

n

]] (35)

When the searching parameters are matched with the true value of the target’s phase parameters
(i.e., µd = µ̂d), Equation (35) can be simplified as follows:

sm( f , tn) = rect
(

f
B

)
exp

[
−j

4π
c
( f + fc)

(
R0 + µ1tn + µ2t2

n

)]
(36)

As shown in Equation (36), after the matched processing in Equation (35), the above-developed
method can be applied to process the signal in Equation (36). Therefore, according to the above-
proposed method, the procedure of estimating the high-order phase parameters can be summarized
as follows:

(µ̂3, . . . , µ̂d) = argmax
∣∣∣IFFT f

{
FFTtn

[
s1

(
f , tn +

η

2
; µ̂3, . . . , µ̂d

)
× s∗1

(
f , tn −

η

2
; µ̂3, . . . , µ̂d

)
H1( f , tn)

]}∣∣∣ (37)

In accordance with the estimated high-order phase parameters from Equation (37), the defo-
cusing of the high-order phase can be compensated for. Therefore, after using the pre-processing
steps in Equation (37) for high-order parameter estimation, the proposed method in Section 3 can be
extended for high-order focusing.

However, this pre-procedure increases the computational complexity. Therefore, the compu-
tationally efficient method for focusing on a maneuvering target with a high-order (more than
second-order) phase model will be investigated in future work.

5. Experiment Results

In the following section, the simulated data in the presence of a Gaussian background
and the measured data (including spaceborne and airborne measured data) are processed
to verify the performance of the developed approach for the imaging of ground-based
moving targets.

5.1. Simulated Experimental Results Analysis

In this simulation experiment, the basic simulated parameters of radar are provided
in Table 2. Three moving targets are considered, and these are denoted as Targets A, B, and
C. The main parameters of these three simulated moving targets are given in Table 3. The
SNR in this simulated experiment is the same as in Example A. Target A and Target B are
Doppler spectrum ambiguity targets. The Doppler spectra of Target A and Target B are
split into two adjacent PRF bands, and their spectrum distributions are similar to Case 2 in
Figure 2b. Target C is set as a Doppler center blur target. The Target C’s Doppler spectrum
is entirely distributed in one PRF band, and its spectrum distribution is similar to that in
Case 1 in Figure 2a.
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Table 2. Basic simulation radar parameters.

Parameters Value

Carrier frequency 10 GHz
Range bandwidth 80 MHz

Pulse repetition frequency 600 Hz
Radar platform velocity 180 m/s

Nearest slant range 13 km
Dwell time 2 s

Table 3. Simulation parameters for three moving targets.

Cross-Track Velocity (m/s) Along-Track Velocity (m/s)

Target A 11.5 −20.6
Target B 22.4 −15.2
Target C −16.7 −12.5

The simulated data-processed results are provided in Figure 8. The three curved tra-
jectories of Target A, Target B, and Target C after range compression are shown in Figure 8a,
from which the three curved trajectories indicate evident RCMs (including the LRCMs
and QRCMs) of the moving targets. The RCMs make the moving target energy spread
along the range dimension, thereby leading to the defocusing of the moving target in the
range dimension. The Doppler spectra of three moving targets in the range-time and the
Doppler-frequency domain are displayed in Figure 8b. Notably, the target energy still
distributes into several azimuth Doppler cells because of the influence of DFB, thereby
inducing the defocusing of the moving target in the azimuth Doppler dimension. In addi-
tion, the Doppler spectra of Target A and Target B span over two adjacent PRF bands, and
the Doppler spectrum of Target C entirely occupies one PRF band. The complex Doppler
spectrum distribution results in problems with the imaging of moving targets. Figure 8c
illustrates the results of RAJP based on the 2D cross-correlation function and the LRCM
compensation function. As shown in Figure 8c, the RCMs and DFBs are simultaneously
removed and three clear peaks, with respect to Target A, Target B, and Target C, are found
in the figure. Then, in order to display the cross-terms clearly, the background is migrated.
The corresponding result is indicated in Figure 8d. As shown in the figure, with regard
to the cross-terms, the influences of both the first- and second-order phases (i.e., LRCM,
QRCM, and DFB) remain. Therefore, the cross-terms still suffer from the effects of defocus-
ing, which helps us to reject the cross-terms. In this case, the cross-terms do not affect the
auto terms. Notably, the first- and second-order phase parameters of the moving targets can
simultaneously be obtained by the peak positions in the fast-time and azimuth-frequency
domains with a low computational cost, which can avoid the propagation error caused
by stepwise parameter estimation. With the obtained phase parameters from the peaks in
Figure 8c, the corresponding azimuth reference functions, with respect to Target A, Target B,
and Target C, are constructed. On the basis of the constructed azimuth reference functions,
Target A, Target B, and Target C are focused in the range- and azimuth-time. As shown in
Figure 8e–j, respectively, the clearly imaged results of Target A, Target B, and Target C can
be achieved by using the developed approach. Figure 8k shows the processing result of the
KT-based method. The motion trajectories of Target A and Target B divide into several parts
because the Keystone is directly utilized to remove the RCM for the KT-based approach in
the presence of Doppler spectrum splitting, which will result in a serious loss of coherent
integration and reduce the imaging performance. The focusing result of Target B for the
MSOKT-based method is provided in Figure 8l. As shown in the figure, this method suffers
from the effect of BSSL, given that its implementation steps include the search operation
of the first-order phase. Figure 8m shows the result for Target B for the DKP approach.
The focusing performance of the DKP approach deteriorates markedly because the effect
induced by the unknown motion of the moving target is neglected.
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To summarize, the presented method can simultaneously obtain the first- and second-
order phase parameters of moving targets in the fast-time and azimuth-frequency domains
without suffering the propagation error induced by the operation of the stepwise parameter
estimation. The proposed approach can produce a well-focused result without the residual
correction errors induced by the unknown motions of the moving targets. In addition, the
presented algorithm can deal with the effect of BSSL and is also robust when faced with
Doppler ambiguity (containing a complex Doppler center blur and spectrum ambiguity).
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Figure 8. Simulated data and the processed results: (a) the results of three moving targets after
range compression. (b) Doppler spectra of three moving targets. (c) The results of RJAP, based
on the cross-correlation function and LRCM compensation function in Equation (14). (d) Plan of
(c) without noise. (e) Focusing result of Target A, using the developed approach. (f) Stereogram of (e).
(g) Focusing result of Target B, applying the proposed approach. (h) Stereogram of (g). (i) Focusing
result of Target C, utilizing the proposed approach. (j) Stereogram of (i). (k) Processing result of
Target B, adopting the KT-based method [26]. (l) Focusing result of Target B, using the MSOKT-based
method [13]. (m) Focusing result of Target B, using the DKP approach [15].

5.2. Spaceborne Real Data Result Analysis

In this subsection, two C-band spaceborne data segments collected by the RADARSAT-
1 system, which contains a single target or two targets, are processed to verify the perfor-
mance of the developed approach. The basic radar parameters are provided in Table 4. The
detailed parameters of these spaceborne measured data are taken from [1].
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Table 4. Basic parameters of C-band spaceborne radar.

Parameters Value

Carrier frequency 5.3 GHz
Range bandwidth 30.116 MHz

Pulse repetition frequency 1256.98 Hz

Figure 9a gives an example showing the data for a single target, where the selected
moving target is marked with a red oval box in the figure. Figure 9b plots the trajectory
of the selected target after performing the range compression procedure. As shown in
Figure 9b, the curved trajectory of the moving target spans several range cells, given the
severe effect of RCM, which makes the target energy spread along the range dimension and
shows typical defocusing. Then, the RJAP, based on the 2D cross-correlation function and
LRCM compensation function in Equation (14), is applied to process the selected target.
The corresponding result is displayed in Figure 9c. The RCM and DFB of the selected
target are simultaneously eliminated and an evident peak corresponding to the selected
target is shown in Figure 9c. With the target peak position set, the corresponding azimuth
reference function is constructed to focus on the selected target. As exhibited in Figure 9d,
a well-focused result can be achieved using the proposed method. Then, the processing
results from adopting the MSOKT-based [13] and IAR-TRT [9] methods are presented for
comparison. Figure 9e indicates the processing result of the MSOKT-based method. As
exhibited in Figure 9e, the MSOKT-based method suffers from a serious BSSL problem.
The processing results of the IAR-TRT method are shown in Figure 9f–h. As shown in
Figure 9g, the estimation of the second-order phase is invalid, given that the IAR-TRT
method suffers from a severe problem of scaled frequency spectrum aliasing. Therefore,
the focusing performance of the IAR-TRT approach degrades significantly, as shown in
Figure 9h. In summary, the above-obtained results verify the performance of the proposed
approach. In comparison with the MSOKT-based method, the problem of BSSL can be
addressed by adopting the presented approach. Compared with the IAR-TRT method,
the developed method has good imaging performance, given that the scaled frequency
spectrum aliasing is avoided.
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Figure 9. Spaceborne real data processing results for a single target. (a) Scene showing the requisite
data for a single target. (b) The result of range compression for a single target. (c) The result of RJAP
in Equation (14). (d) The focusing results of a single target by adopting the developed approach.
(e) The focusing results of the MSOKT-based method [13]. (f) The output result of the IAR-TRT
operation in [9]. (g) Result of the second-order phase estimation for the IAR-TRT method. (h) The
focusing result of the IAR-TRT approach.

5.3. Airborne Real Data Results Analysis

In this part, a segment of airborne SAR data, which is measured by an X-band three-
channel radar system with the working model of a side-facing strip-map, is processed
to validate the effectiveness of the proposed method. The velocity of the radar moving
platform is 120 m/s.

Figure 10a shows the image of the selected airborne data in the range-Doppler domain
after range compression. The moving targets are submerged in the severe ground clutter.
Then, the extended factored approach [42] is adopted to suppress the serious ground
clutter. The result of the clutter cancellation is provided in Figure 10b. The target of interest,
indicated by Target 1, is marked with a red rectangular box in Figure 10b.



Remote Sens. 2022, 14, 2965 20 of 23

Remote Sens. 2022, 14, x FOR PEER REVIEW 20 of 23 
 

 

ground clutter. The result of the clutter cancellation is provided in Figure 10b. The target 

of interest, indicated by Target 1, is marked with a red rectangular box in Figure 10b. 

The trajectory of Target 1 in the range-Doppler domain is displayed in Figure 10c. As 

shown in the figure, the target trajectory indicates the typical defocusing in the range-

Doppler domain. Then, the RJAP, based on the 2D cross-correlation function and LRCM 

compensation function in Equation (14), is performed for the processing of Target 1, and 

the processing result is plotted in Figure 10d. On the basis of the clear peak with respect 

to Target 1 in Figure 10d, the corresponding azimuth reference function is constructed to 

create an image of Target 1. As shown in Figure 10e, the focused result is obtained by 

using the proposed method. Figure 10f displays the focusing result of the DKP method 

[15] for Target 1.  

As plotted in Figure 10f, Target 1 is still defocused, given that the DKP method 

neglects the effect of target motion (i.e., along-track velocity). Therefore, the above-

mentioned processing results of the airborne real data confirm the effectiveness of the 

proposed approach. Compared with the DKP method, the presented approach has good 

focusing performance because the effect of the along-track velocity of a moving target is 

taken into account. 

  
(a) (b) 

  
(c) (d) 

  
(e) (f) 

Figure 10. Airborne measured data-processing results. (a) Scene of the selected airborne SAR data in
the range-Doppler dimension. (b) Results after the grand clutter cancellation. (c) The trajectory of
Target 1 in the range-Doppler domain. (d) The results of RJAP in Equation (14) for Target 1. (e) The
focusing result of the proposed approach for Target 1. (f) The focusing result of the DKP method [15]
for Target 1.

The trajectory of Target 1 in the range-Doppler domain is displayed in Figure 10c.
As shown in the figure, the target trajectory indicates the typical defocusing in the range-
Doppler domain. Then, the RJAP, based on the 2D cross-correlation function and LRCM
compensation function in Equation (14), is performed for the processing of Target 1, and
the processing result is plotted in Figure 10d. On the basis of the clear peak with respect
to Target 1 in Figure 10d, the corresponding azimuth reference function is constructed to
create an image of Target 1. As shown in Figure 10e, the focused result is obtained by using
the proposed method. Figure 10f displays the focusing result of the DKP method [15] for
Target 1.

As plotted in Figure 10f, Target 1 is still defocused, given that the DKP method neglects
the effect of target motion (i.e., along-track velocity). Therefore, the above-mentioned
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processing results of the airborne real data confirm the effectiveness of the proposed
approach. Compared with the DKP method, the presented approach has good focusing
performance because the effect of the along-track velocity of a moving target is taken
into account.

6. Conclusions

The RCM and DFB caused by the unknown relative motions between the radar unit
and a non-cooperative target are the main factors causing the defocusing of moving targets.
Additionally, the Doppler ambiguity leads to difficulties in the correction of RCM and
DFB. In order to deal with these issues, a rapid approach based on RAJP is proposed for
the SAR imaging of ground-based moving targets. The main properties of the proposed
approach are summarized as follows: (1) the RAJP operation is proposed to simultaneously
decouple the couplings between the range and azimuth and between the first- and second-
order parameters; this can simplify the processing steps for moving-target imaging; (2) the
first- and second-order phase parameters can simultaneously be obtained in the fast-time
and azimuth-frequency domains by using the proposed approach, which bypasses the
propagation error induced by the operation of the stepwise parameter estimation; (3) the
proposed algorithm has high computational efficiency, given fewer processing steps; (4) the
developed approach can address the problems of complex Doppler ambiguity and BSSL;
(5) on the basis of this analysis corresponding to the mismatch of the LRCM compensation
function, the PCA-based approach is introduced to address the LRCM compensation
function mismatch.

However, the proposed method is suitable for the fast imaging of the uniform moving
target with the second-order model with a homogeneous background. Therefore, the
computationally efficient method for imaging a target with a high-order (more than second-
order) range model and imaging a moving target with a heterogeneous background will be
investigated in the future.
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Appendix A

In this Appendix, the selection criterion of the constant delay η in the developed
approach is discussed.

According to Equation (12), if the true first- and second-order phase parameters of the
moving target signal cannot be indicated by the integer multiple resolutions in the fast-time
and azimuth-frequency domains, the maximum estimation error of the phase parameters is
less than one resolution cell. Therefore, the estimation errors of the first- and second-order
phase parameters (i.e., ∆µ̂1 and ∆µ̂2) are written as follows:

∆µ̂1 = c∆t/(2η), ∆µ̂2 = λ∆ ftn /(4η) (A1)
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where ∆t = 1/(2 fr) denotes the resolution of the fast-time dimension of Equation (12),
and ∆ ftn = 1/{Ti − [η/2− (−η/2)]} indicates the resolution of the azimuth-frequency
dimension of Equation (12).

Then, Equation (A1) can be rewritten as follows:

∆µ̂1 = c/(4η fr), ∆µ̂2 = λ/[4η(Ti − η)]. (A2)

Thereafter, Equation (A2) is equivalently presented as:

∆µ̂1 = c/(4η fr), ∆µ̂2 = λ/
[
−4(η − Ti/2)2 + T2

i

]
. (A3)

According to Equation (A3), the estimation error of the first-order phase parameter
(i.e., ∆µ̂1) is inversely proportional to η. Therefore, if a large value for η is selected, the
estimation error ∆µ̂1 will be reduced. Then, the performance of the estimation of the
first-order phase parameter will improve. However, η increases with the decline in the
integration pulse number for Equation (12), which causes the coherent cumulative gain in
Equation (12) to decrease. Hence, regarding the estimation of µ1, the selection value of η
needs to achieve a good balance between the coherent cumulative gain in Equation (12)
and parameter estimation accuracy. On the other hand, according to Equation (A3), when
η = Ti/2, the estimation error of the second-order phase parameter (i.e., ∆µ̂2) can obtain
the minimum value. Therefore, regarding the estimation of µ2, the η = Ti/2 is the optimal
selection value. In summary, according to the above-mentioned analysis, considering the
estimation accuracies of µ1 and µ2 and coherent cumulative gain, η is recommended to be
selected as Ti/2 in this work.
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