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Abstract: An atmospheric correction algorithm for medium-resolution satellite data over general
water surfaces (open/coastal, estuarine and inland waters) has been assessed in Australian coastal
waters. In situ measurements at four match-up sites were used with 21 Landsat 8 images acquired
between 2014 and 2017. Three aerosol sources (AERONET, MODIS ocean aerosol and climatology)
were used to test the impact of the selection of aerosol optical depth (AOD) and Ångström coeffi-
cient on the retrieved accuracy. The initial results showed that the satellite-derived water-leaving
reflectance can have good agreement with the in situ measurements, provided that the sun glint
is handled effectively. Although the AERONET aerosol data performed best, the contemporary
satellite-derived aerosol information from MODIS or an aerosol climatology could also be as effective,
and should be assessed with further in situ measurements. Two sun glint correction strategies were
assessed for their ability to remove the glint bias. The most successful one used the average of two
shortwave infrared (SWIR) bands to represent sun glint and subtracted it from each band. Using this
sun glint correction method, the mean all-band error of the retrieved water-leaving reflectance at
the Lucinda Jetty Coastal Observatory (LJCO) in north east Australia was close to 4% and unbiased
over 14 acquisitions. A persistent bias in the other strategy was likely due to the sky radiance
being non-uniform for the selected images. In regard to future options for an operational sun glint
correction, the simple method may be sufficient for clear skies until a physically based method has
been established.

Keywords: atmospheric correction; water-leaving reflectance; sun and sky glint correction; Landsat 8

1. Introduction

Atmospheric, BRDF and terrain illumination corrections have become well established
to provide time series of medium- to high-resolution environmental satellites such as the
Landsat series and Sentinel-2. Many methods and algorithms have been developed to
remove the atmospheric, BRDF and terrain illumination effects in order to obtain consistent
and comparable measures of Earth surface reflectance from satellite data [1–3]. These
corrections go beyond providing basic calibrated and geocoded products traditionally
distributed by agencies and have significant advantages—especially for time series and
data analytics. Geoscience Australia (GA) developed a time series product that has been
applied to the complete Landsat archive of Australia, and, more recently, to other satellite
series [4]. The products have mostly been used in various land surface applications, e.g.,
land cover, fractional cover, water identification, flood mapping, crop monitoring and other
time series analysis [4,5]. However, for applications on open/coastal, estuarine and inland
water-covered areas, such as estimating water quality, benthic cover, sediment transport
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and shallow water bathymetry, corrections with different physics that are not included in
the land surface reflectance products are needed.

Effective methods for deriving water-leaving reflectance information from remotely
sensed data were developed early for the first ocean color Coastal Zone Color Scanner
(CZCS) satellite [6]. With increasing data availability, there has been continuing devel-
opment of models and methods for high sensitivity and low spatial resolution sensors
such as SeaWiFS, the MERIS, MODIS and VIIRS. They have also been applied to the high
spatial resolution environmental satellites such as Landsat and Sentinel-2 at the scales
of concern here. These methods include (among others) the various processing options
within the SeaWiFS Data Analysis System software (SeaDAS) [7–9], image correction for
atmospheric effects (iCOR) [10], atmospheric correction for OLI ‘lite’ (ACOLITE) [11], the
polynominal-based algorithm applied to MERIS (POLYMER) [12] and the Case 2 Regional
Coast Colour processor (C2RCC) [13].

The continuing improvement in applications has led to widespread use of scien-
tific products from broad scale ocean color sensors [14]. However, validation and inter-
comparisons of the methods applied to medium- to high-resolution environmental satellite
data return mixed results [15–20]. The results from these validation and inter-comparison
exercises show that performance at the blue end of the spectrum (coastal blue and blue)
and in turbid waters (inland and coastal) were most challenging for the systems and none
was shown to work consistently well for all water types. The current methods are generally
based on finding a deep clear water reference for atmospheric correction and characteristics
of the deep clear water are often used to derive aerosol load and water-leaving reflectance
at the same time. Most use a simplified description of the atmospheric correction process
that is sufficient for the deep ocean, but seems less so in more complex waters. In addition,
many environmental satellites, e.g., Landsat and Sentinel-2, unlike most of the ocean color
satellites, have near nadir view. At nadir view, it is often much more difficult to estimate
aerosol load using the satellite data itself because of the contamination by sun and sky
glint. It seems that many current methods face increasing issues as the waters become more
complex and the spatial resolutions increase.

A trial water-leaving reflectance product has been developed within the current GA
surface reflectance processing stream which aims to produce a consistent water-leaving
reflectance time series in Australian open/coastal, estuarine and inland waters. The
time series is being developed as an extension to the current land surface reflectance
processing [1] and it will use the same base radiative transfer (RT) code and ancillary inputs
which have been successfully applied to land applications. The successful use of RT-based
methods for accurate estimation of surface reflectance time series over land areas is well
established [3]. For water-covered areas, in addition to atmospheric correction, additional
processing needs to include corrections not always applied to the land, such as correction
for adjacency effects and unique water processing such as corrections for sun and sky glint
effects. Adjacency correction needs consistent RT processing in the land and water, and
corrections for sun and sky glint effects are needed to extract water-leaving reflectance from
overall surface reflectance. The outputs are proposed as the basis for consistently processed
long-term time series that can be used as needed for different applications and analytics. In
the same way as for the present land processing system, it is planned to use contemporary
independent satellite or climatology products to provide marine aerosol over open ocean
and coastal water and the land (or mixed land/water) aerosol over inland waters.

GA’s prototype water-leaving reflectance product has been tested as part of validation
by the Commonwealth Scientific and Industrial Research Organisation (CSIRO), using in
situ SeaWiFS Photometer Revision for Incident Surface Measurements (SeaPrism) observa-
tions [21] in the north east of Australia at the Lucinda Jetty Coastal Observatory (LJCO)
and the dynamic above-water radiance (L) and irradiance (E) collector (DALEC) instru-
ment [22] measurements in the north west of Western Australia. Details of the validation
can be found in [23]. In this paper, the results are summarized, issues identified in the first
phase of validation are resolved and future recommendations are proposed based on the
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analysis. The paper first describes the basis for the atmospheric, adjacency and sky/sun
glint corrections in the prototype water-leaving reflectance product. It then introduces the
match-up sites, the measurements made and other data used in the testing and comparison.
The outcomes and results from the match-up validation are presented and the remaining
issues resolved. Finally, implications arising from the complete analysis are discussed.

2. Methods
2.1. Methods Used to Derive Water-Leaving Reflectance

The background and theory for the GA atmospheric and terrain illumination corrected-
surface reflectance product over land have been presented in [1]. A feature of the product
is that the processing is maximally physically based and minimally data-dependent or
empirical. The processing over water-covered surface aims to be physically based and
suitable for all water surfaces including ocean/coastal and inland water. Since the water
surface does not involve the land BRDF and terrain illumination effects, a Lambertian
surface is assumed and it can be expressed as [24,25]:

LTOA =
1
π

E′0cosθsTvTs
fvρt + (1− fv) < ρ > b

1− S < ρ > b
+ Lp (1)

The terms are generally functions of wavelength, source and sensor zenith and az-
imuth angles. However, to keep the notation simple, the dependence is suppressed except
where needed.

In Equation (1), LTOA is the radiance measured by the sensor in the view direction; ρt is
the target (Lambertian) surface reflectance in the area defined by the sensor instantaneous
field of view (IFOV); <ρ>b is an average reflectance in an adjacent area weighted by the
atmospheric point spread function (PSF); fv is the fraction of direct radiation from the
surface in the view direction; S is the atmospheric albedo that scatters reflected radiation
from the surface back from the atmosphere; Ts and Tv are total transmittances for the sun
and viewed radiation; Lp is the path radiance; θs is the source (solar) zenith angle; and E0’ is
Earth–Sun distance-adjusted solar irradiance at the top of atmosphere at the time of sensing.
The equation can also be written in terms of the top of atmosphere reflectance (ρTOA):

ρTOA =
πLTOA

E′0cosθs
= TvTs

fvρt + (1− fv) < ρ > b
1− S < ρ > b

+ ρp (2)

The reflectance factor corresponding to the path radiance (ρp) can be defined inde-
pendently of the spectral solar irradiance. Some satellite sensors (e.g., Landsat 8 and
Sentinel-2) now measure ρTOA directly so that for these sensors the relationship between
the measurement and ρt can be established without specific knowledge of E0’. In the
processing system used at GA, the terms are defined by running a full, energy-balanced
radiative transfer (RT) run of MODTRAN 6 [26]. MODTRAN is based on wavenumber
level band models, uses Discrete Ordinates Radiative Transfer (DISORT) Program for a
Multi-Layered Plane-Parallel Medium and accumulates to band spectra from the fine level
processing. The integrated terms [Ts, Tv, fs, S, ρp] and related terms are output to ensure
that the changes in ρTOA due to changes in ρt (at least for a Lambertian earth) predicted
by Equations (1) and (2) are close to those obtained from the complete energy balanced
RT solution.

Of particular importance is that the expressions for the total transmittances Ts and Tv
are accurate and can separate the diffuse and direct irradiances correctly. The total transmit-
tance for the solar irradiance (Ts) can be considered as the sum of a beam transmittance (for
the solar beam ts) and a diffuse term (tds) to represent radiation scattered into the cone from
the sun to IFOV. That is, Ts = ts + tds and fs = ts/Ts. fs is the fraction of direct radiation at
surface, and the fraction of diffuse radiation at the surface (for a black earth) is then 1 − fs
or tds/Ts. The direct beam transmittance ts is relatively easy to estimate, but the diffuse
transmittance tds is more difficult. Accurate estimation of the diffuse terms generally uses
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RT modelling, such as DISORT. Reciprocally, the total transmittance of the view cone (Tv)
is the sum of a beam (or direct tv) and diffuse transmittance (tdv), where Tv = tv + tdv and
fv = tv/Ts. The beam term (tv) represents the transmission of radiation reflected from the
IFOV at surface to the sensor, and the diffuse term (tdv) represents radiation from nearby
areas entering the cone and being scattered up into the sensor view. The diffuse radiation
in the view direction also needs to be accurately estimated, as it includes the reflectance
values of other (nearby) pixels and is the source of the atmospheric adjacency effect. The
contribution of a pixel in the neighborhood of a target pixel to the diffuse radiation is
proportional to its PSF weighted average value. Based on these definitions:

Tv( fvρt + (1− fv) < ρ > b) = tvρt + tdv < ρ > b (3)

That is, the direct transmittance relates to the target reflectance, and the diffuse term
to a PSF-weighted background reflectance. If the background average reflectance is signifi-
cantly different from the target pixel, then it must be taken into account during atmospheric
correction processing [27]. The GA processing computes the consistent PSF using MOD-
TRAN with the same atmosphere. The PSF weights can act as a linear filter. As filters can
be large, it usually uses fast Fourier transform (FFT) during the operational processing.

Near coasts and islands, as well as in inland lakes with bright or spectrally distinct
(e.g., forests) surrounds, the adjacency effect is known to be more significant. There are at
least two steps needed to obtain an estimate for ρt. The first step is to assume that the local
neighborhood average reflectance is the same as the target (ρeq). Then Equations (1) and (2)
are soluble as:

ρTOA = TvTs
ρeq

1− Sρeq
+ ρp (4)

ρeq =
ρTOA − ρp

TvTs + S
(
ρTOA − ρp

) (5)

This solution has accounted for the general (regional) adjacency effects as well as the
multiple interactions between the surface and atmosphere. How much it has been affected
by local heterogeneity in reflectance (and irradiance) is proportional to δρb = ρt− < ρ > b.
For the solution applied at GA, it is assumed that ρeq is close to the “truth”. The PSF filter
is applied to the ρeq image, and a first order single step solution is applied, which can be
written as [28]:

ρt ≈ ρeq +
1− fv

fv

(
ρeq− < ρeq > b

)
(6)

This process acts in a similar way to a high pass or sharpening filter. Up to this
point, the processing for water and land is consistent, as it must be to undertake the
adjacency correction.

Following well accepted steps (e.g., [29]), the radiation above water-covered areas
can be separated into that reflected from the (possibly rough) surface boundary by Fresnel
reflection, and that refracted into the water and subsequently emerging above the surface
after volume transfer and modification. The goal of the surface correction process is to
identify the above-water volume term which contains the target information about the
water volume and possibly benthic properties. For the present study, the solution from
the corrections above (ρt) is modelled as the sum of two reflectance factors, one for that
emerging above the water volume (ρw) and the second arising from Fresnel reflections at
the water surface boundary (ρg), ignoring the contributions of white caps. The surface
reflectance is further sub-divided into factors corresponding to the diffuse irradiance and
to the direct solar irradiance.

ρt = ρw + ρg (7)

ρg = (1− fs)ρsky,g + fsρsun,g (8)

The additional terms are the sky glint (ρsky,g) and the sun glint (ρsun,g). The model here
balances the energy in accounting for these terms using the fraction of diffuse radiation
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(1 − fs) and the fraction of direct radiation (fs), as derived in Appendix A (Equation (A3)).
For near vertical view, as occurs for the images processed in this paper, low wind speeds
and assuming a uniform sky radiance distribution (Equation (A14)), the default setting of
ρsky,g has been taken as:

ρsky,g = ρF(θv) (9)

where ρF(θv) is the Fresnel surface reflectance at sensor zenith angle θv. The validity of
these assumptions for coastal and inland water conditions, and alternative estimates when
sun glint is strong, will be returned to in the Discussion section of this paper. For the given
conditions, observed sun glint is primarily a function of the sun and sensor zenith angles
and the azimuth angle between them and the surface roughness, measured by wind speed.
The primary study of sun glint based on physical models is due to Cox and Munk [30,31].
Despite the time since this work was done, the method is still used and regarded as the
standard (e.g., [32]). A recent and accessible description of the geometrical arguments due
to Cox and Munk [31] is in [33]. Appendix A defines the specific model used in this paper
(which is based on the same geometry) in detail.

The Cox–Munk [30,31] and similar models have been used to estimate and remove the
sun glint to obtain the water-leaving radiance for the CZCS, MERIS and the Sea-viewing
Wide Field-of-view Sensor (SeaWiFS) [34,35]. The wind speeds were normally obtained
from independent sources, such as the European Centre for Medium-Range Weather
Forecasts (ECMWF) global models. However, even if it is possible to carry this out with
the coarse resolution ocean color sensors, it is clear from many studies (e.g., [33] for a
discussion) that it is difficult to use the wind speed-based physical models directly with
high- and medium-resolution sensors. A significant problem is that, at a fine scale, the
local wind speeds are highly variable in time and space and often consist of turbulent
eddies with multiple scales. In their experiments, Cox and Munk [30,31] found that the
roughness of the water was often linearly related with wind speed, but it is clear that
other effects, such as diffraction of waves by terrain and bathymetry can also modify the
roughness, independently from wind speed. Taken together, it seems that the only accurate
information we have on the state of the water and its resulting sun glint during satellite
acquisition is from the images themselves. The sun glint estimation therefore must have an
empirical or data-dependent component.

Despite the need for an empirical input, the estimation can still be based on
Equations (7) and (8) by taking into account (i) that sun glint reflectance is almost con-
stant for different wavelengths (apart from a small variation with refractive index); and
(ii) that in the near-infrared (NIR) and shortwave infrared (SWIR), the data are dominated
by the sun glint and can be used to estimate the sun glint magnitude. This basic empirical
step and the observations (i) and (ii) are the basis for most recent semi-empirical methods
that resolve the sun glint term (e.g., [33,36–38]).

2.2. Methods Used to Separate and Analyze Glint Effects

During the validation, it was found that the high sun glint levels found in the Great
Barrier Reef coastal water around Lucinda created persistent and varying levels of bias in
the analysis. In this study, two simple methods were used to remove the sun glint effects
and have been compared through their effects on the match-up analysis and accuracy of
estimates of ρw. The least complex semi-empirical method for sun glint removal uses the
NIR and/or SWIR bands (where there is little diffuse sky radiation) to estimate a constant
sun glint reflectance (e.g., A in the following equation) and then compute the correction
(sky and sun glint) for all bands as (Appendix A Equation (A3)):

ρg = (1− fs)× ρsky,g + fs × A (10)

This expression does not account for differences in refractive index, but they can be
included if required (e.g., see [39]). In this equation, it is assumed that A = ρsun,g. There
is a wind speed at which the sun glint model is equal to A, and it is sometimes useful
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to compute this wind speed. For the present paper it was assumed that ρsky,g is given
by Equation (9).

The coastal waters around the LJCO are dominated by colored dissolved organic
matter and suspended sediments, and therefore generally show a peak in the green spectral
range between 500 and 550 nm [40]. At times, the reflectance peak can shift between 550
and 600 nm, when higher concentrations of suspended sediments due to tidal fronts are
present. The NIR water-leaving radiance is therefore not always zero. In this case, we
believe that the simplest way to estimate sun glint, with reasonable validity, for these types
of waters is to assume that the SWIR (1.560–1.660 µm and 2.100–2.300 µm) bands are close
to zero or some established minimum value. The corrections to the SWIR bands (b6 and b7
for Landsat 8) can be written:

ρw6 = ρl6 − fs6 × A and ρw7 = ρl7 − fs7 × A (11)

where ρw6 and ρw7 are water-leaving reflectance for Landsat 8 bands 6 and 7, respectively;
ρl6 and ρl7 are the surface reflectance after removing the sky glint effect for the two bands;
and fs6 and fs7 are fs for bands 6 and 7, respectively. Based on Equations (7) and (8),
ρl j = ρtj −

(
1− fsj

)
ρsky,g and j is Landsat band number and will be 6 or 7 in this case. For

the SWIR bands,
(
1− fsj

)
≈ 0 and ρwj ≈ 0, from which a simple solution can be defined

by setting the average of the two “corrected” SWIR bands to be zero after correction. In
that case we have:

A =
ρl6 + ρl7
fs6 + fs7

(12)

So, the correction for all bands (j = 1, 7) is:

ρwj = ρl j − fsj × A (13)

This strategy was used to generate the sun glint removed cases in [23].
In many papers (e.g., [37]), especially for above-water instrument processing [38],

similar methods have been used to define and subtract the same amount (A) from each
band to remove residual sun glint after removing sky glint. The sun glint factor is estimated
in the NIR and/or SWIR and then the constant value is subtracted from all bands. The
common understanding is that the sun glint is spectrally “flat” and so should be the same
for each band. The second strategy was therefore to define:

ρwj = ρl j − A (14)

Even though this second model seems to violate the energy balance, because it is often
used, both strategies are used and compared in this study.

3. Validation Sites, Data and Processing
3.1. Locations of Sites and In Situ Water-Leaving Reflectance Collection

Reference [23] includes complete details of the sites and data collected for the match-
up validation, so only a summary is provided here. The match-up surface radiometry data
were collected from a fixed platform at the LJCO, which is located south of Hinchinbrook
Island in North Queensland, Australia, and from the Australian Institute of Marine Science
(AIMS) research vessel RV Solander in coastal and open ocean waters off the coast of
the north west of Australia. Figure 1 shows the locations of the sites and their regional
environments. At the LJCO (red box), atmospheric and surface radiometric measurements
are routinely collected by CSIRO under the Integrated Marine Observing System (IMOS)
Ocean Colour Sub-facility. This site is located at the end of a 6 km-long jetty in coastal
waters of the Great Barrier Reef (GBR). The LJCO operates a modified version of a CIMEL
CE-318 sun-photometer, capable of performing autonomous atmospheric and above-water
radiance measurements at defined viewing and azimuth angles. The system contributes to
NASA’s global AERONET-OC network [21] and is called SeaWiFS Photometer Revision for
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Incident Surface Measurements (SeaPRISM). During clear-sky conditions, the instrument
measures the water-leaving radiance at approximately half hourly intervals in 8 spectral
bands between 412 and 1018 nm. The SeaPRISM view geometry is 40 degrees onto the
water surface from nadir at a relative azimuth of 90 degrees clockwise with respect to the
sun’s position and a sky reading is taken at 40 degrees into the sky from zenith. Direct sun
and sky radiance (almucantar) measurements are also performed (during data acquisition)
to derive spectral columnar AOD and additional products, such as precipitable water vapor.
These measurements are available for ground validation. At LJCO, water-leaving radiance
data are only available from around noon onwards due to platform limitations. How this
affects the data in the current work will be discussed later.

Figure 1. Four match-up site locations and examples of Landsat 8 OLI true color images (bands 4, 3 and 2), where the red
box in the north east of Australia is the LJCO site, and other three boxes with different colors in the north west of Australia
are the DALEC observation sites. See the text for detailed description of the four sites.

The normalized water-leaving radiance is obtained from the sequence of direct sun,
sky and sea-radiance measurements. A detailed description of the processing is available
in [21] and can include corrections for residual sky and sun glint. The way that the remote
sensing reflectance Rrs has been calculated for this paper is included in [23]. For match-up
purposes, if the satellite and in situ data processing for sky and sun glint are consistent,
the solution from the GA system (ρw) should be close to ρw = πRrs, except for some small
differences due to sensor look angles or different normalizations.

In addition, through the IMOS Ocean Colour Sub-facility, CSIRO operates the Dy-
namic above-water radiance and irradiance collector (DALEC) that has been deployed
in collaboration with AIMS during voyages on the RV Solander. The DALEC is an au-
tonomous ship-based system that provides hyperspectral above-water radiometry [22].
The sensor head contains three compact hyperspectral spectro-radiometers and is mounted
onto the vessel boom positioned overwater to sense the water and sky at angles of 40 de-
grees from nadir and zenith, respectively, and at a relative azimuth of 135 degrees with
respect to the sun. Each radiometer records 200 channels (400–1050 nm) with a spectral
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resolution of 10 nm spaced at ~3.3 nm intervals. How the remote sensing reflectance Rrs is
calculated from DALEC observations is included in [23].

3.2. Landsat 8 Data

Match-ups between the sites in the database of CSIRO DALEC and the SeaPRISM
above-water observations were identified in the Landsat 8 granules by GA and CSIRO.
Match-ups were calculated using spherical geometry to calculate the minimum distance
between the in situ and satellite recorded pixel coordinates on the earth’s surface (great
circle distance) and extracted for a 7 × 7 pixel box. The spatial accuracy requirement for a
valid match-up sample was approximately 30 m or one Landsat 8 pixel. Prior to the data
extraction, the jetty structure was filtered out of the LJCO match-ups, and the target area
was adjusted to avoid possible interference from the Jetty infrastructure.

The hyperspectral DALEC and multi-spectral SeaPRISM observations were linearly
interpolated to the Landsat 8 bands centered at 443, 482, 561 and 665 nm. Subsequently,
the median reflectance values were computed within the 7 × 7 pixel match-up areas to
be compared against the matching SeaPRISM and DALEC observations. The quality-
controlled satellite and in situ data resulted in 21 samples as matching pairs. In total,
21 Landsat images were processed, and the data spanned from 2014 to 2017. Table 1
lists the data sets used. The satellite images were ortho-corrected L1C data. The column
∆T is the time difference between the time of the Landsat overpass (approximate 10 a.m.
local time in Australia) and the time of acquisition of the match-up field data. The time
differences are all positive, with an average of 4 h and observation times ranging from
noon to nearly 6 p.m. local time.

Table 1. Landsat 8 images used for validation.

No
Code/Date In Situ ∆T Landsat 8 Scene Center Information
Yyyymmdd Radiometer hh Path/Row UTC Time (hh) Latitude (◦) Longitude (◦) Water Type

1 20140103 SeaPRISM 7.60 095/073 0.3031 18.7902S 146.0873E coastal
2 20140628 SeaPRISM 1.61 095/073 0.2756 18.7903S 146.1035E coastal
3 20140831 SeaPRISM 1.57 095/073 0.2817 18.7904S 146.0985E coastal
4 20140916 SeaPRISM 3.00 095/073 0.2825 18.7903S 146.0993E coastal
5 20141002 SeaPRISM 5.00 095/073 0.2829 18.7903S 146.1010E coastal
6 20141018 SeaPRISM 4.37 095/073 0.2841 18.7901S 146.0880E coastal
7 20141119 SeaPRISM 6.27 095/073 0.2831 18.7903S 146.1019E coastal
8 20150818 SeaPRISM 1.61 095/073 0.2757 18.7902S 146.0979E coastal
9 20150903 SeaPRISM 3.52 095/073 0.2771 18.7901S 146.1040E coastal

10 20151021 SeaPRISM 5.25 095/073 0.2811 18.7903S 146.0968E coastal
11 20151106 SeaPRISM 5.72 095/073 0.2821 18.79024S 146.0913E coastal
12 20151208 SeaPRISM 2.95 095/073 0.2822 18.7900S 146.0987E coastal
13 20160109 SeaPRISM 6.62 095/073 0.2812 18.7900S 146.1081E coastal
14 20160226 SeaPRISM 3.75 095/073 0.2784 18.7904S 146.1086E coastal
15 20160804 SeaPRISM 2.64 095/073 0.2806 18.7900S 146.1027E coastal
16 20170807 SeaPRISM 2.64 095/073 0.2802 18.7901S 146.0924E coastal
17 20170823 SeaPRISM 3.57 095/073 0.2815 18.7901S 146.0925E coastal
18 20171010 SeaPRISM 3.85 095/073 0.2848 18.7904S 146.0794E coastal
19 20140317 DALEC 0.00 110/071 1.8199 15.9041S 123.5765E coastal
20 20150412 DALEC 0.89 111/070 1.8979 14.4599S 122.3463E open ocean
21 20170408 DALEC 0.00 112/070 2.0033 14.4598S 120.8137E open ocean

3.3. Aerosol, Data Sources and Pre-Processing

Selections of aerosol parameters are crucial for the accuracy of estimations of surface
reflectance. In this study, aerosol information was provided from three sources. The first is
the AERONET data, which are only available for LJCO site; a second source was derived
from MODIS AQUA data processed to spectral AOD by an Artificial Neural Network
(ANN) [23]; and the third was the climatology data that had been previously used in GA
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for the land surface reflectance products [41]. The AERONET aerosol parameters are taken
as “truth” in this comparison.

The site at LJCO is a part of the AERONET network, a worldwide network of observing
stations described in detail in [42,43]. Spectral AOD data were obtained from the AERONET
archive, matching the dates of the Landsat overpasses. The MODIS AQUA based aerosol
data set was produced using a three-layer perceptron ANN trained by simulations of a
coupled ocean-atmosphere radiative transfer model. An earlier version of the method
can be found in [44,45] for MERIS, which was further developed as part of the CSIRO
eReefs project [46] where it was extended to MODIS and VIIRS. Specific details of this
aerosol data, as well as validations, are available in [23]. The data were provided as
AQUA images for data matching to the overpass times with four bands of spectral AOD
data in selected CIMEL bands (nm): (40,550,670,870). The third aerosol data source uses
a climatology aerosol based on a CSIRO long term average of Advanced Along-Track
Scanning Radiometer (AATSR) [41]. Due to concerns about the performance of image-
based methods in Australia, a climatology was used to provide consistent and stable
estimates of AOD for the land processing. Only the AOD at 550 nm is available from this
source. Estimates for the water area were obtained from the adjacent land area. If there
was no land in the satellite scene, a constant 0.06 AOD value was used.

The data from the AERONET web site and the MODIS ANN products were provided
in the form of AOD at a set of wavelengths. These were then processed to obtain values
for the AOD at 550 nm (a normal standard) and the Ångström slope by least squares.
The Ångström coefficient [47] is defined from the model developed by Ångström for the
spectral AOD:

AOD(λ) = AOD(λ0)

(
λ0

λ

)α

(15)

In Equation (15), α is Ångström coefficient and AOD is spectral optical depth at
wavelength λ. In this paper, λ0 is 550 nm and the mean Ångström slope is defined as the
best (least squares) fit to the logarithmic model, by α based on the multiple measurements
of AOD for selected wavelengths between 400 nm to 900 nm. The estimates were used to
modify the MODTRAN runs to include this slope with the aerosol model. With MODTRAN
and other radiative transfer models used for atmospheric correction, Ångström slope is
implicitly chosen by selection of aerosol type. For the LJCO AERONET data, the time series
of AOD(λj) spectral values were fitted using Equation (15) to obtain values of AOD550 and
α. The data were somewhat variable so that about an hour of data around the Landsat
overpass was used for averaging. For the ANN data, MODIS AQUA images were provided
both with values of AOD(λj) for selected wavelengths and data quality flags. After setting
a filter on data quality, images of AOD550 and α were produced again using least squares.
The AOD values used were averages from a neighborhood large enough that at least
30 samples were available.

The summary of values for 21 samples from three data sources is listed in Table 2.
Note: α for the GA climatology data is based on the MODTRAN default Navy Maritime
aerosol type.

The LJCO AERONET observations (image numbers 1–18) have mean values of 0.094
and 0.8564 for AOD550 and Ångström slope, respectively. The average α value is close to
the effective value for the default Marine aerosol type. The AOD is generally small but that
is not unusual for Australia.

The data from all three sources at the LJCO site were compared for consistency. It
should be pointed out that the ANN data were computed at the time of the MODIS AQUA
overpass, about 4 h later than the Landsat overpass. Figure 2a shows the three AOD550 data
sets plotted together against observations and Figure 2b shows the two sets of α estimates.
They are for the 18 LJCO match-ups in date and time order. In Figure 2a, the MODIS ANN
AOD550 values are more variable than those of the AERONET and climatology. The overall
correlation between the MODIS ANN and AERONET AOD550 values is found to be 0.6519.
The correlation calculated between the climatology and AERONET AOD550 values is lower
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at 0.5524. The AOD550 means are close between AERONET and MODIS ANN (0.0940 and
0.0925, see Table 2), but the climatology mean is lower (0.0693). The climatology is a long
term bi-weekly average, which does not include extreme values and is from data for the
adjacent land area, so it would not be expected to be the same as the others.

Table 2. Different aerosol sources for the LJCO site.

Code/Date Yyyymmdd Image Number
AERONET MODIS ANN GA Climatology

AOD550 α AOD550 A AOD550 A

20140103 1 0.1510 1.6395 0.1179 1.0622 0.0833 0.9969
20140628 2 0.0624 0.4057 0.0609 0.1405 0.0273 0.9969
20140831 3 0.0698 0.5814 0.0628 0.6439 0.0494 0.9969
20140916 4 0.0668 0.3243 0.0731 0.7776 0.0725 0.9969
20141002 5 0.0816 0.8430 0.0694 0.6701 0.0907 0.9969
20141018 6 0.0813 0.7479 0.1020 0.5616 0.0893 0.9969
20141119 7 0.0835 0.8843 0.0901 0.9209 0.0855 0.9969
20150818 8 0.1157 0.9388 0.1475 0.6761 0.0494 0.9969
20150903 9 0.1027 1.2273 0.0993 0.6704 0.0725 0.9969
20151021 10 0.1497 1.0589 0.0765 0.7949 0.0907 0.9969
20151106 11 0.1437 0.9831 0.1012 0.7359 0.0850 0.9969
20151208 12 0.0590 0.3892 0.1163 0.5134 0.0640 0.9969
20160109 13 0.1601 1.2264 0.2254 0.6718 0.0833 0.9969
20160226 14 0.0656 0.2946 0.0505 0.9604 0.0684 0.9969
20160804 15 0.0315 1.1778 0.0451 0.9096 0.0494 0.9969
20170807 16 0.0706 1.1788 0.0640 0.7338 0.0491 0.9969
20170823 17 0.0858 0.6706 0.0833 0.7933 0.0491 0.9969
20171010 18 0.1113 0.8434 0.0804 0.5485 0.0886 0.9969
Average 0.0940 0.8564 0.0925 0.7103 0.0693 0.9969
20140317 19 n/a n/a 0.1205 0.4444 0.0600 0.9969
20150412 20 n/a n/a 0.0447 0.8203 0.0600 0.9969
20170408 21 n/a n/a 0.2363 0.2256 0.0600 0.9969

Figure 2. AOD at 550 nm (a) and Ångström slope α (b) for the 18 images at LJCO site.

In Figure 2b, the MODIS Ångström slope data seem to be more “damped” than the
CIMEL data, or at least they seem to be without some of the high values. They both sense
a high Ångström slope at overpass image 1. This could be due to the dust from the land,
and the AOD550 values are also relatively high as well. More extreme results may relate
to the time difference between the Landsat and MODIS AQUA overpasses. The mean
Ångström slope for the MODIS data is a little low at 0.7103, whereas, for the CIMEL data, it
is 0.8564, and the correlation between them is 0.4184. Because most of the AOD550 values
are less than 0.1, differences of this order are not significant for the present study. For other
ancillary data, the precipitable water was extracted from NOAA NECP data [48] and ozone
data were obtained from the Geoscience Australia Analysis Ready Data (ARD) processing
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system [49]. Altogether, six versions were processed for validation, representing different
types of aerosol source and application of sun glint correction (see Table 3).

Table 3. Processing versions validated.

Version Aerosol Type AOD Sun Glint Applied

1 MODTRAN Navy Maritime Climatology No
2 Ångström from MODIS ANN No
3 Ångström from AERONET AERONET No
4 MODTRAN Navy Maritime Climatology Yes
5 Ångström from MODIS ANN Yes
6 Ångström from AERONET AERONET Yes

4. Results
4.1. Initial Validation Results

During the validation, several improvements were made based on limitations found
in the data. These include: (i) moving to use the Landsat 8 top of atmosphere reflectance
product rather than radiance to remove the effect of selection of solar constant model [50];
(ii) introducing a targeted sun glint model in place of an unreliable default wind-speed
based model; and (iii) moving to the use of Navy Maritime aerosol types.

It was found in the early match-up experiments that the results for Landsat band 1
were quite different from the match-up data, and they did not conform with expectations
of physical models. Eventually, it was deduced that the problem was that GA was using
the radiance product from USGS with a MODTRAN default solar constant that was not
compatible with the product. In [50], it was found that for Landsat 8 and Sentinel-2, it
was necessary to use the reflectance product or the radiance product with a specifically
compatible solar constant identified in the study. The sun glint models will be discussed in
the following, and it has also been found that for the data used here, as long as a marine
aerosol type is used, the specific values of Ångström slope derived from the different
aerosol data sets were not major factors in the analysis. However, using a marine aerosol
model seems best.

Figure 3 displays the initial validation results from the all of the match-up observations,
using different processing versions of Table 3. The plots on the left panel are values for
the products matched between the SeaPRISM and DALEC (X) and Landsat 8 (Y) without
any sun glint correction (but including sky glint correction as in Equation (9)), and the
plots on the right have used the simple model of Equation (13) to remove sun and sky
glint. Two observations can immediately be drawn from the plots in Figure 3. The first
is that the difference shows the need for sun glint correction for a sensible comparison
and in order to achieve the association needed between the data sets. Lucinda has among
the worst histories of sun glint of any Australian site, and the sun can be very high in the
sky during mid-summer. The second observation is that although the AERONET aerosol
option seemed to be “best” overall, all three aerosol strategies were almost equally useful.
In particular, the ANN selection was well correlated with the AERONET data. This was a
significant finding as it suggests that contemporary MODIS data (which are potentially
available at any site) can be used to estimate aerosol AOD550 and α over ocean water for
Landsat processing, or they can be used to develop a climatology to use for time series
processing. This potential is being further evaluated at a more diverse set of sites.
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Figure 3. Comparison between satellite-derived water-leaving reflectance (ρw) from different processing versions (Table 3)
and in situ observations: (a) version 1; (b) version 2; (c) version 3; (d) version 4, (e) version 5; and (f) version 6.

However, there was still a small but persistent systematic bias between the cases in
the coastal/blue end of the spectrum that remained unexplained. It was unknown whether
this bias, which is visible in Figure 3d–f above the 1-1 line, had affected the results.

4.2. Data Re-Assessment

The images were re-investigated and grouped into categories relating to sun glint and
time differences between acquisitions. The 18 match-ups at LJCO and the three in north
west Australia have quite different waters and environments, as well as instruments and
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processing methods used. The north west of Western Australia data have been adequately
discussed in [23] and only the LJCO match-up site has AOD550 and Ångström slope
observations from AERONET. Therefore, only the internally consistent LJCO time series is
used in this final analysis. The LJCO site can have quite severe sun glint, especially during
mid-summer, when the satellite sensor is viewing more towards the sun glint field. The
maximum sun glint statistic (see Appendix A for its calculation) was helpful in assessing
images for potential sun glint. The statistic arises because for every situation of given
sun and sensor view angles (θS, θV, φ), considered as a function of wind speed, there is a
“maximum sun glint”. The wind speed at which it occurs can be called the “maximum
wind speed”. For wind speeds less than or greater than the maximum case, the sun glint
level is lower. For low sun glint cases, (e.g., in winter scenes), the wind speed at which
maximum sun glint occurs is large. When the maximum sun glint is high, the wind speed
corresponding to it is always small (including commonly occurring speeds). Maximum sun
glint does not depend on wavelength, but only on the relative satellite and sun geometries
as well as wind speed.

Figure 4 and Table 4 show the computed maximum sun glints and wind speeds for
the 18 Landsat images for the LJCO match-up site based on the sun and view angles at the
time of data acquisition. Table 4 also includes an estimate for sun glint, which is obtained
by averaging the surface reflectance of two SWIR bands after removing the sky glint for
these bands ρl6 and ρl7 in Equation (12)). This is because, for the SWIR bands, ρw should
be close to zero and the fraction of direct sun radiation is fs ≈ 1.

Figure 4. The relationship between maximum sun glint and average sun glint (a) and its corresponding wind speed (b) for
18 LJCO samples.

There is a wide spread of sun glint levels and the highest values all occur near to
December (Austral summer, see Figure 4 and Table 4 for details) when the sun is south
of the latitude of Lucinda. The lowest values in almost for all cases are in Austral winter.
One value reaches the maximum sun glint, but it is a rare occurrence. Figure 4b shows
the relationship between maximum sun glint and maximum wind (m/s). In winter, the
maximum sun glint is only obtained with very rough waters (Figure 4b and Table 4) and
is possibly never achieved, since the wind speed to reach maximum sun glint could be
as high as 45 m/sec. In summer, normally occurring wind speeds (e.g., 7–10 m/s) flare
the sun glint and wind speeds as low as 5 m/s can create the (high) maximum sun glint.
Some cases (e.g., cases 6 and 18) occur where the estimated sun glint is much lower (e.g.,
less than 200) than the maximum (e.g., more than 400). It probably means that the local
wind speed is either much lower or possibly greater than the maximum wind. Cases where
wind speed is above the maximum wind can be hard to process, as the image of the water
surface may be rough but dull. Both situations seem to occur at LJCO.
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Table 4. Sun glint assessment for 18 Landsat 8 images covering the LJCO site, where ∆T is the time difference between
satellite overpass and in situ measurements (see Table 1).

Case Code/Date
(Yyyymmdd)

Sun Glint
(×10,000)

Maximum Sun
Glint (×10,000)

Maximum Wind
Speed (m/s) Comment

1 20140103 241 368 10.22 ∆T > 6 h
2 20140628 16 109 42.57 Low sun glint
3 20140831 45 178 23.45 Low sun glint
4 20140916 82 232 17.18 Medium sun glint
5 20141002 113 315 12.17 Medium sun glint
6 20141018 178 424 8.73 Medium sun glint
7 20141119 399 512 7.07 ∆T > 6 h; very high sun glint
8 20150818 32 148 29.13 Low sun glint
9 20150903 20 185 22.41 Low sun glint

10 20151021 356 439 8.41 Very high sun glint
11 20151106 442 514 7.03 Very high sun glint
12 20151208 456 450 8.18 Very high sun glint
13 20160109 239 342 11.09 ∆T > 6 h
14 20160226 33 264 17.83 Medium sun glint
15 20160804 24 129 34.4 Low sun glint
16 20170807 13 133 32.29 Low sun glint
17 20170823 22 159 26.67 Medium/Low sun glint
18 20171010 49 373 10.07 Medium sun glint

Table 1 shows that there were no cases where the SeaPRISM data were measured at
the time of the Landsat morning overpass (approximately 10 a.m. local time in Australia).
Most were 3.5–4.5 h later in the early afternoon. This occurred because of the limitations
previously described in Section 3.1 for the SeaPRISM to sample suitable water areas in the
morning due to the Jetty infrastructure. However, it is quite significant for the re-analysis.
The Landsat samples were assessed for potential sun glint in the Landsat data using the
maximum sun glint at the overpass time. Taking into account the time difference between
acquisition of satellite data and surface observations, maximum sun glint, the SWIR values
and visual assessment, it is found that there are: (i) three cases with time difference between
image and in situ data > 6 h (maximum > 7 h); (ii) six cases of low sun glint; (iii) six cases of
medium sun glint (one medium/low); (iv) three cases of very high sun glint,; and (v) one
anomalous image (very different, case 16) which is already among the low sun glint cases.

The statistics for the match-up are valid, despite the time difference, if the water mass
remains stable and does not change significantly between the two observations. Three
samples with time differences of more than 6 h (later than 4 p.m. local time) have been
removed from the further assessment of aerosol and sun glint. The first one of these (case 1)
in Table 4 was a totally different water signature (the high AOD and Ångström data in
Table 2 also indicated a possible wide area dust storm), although the other two are quite
well aligned. It is unwise to remove samples only because the values are “very different”.
So, in this study, it is reasonable not to use data when ∆T > 6 h. For the others, it seems
that they are the same water mass, although their values can be different within the natural
variation of the water mass and may sometimes be extreme. The six low sun glint cases
are important data. They are not as confounded by the sun glint as are the others. The
three very high sun glint cases only provided a small sample, but they were still valuable
to use in order to compare the effect of sun glint strategies in more extreme cases. One
“anomalous” sample (case 16) was eventually removed for the comparisons, as it had a
normal shape but very low values indicating a big change between acquisitions. It was
a low sun glint case, so that the number of low sun glint samples retained was only five.
Overall, however, the remaining 14 cases form a very good set of samples with different
strengths, sun glint conditions and a range of values for comparison.

The 14 images were re-analyzed using the three options of aerosol processing listed
in Table 3 (versions 4, 5 and 6 with sun glint corrected). The two sun glint estimations of
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Equations (13) and (14) were used to provide de-trending for the models. Table 5 lists four
different sun glint strategies based on the two primary methods.

Table 5. Four sun glint strategies.

Method

Gs1_av ρg = (1 − fs)ρsky,g + fsAave, where Aave is the average of A values for the 3 aerosol
options listed in Table 3.

Gs1 ρg = (1 − fs)ρsky,g + fsA where A is for each of the 3 aerosol options listed in Table 3.
Gs2 ρg = (1 − fs)ρsky,g + A where A is for each of the 3 aerosol options listed in Table 3.

Gs2_av ρg = (1 − fs)ρsky,g + Aave where Aave is the average of A values for the 3 aerosol
options listed in Table 3.

The cases Gs1_av and Gs2_av are primarily used to analyze the different aerosol
strategies of Table 3 with a common sun glint correction. Gs1 and Gs2 have three different
sun glint correction results, each corresponding to aerosol differences, and are best used
for comparisons between match-up accuracy and sun glint correction. The average is used
for aerosol comparisons as the individual estimates in Gs1 and Gs2 can vary with aerosol
type and parameters. To establish the link to the initial results, Figure 3f corresponds to
using the Gs1 strategy and the AERONET aerosol data.

The results from using the Gs1_av and Gs2_av sun glint strategies are shown in
Figure 5. The statistics for Figure 5 are provided in Table 6 by regressing the Landsat data
on the SeaPRISM data over all bands. In Table 6, offset and slope are the parameters of a
linear regression (not the 1-1 line). A significant difference from zero offset and/or slope of
1.0 indicates bias. The column labelled “R2_adj” is adjusted R-squared correlation. NSR is
100/sqrt(F) where F is the F-ratio in the analysis of variance for the regression. In the same
way as the adjusted R-squared, F and NSR are adjusted for degrees of freedom [51]. NSR
is the ratio of the RMS error to the RMS model and is used here as an estimate of percent
error as zero and negative values can occur from path radiance and sun glint corrections.
Finally, the last column labelled “SE” is the standard error of the regression.

Figure 5. Comparison between different processing options for (a) Gs1_av; and (b) Gs2_av.

Table 6. Statistical results for Figure 5. Offset, NSR and SE are 10,000 × reflectance.

Sun Glint Case Offset Slope R2_adj NSR% SE

Gs1_av
Climatology 35.89 1.0055 0.8696 5.22 56.26
AERONET 29.85 0.9839 0.8693 5.22 55.12

ANN 35.25 0.9989 0.8649 5.32 57.02

Gs2_av
Climatology 14.02 0.9935 0.9214 3.94 41.96
AERONET 7.702 0.9643 0.9267 3.79 39.21

ANN 10.13 0.9940 0.9220 3.92 41.79
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The Gs1_av resulted in quite high offsets indicating bias; R2-adj values are less than
0.9 and there are relatively high NSR (5%) and SE (56) values. This result is equivalent to
the closest results in Figure 3d–f. The differences here are that these statistics have been
based only on LJCO data with the few extreme points removed. However, the results of the
Gs2_av are all significantly better than those of the Gs1_av in each statistic. The NSR (3.8%)
and SE (39.2) for the best performing aerosol strategy, AERONET, represent less than 0.4%
absolute reflectance (i.e., 0.004 reflectance or 0.00127 sr−1 Rrs) in SE, or 3.8% relative error
as estimated by NSR. The Gs2_av sun glint strategy also shows clearer distinctions between
the aerosol strategies. AERONET is best (Table 6), which is what might be expected. The
ANN and GA climatology are not as close, but still performed well.

If the AERONET case is used to look at the potential accuracy of the sun glint estimates,
it is only necessary to compare the results for the two base sun glint strategies, Gs1 and
Gs2. However, as Gs1_av is equivalent to the best matching result in the match-up project
result in Figure 3f, it is included as a basis for comparison. As was the case before, using
the AERONET information makes extrapolating the results to other situations conditional
on having good aerosol information. The results are plotted in Figure 6 and the resulting
statistics listed in Table 7. It is clear that Gs1_av and Gs1 provide lower accuracy than Gs2,
with Gs2 (red diamonds) as overall the best result. Gs1_av and Gs1 clearly have a higher
bias offset value.

Figure 6. The comparison for accuracy for three sun glint strategies listed in Table 5 using AERONET
aerosol data.

Table 7. Statistical results for three sun glint strategies (Gs1_av, Gs1 and Gs2) using the AERONET
aerosol data source. Offset and SE are 10,000 x reflectance, NSR is % error.

Sun Glint Strategies Offset Slope R2_adj NSR% SE

Gs1_av 29.85 0.9839 0.8693 5.22 55.12
Gs1 19.17 0.9901 0.8901 4.74 50.28
Gs2 7.11 0.9722 0.9278 3.76 39.22

The best result in SE for Gs2 represents a difference (SE) between Landsat 8 and
the SeaPRISM values of less than 0.004 reflectance or 0.00127 sr−1 Rrs estimated over the
14 overpasses. The NSR of 3.76% is a degrees-of-freedom-adjusted estimate for the percent
error, and is also small in comparison to the other error budgets. However, as the data
sieving would have lowered this estimate, an estimate based on 17 samples, with only
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the first sample removed, was computed, and this resulted in a SE of 0.0044 or NSR of
4.0%. It has been used to report the best statistical fit to data. The final results also include
the independent natural variation in the water mass, as none of the LJCO match-ups are
for SeaPRISM data collected at the same time as the Landsat overpass. The inevitable
differences between the Landsat and SeaPRISM data sets means the “fit” needs to be
statistical, rather than case by case, for each match-up.

The SeaPRISM data were all observed in the afternoon of local time. As previously
discussed, the first match-up sample was 7.6 h different, and was a quite different water
mass. As the LJCO site is a dynamic tidal mixing area between the coastal and estuarine
land side and the open waters of the GBR lagoon, match-up samples were carefully selected.
The continuous in-water absorption and scattering optical measurements, including sea
and sky webcam imagery at this site, allow an assessment of water mass stability and,
therefore, stability of the radiometric observations even at larger time differences. However,
taking into account uncertainties from calibration, data processing and environmental
perturbations, it has been estimated by [52] that the SeaPRISM uncertainty is 4–5% in the
blue and green bands at 443 and 555 nm, respectively, and around 10% at 665 nm. These
findings indicate that the accuracy limits with which marine reflectance can be estimated
from the Landsat observations at this site have been reached.

It seems that the significant differences in offset bias between the statistics for strategies
Gs1 and Gs2 are from the same source as the bias in Figure 3. To isolate the source and
nature of the differences, it is useful to consider average results for the match between Gs1
and Gs2 and the SeaPRISM average data (Figure 7). Three groups of averages have been
taken. The first is over all of the 14 values used in the previous statistics (Figure 7a). The
second is over five low sun glint cases, plus the mid-low sun glint (Figure 7b) and the third
is over three high sun glint cases (Figure 3c). The Figure 7a shows a systematic bias for
the average of case Gs1 compared with the SeaPRISM average. The difference is likely
to be the systematic trend seen in the match-up data. The difference is not “nature” as it
is too systematic to be random. It also appears similar in shape to the fraction of diffuse
radiation. In the case of Gs2, the difference is small and not as systematic. The match
between means shows that the result for Gs2 in Figure 7a is close to unbiased. This is an
important observation as, because of the time differences between observations, there will
be unavoidable “random” differences at each specific match-up event that could only be
reduced in averaging.

Figure 7. Water-leaving reflectance comparison between SeaPRISM observations and satellite observations. (a) Average
14 days; (b) average six low sun glint cases; and (c) average three high sun glint cases.

Figure 7b shows the average results of six low sun glint cases. Low sun glint does
not mean that there is no sun glint, but most are low in both the SWIR and the maximum
sun glint statistic. The Gs1 and Gs2 “corrections” were used for the six (days) samples
which resulted in signatures that appear to be a little too low due to the forcing of the mean
SWIR to zero. There is little difference between applying Gs1 and Gs2, and the systematic
bias observed in Figure 7a with Gs1 is not present. Figure 7b also plots another case called
“No_sunglint”. This has no sun glint removed and is a little higher than the SeaPRISM
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data, indicating that some of the samples have some sun glint, albeit small. It also indicates
that atmospheric correction is effective even though sun glint correction may need some
adjustments in low sun glint situations. For the three high sun glint cases, the averages over
the three days are shown in Figure 7c. In Figure 7c, the Gs1 bias is much higher than that
in Figure 7a but the Gs2 result is similar to that in Figure 7a. Three samples are too small to
obtain the stability of Figure 7a but Figure 7c certainly shows that the bias is systematic
and persistent in shape.

Table 8 lists the statistics of the difference between the estimates and the SeaPRISM
observations for each of the cases. The mean, RMS and correlation for the “all” and the
“high” cases using the Gs1 strategy have large values for each statistic. To achieve some
perspective on size, for land targets, a value of 10 (0.1% absolute reflectance or 0.001) is
sometimes regarded as almost zero and 20 is very small. Gs1 has a bias significantly corre-
lated with the diffuse fraction. The accuracy of the match-up for Gs2 in all of the studies
indicates the underlying accuracy of the atmospherically corrected product – provided sun
glint is handled effectively and aerosol is well chosen.

Table 8. Statistical results for the differences between three different sample groups and SeaPRISM us-
ing AERONET aerosol data source and two sun glint correction strategies. Mean and RMS are 10,000 x
reflectance. Corr is correlation coefficient between difference (bias) and diffuse fraction (1 − fs).

Case Gs1 Gs2

Mean RMS Corr Mean RMS Corr

All 16.08 22.29 0.935 −1.58 9.50 0.813
Low −11.84 15.97 0.776 −7.45 18.65 0.698
High 76.96 78.46 0.792 21.54 25.02 −0.683

In Table 8, the strong correlation between the “all” samples fraction of diffuse radiation
and Gs1 indicates that the shape of systematic bias is that of the diffuse radiation. This
means that the bias is likely in the estimate for the sky glint component of the equations
and the RMS indicates it is also likely correlated in magnitude with the sun glint.

5. Discussion
5.1. Implication for an Operational Aerosol Strategy

The investigation of aerosol data sources was important for the planning of an op-
erational system. The results of this study re-enforced what had been recommended
in [23]. That is, MODIS aerosol information can potentially be used to input current aerosol
information or to develop a coastal aerosol climatology.

The best-performing derived AOD and Ångström information sources were used,
together with marine and coastal aerosols for coastal and open ocean water and land aerosol
for inland water, and implemented in a radiative transfer method (in this case MODTRAN).
It was shown to be an effective way to assimilate the data sources for operations. While the
AERONET data always gave the best results, using the MODIS ANN information gave
results of similar quality and, importantly, they are also available at other times and in other
places. This is the basis for concluding that generating a climatology based on MODIS
data is a potential option. However, although the use of both AOD and Ångström slope is
believed to be useful in the coastal zone, demonstrating its value in this situation will need
a more focused study. The majority of AOD values at LJCO were less than 0.1, where it
seems that Ångström slope variation and estimation are less critical, so more studies will
be needed to fully assess the effects of choice of Ångström slope. The high accuracy of the
Gs2 option with AERONET shows that, given suitable aerosol inputs and effective sun
glint correction, the estimates of surface reflectance from the atmospheric correction can be
effective.

In the future, the option of generating a climatology for coastal and ocean areas can
complement the land aerosol approach. Inland waters will necessarily use the present land
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aerosol strategy, as they are normally not large enough to generate a separate atmosphere.
As more satellites become available to generate accurate contemporary aerosol information,
the possibility of deriving independent information for the time of acquisition becomes
greater, although atmospheric conditions will always limit this, and a default climatology
will still be valuable.

5.2. Implication for Sun Glint Correction at Satellite Altitudes

The use of the Gs1 and Gs2 strategies in this study was not specifically intended to
define sun glint correction methods. The purpose was to reduce or remove the strong
and independently varying sun glint bias that was found in the LJCO data to improve
conclusions about fit to surface observations and relative performances of aerosol strategies.
However, a conclusion from this work is that sun glint correction is essential in areas such
as Lucinda, and that the Gs2 processing seems to have provided an option for sun glint
correction. However, more work is clearly needed to evaluate the many options available
for this stage of operational processing.

For some of the medium-resolution environmental satellite sensors, such as Landsat
and Sentinel-2 series, the view is near to nadir. Unlike the situation for water surface-based
radiometers or many ocean color satellites, where the view can be altered to avoid glint,
there is no way for these satellites to hide from the sun glint, and sun glint correction
is thus needed. Physical models exist for sun glint as a function of water roughness or
wind speed. However, as outlined earlier, due to local spatial and temporal variations in
surface roughness, using a meteorologically estimated or locally measured wind speed
is not sufficient to estimate sun glint. It seems necessary to apply an empirical estimate
for the sun glint using information in the near infra-red and/or SWIR. The zero average
SWIR was found to be useful in this paper, but it is only one of various options used to
estimate local direct sun glint. The works reported in [36,37,39,53] and others all address
this stage of the correction in a similar way. However, beyond this step, many of the
methods are empirical rather than physical, which can be risky in operational processing.
As an option for operational sun glint correction, Gs2 certainly includes some useful
properties. It is reversible, simple, uses some physics and involves minimal empirical
estimation. A problem is that Gs2 as defined in this paper does not seem to balance the
energy, as it mixes terms related to the direct sun irradiance with those apparently related
to the scattered diffuse (sky) irradiance. To interpret Gs2 physically, it is useful to consider
how above-water radiometric data are processed [38,52]. The methods are all basically
similar in form to the model for Gs1, but with a variety of methods for estimating ρsky,g,
and expressed in terms of the sky radiance Lsky rather than the energy balance fraction
of diffuse radiation [52]. The instrument view geometry is arranged to avoid sun glint,
but according to [38], when an instrument cannot take up an optimum position to avoid
sun glint, in most cases (e.g., [22,38,53]), the sun glint is estimated from the NIR (and/or
possibly SWIR) and subtracted from all bands. This situation led to the alternative use of
Gs2 in this paper.

The value used for ρsky,g by different instrument groups (e.g., [38,52]) varies. It is
sometimes estimated by empirical equations based on wind speed and its estimation has
recently undergone significant discussion. Monte Carlo simulations have been provided
in [54,55], which are used by some for operational processing (e.g., [52,56]). The situation
at water level is generally more difficult than at the near nadir views of satellites, but it
has advantages due to the ability to use view geometry to avoid sun glint. At LJCO, the
observation site is on the north of the jetty end, with taller infrastructure to the south. The
SeaPRISM always rotates to a position to observe the water at right angles (90 degrees
clockwise) to the sun to avoid sun glint. Because of the fixed direction of rotation, the
infrastructure prevented morning data near to the Landsat overpass time (approximately
10 a.m. in Australia) from being used. A study by the authors based on maximum sun
glint (as defined in Appendix A) suggested that the afternoon SeaPRISM measurements
used in this paper all had low levels of potential sun glint. That is, it suggests that the



Remote Sens. 2021, 13, 1927 20 of 25

LJCO SeaPRISM observations used in this paper did not contain the extreme levels of
regional sun glint that occur in the satellite data. This last point is important, as it implies
that the performances of Gs1 and Gs2 were not significantly influenced by different (or
the same) methods being used for sun glint correction in the SeaPRISM and satellite data.
The variable sun glint and glint bias found at LJCO seem to be an independent effect that
occurred primarily in the satellite data.

A physical explanation of the Gs2 model can be obtained by re-grouping the expression
for Gs2 (Equation (14)) in Table 7 as:

ρg = (1− fs)
(

ρsky,g + A
)
+ fs A (16)

The terms fs (fraction of direct irradiance) and (1 − fs) (fraction of diffuse irradiance)
represent the energy balance. A is the sun glint reflectance, which is a reciprocal BRF (bi-
directional reflectance factor) with magnitude estimated empirically from the NIR and/or
SWIR. The apparent problem is that the A value, which is added to ρsky,g inside the bracket,
multiplies the diffuse sky radiation, but was derived as a sun glint-related term. However,
this way of writing the Gs2 model certainly explains the statistical results (see Figure 7)
where the bias ((1− fs)× A ) is correlated with both the shape of the diffuse fraction and
also with the magnitude of the sun glint. The Monte Carlo simulations in [54,55] can be
used to understand the result. The underlying theoretical ρsky,g term in this paper is the
integral over the sky radiance distribution of the sun glint BRF (see Appendix A Equation
(A2)). If the sky distribution is assumed to be uniform, the resulting relationship between
sky glint reflectance, view zenith angle and wind speed is simulated by [54], which relates
it to an early graph for sky glint in [57]. For near vertical view, lower sun angles and lower
wind speeds, it is approximately the Fresnel reflectance at the view angle of the sensor.
This is basically the model assumed for Gs1, which was found to be systematically biased.

However, if the clear sky distribution is not uniform and has a strong peak at the sun
position, the situation can change. In the Figures 6, 8 and 9 in the Mobley paper [54], for
high sun angles and higher wind speeds there are significant “sun glint-like” values coming
into the diffuse ρsky,g value, due to the non-uniform sky distribution (from [58]) even at
some sun-glint avoiding azimuths. It seems that the term (ρsky,g + A) in Equation (16) is
an expression of the situation where the scattered sky radiances (including the aureole)
are non-uniform and peak around the sun position. This often occurs for clear and sunny
days. In Equation (16), this additional sky distribution reflectance effect is approximated
by A. It is likely that the sky value of A is not exactly equal to the sun glint A, but its
magnitude will certainly be proportional to it. This suggests that there is a way to model
the situation physically where (apparently) Gs2 works well and Gs1 does not, to balance
the energy and also to model when it will not occur in this way. However, there needs to
be more work for these or similar ideas to be implemented in an operational model. In
the present situation, and until a better strategy is found, it seems a default (uniform) sky
glint reflectance based on [54], with subtraction of empirically estimated sun glint from
each band without modification, can be used as a default correction for sunny days. Gs2
has performed well as a sun glint correction in the highly variable glint environment at
the LJCO site, and in the future the LJCO site can provide a useful benchmark test site for
other candidate methods as well.

6. Conclusions

This study has evaluated an atmospheric correction algorithm over water surfaces,
using open and coastal water match-ups and Landsat 8 images. The objective was to assess
how well the atmospherically corrected data could match in situ measurements using
above-water instruments, such as the SeaPRISM and DALEC. An additional objective was
to assess the value of different sources of aerosol data for the processing. It was found that
the strong sun glint at Lucinda needed to be handled effectively to reach reliable results.
Additional processing has been presented to examine the glint effects, to correct them for
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the purposes of this analysis and to assess options for a physically based and operational
glint correction for the satellite data.

The study of the aerosol options has concluded that the use of aerosol information
such as AOD and Ångström coefficient is straightforward enough to be incorporated into
radiative transfer programs for operational processing. The resulting solutions, using
site aerosol data, were found to be accurate if the sun glint is handled effectively. While
AERONET data were best (as expected), alternative more widely available sources from
MODIS and aerosol climatology could also be effective. In the generally low AODs found
in the site, an AOD climatology would be sufficient. This has led to plans to evaluate
options for an aerosol coastal climatology for operational use.

The results for data accuracy and match-up showed that when the sun glint is effec-
tively handled, the match-up data at the longer term LJCO site were as accurate as can
be expected, given that the SeaPRISM data and Landsat acquisitions were not concurrent.
The water of the site is known to have a tidally varying signature, but the observations
seem to be accurately retrieved in the mean and the accuracy level achieved seems not very
different from an environmental variation of about 4–5%. For cases where sun glint is very
low (e.g., winter cases), the atmospherically and sky glint-corrected data matched the data
more closely. In these cases, sun glint correction should not be made to avoid added noise.
Two simple strategies were used to remove sun glint. The most successful stategy used the
average of two shortwave infrared (SWIR) bands to represent sun glint and subtracted it
from each band. The corrected data was found to be accurate and unbiased. The pathway
to develop better physically based methods seems to be by extending studies based on
realistic sky distributions [54] to the sun and view angles appropriate to satellite data. The
simple method can be used for comparisons, while more physically justifiable methods that
can work equally in open/coastal, estuarine and inland waters are established from among
current options. The glint variation at the LJCO site (and region) of the match-up collection
makes it a valuable data set for future comparisons between proposed algorithms.

So far, the water specific use of the algorithm has only been evaluated using coastal
and some open ocean water observations and Landsat 8 data. Since the algorithms are
to provide a water-leaving reflectance product for all of the water surfaces involved
(ocean/coastal, estuarine and inland water) and be sensor-independent, observations from
inland water and other satellites (e.g., Sentinel-2) are needed to fully assess its performance.
In addition, for stronger statistical recommendations on accuracy and aerosol options, the
limited data of this study need to be extended to include other sites.
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Appendix A. Models for Sun Glint, Sky Glint and Maximum Sun Glint

This paper uses the isotropic model for the probability distribution of surface rough-
ness, as discussed and formulated by Cox and Munk [30,31]. The total solar irradiance on
the surface (ET) can be separated into direct (Esun) and diffuse (Esky) components so that ET
= Esun + Esky. The total surface glint radiance (LG) in the view direction generated from the
total solar irradiance is the sum of components generated by the sky glint (ρsky,g) and sun
glint (ρsun,g) reflectance as follows:

Lsky,g(θv, φ) =
1
π

ρsky,g(θv; V)Esky (A1)

Lsun,g(θs, θv, φ) =
1
π

ρsun,g(θs, θv, φ; V)Esun (A2)

The reflectance ρsun,g(θs, θv, φ; V) is a reciprocal BRF for the sun glint. The primary
drivers of the sun glint reflectance values are the sun zenith angle θS, the view zenith angle
θV, the relative azimuth angle between sun and view directions φ, and the wind speed V
in m/sec. The wind speed determines the roughness of the sea surface. If fs is the ratio of
direct solar irradiance to total irradiance on the surface, the total surface glint reflectance
(ρg) can be written to express the irradiance energy balance in terms of the separate sky
and sun glint reflectance values as:

ρg =
πLG
ET

= (1− fs)ρsky,g + fsρsun,g (A3)

The sky glint reflectance is not independent of the sun glint reflectance and can be
written as a function of θV and wind speed V as:

ρsky,g(θv, V) =

∫ π/2
0

(
1

2π

∫ 2π
0 ρsun,g(θv, θ, φ; V)N(θ, φ)dφ

)
sin θ cos θdθ∫ π/2

0

(
1

2π

∫ 2π
0 N(θ, φ)dφ

)
sin θ cos θdθ

(A4)

In this equation, N (θ, φ) is the distribution of the diffuse (scattered) radiation sky
radiance which includes the aureole. The Fresnel reflectance, ρF(θ) at angle of reflection θ
in this paper is the unpolarized form:

ρF(θ) = 0.5
(

sin2(θ − θ′)

sin2(θ + θ′)
+

tan2(θ − θ′)

tan2(θ + θ′)

)
(A5)

In this expression, the angle of the light refracted into the water column θ′ = sin−1
(

sin θ
n

)
and ρF(0) =

(
n−1
n+1

)2
. The refractive index (n) changes slowly with wavelength. For near

nadir view and moderate wind speeds, the default value for the sky glint reflectance
ρsky,g(θv, V) has been taken as ρF(θv) for reasons described below. The sky and sun glint
reflectance terms, as functions of the input sun and view angles (θS, θV, φ) can then
be written:

ρsky,g(θv) = ρF(θv) (A6)

ρsun,g(θs, θv, φ) = πg(ω, β, V)ρF(ω) (A7)

Cox and Munk [31] used an isotropic random Gaussian surface roughness model in
which the probability that sunlight is reflected from a facet into the view direction is p(β,V),
where V is the wind speed which defines the surface roughness (σ2), is:

p(β, V) =
1

πσ2 e−tan2β/σ2
(A8)

σ2 = 0.003 + 0.00512V (A9)
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The auxiliary angles (ω, β) are functions only of the input sun and view angles
(θS, θV, φ).

cos ψ+ = cos θs cos θv + sin θs sin θv cos φ (A10)

cos ω =

(
1
2
(1 + cos ψ+)

)1/2
(A11)

cos β =
cos θs + cos θv

2 cos ω
(A12)

Ψ+ is the angle between the sun and view vectors, ω is the magnitude of the (equal)
angles of incidence and reflection when the reflection is specular and β is the slope angle
the facet must have for the reflection to be specular. The final model is based on Cox and
Munk [31] but in the specific form derived by [59] and presented by [29] as:

g(ω, β, V) =

(
cosω

4cos3β

)
p(β, V) (A13)

This model for the sun glint reflectance is reciprocal. In this paper, we have introduced
and used a quantity called the “maximum (sun) glint”. For given sun and view angles
and relative azimuth (constant ω and β) as wind speed varies from zero upwards, it is
found that the sun glint first increases to a maximum and then reduces. The maximum
is the maximum glint and the wind speed at which it occurs is the maximum wind. The
quantities are easy to derive for the isotropic distribution. The maximum of p(β, V) for
constant β occurs where σ2

max = tan2β. The wind speed is found from Equation (A9). The
maximum glint is used here to evaluate sun glint potential.

If the distribution of the diffuse (sky) radiation is known, Equation (A7) can be
integrated using Equation (A4). If the sky distribution is uniform, the value of ρsky,g(θv, V)
can be expressed directly as:

ρsky,g(θv, V) =
1
π

∫ 2π

0

∫ π/2

0
ρsun,g(θ, θv, φ, V) sin θ cos θdθdφ. (A14)

Cox and Munk [31] approximated this calculation and suggested that for uniform
sky distribution and low wind speeds the result is close to ρF(θv). In [54], this integration
was revisited, as reported in [57], and it was matched by Monte Carlo simulation. The
general situation by Monte Carlo simulation was investigated in [54,55], which looked at
influences of sky distributions, clouds and polarization. The outcomes are discussed in the
Discussion Section 5.2 of the paper.
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