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Abstract

:

In this study, the current Met Office operational land surface data assimilation system used to produce soil moisture analyses is presented. The main aim of including Land Surface Data Assimilation (LSDA) in both the global and regional systems is to improve forecasts of surface air temperature and humidity. Results from trials assimilating pseudo-observations of 1.5 m air temperature and specific humidity and satellite-derived soil wetness (ASCAT) observations are analysed. The pre-processing of all the observations is described, including the definition and construction of the pseudo-observations. The benefits of using both observations together to produce improved forecasts of surface air temperature and humidity are outlined both in the winter and summer seasons. The benefits of using active LSDA are quantified by the root mean squared error, which is computed using both surface observations and European Centre for Medium-Range Weather Forecasts (ECMWF) analyses as truth. For the global model trials, results are presented separately for the Northern (NH) and Southern (SH) hemispheres. When compared against ground-truth, LSDA in winter NH appears neutral, but in the SH it is the assimilation of ASCAT that contributes to approximately a 2% improvement in temperatures at lead times beyond 48 h. In NH summer, the ASCAT soil wetness observations degrade the forecasts against observations by about 1%, but including the screen level pseudo-observations provides a compensating benefit. In contrast, in the SH, the positive effect comes from including the ASCAT soil wetness observations, and when both observations types are assimilated there is a compensating effect. Finally, we demonstrate substantial improvements to hydrological prediction when using land surface data assimilation in the regional model. Using the Nash-Sutcliffe Efficiency (NSE) metric as an aggregated measure of river flow simulation skill relative to observations, we find that NSE was improved at 106 of 143 UK river gauge locations considered after LSDA was introduced. The number of gauge comparisons where NSE exceeded 0.5 is also increased from 17 to 28 with LSDA.
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1. Introduction


The Met Office assimilates observations of the land surface in order to improve the set of initial conditions for numerical weather prediction (NWP). The expected benefit to NWP of including land surface information by assimilation of soil moisture observations is in the improvements to forecasts of the screen level or near-surface air temperature and humidity [1]. Surface soil moisture directly affects the latent and sensible heat fluxes at the land-atmosphere interface. Evaporation of moisture from the soil itself and transpiration from vegetation affect how energy is partitioned between the two heat fluxes. It follows that the accurate initial soil moisture state will produce more accurate estimates of the air temperature and humidity near the surface [2,3]. In this paper, we focus on soil moisture only, and not, e.g., on snow cover or soil temperature, which are also important components of the land surface system.



The Met Office operational assimilation scheme has included data relevant to the land surface since August 2005. The first method used was a land surface nudging scheme [4,5]. This was an effective method to constrain the soil moisture using air temperature and relative humidity measurements but was difficult to extend to incorporate other observation types. Consequently, the Simplified Extended Kalman Filter [6] was subsequently adopted in early 2013. Land surface data assimilation (LSDA) at the Met Office was exclusive to the global model until 2019. Before then, the UK regional model, a convection-permitting, 1.5 km numerical weather prediction (NWP) model called the “UKV” [7], received a daily update of an interpolated soil moisture analysis from the global model. In December 2019, an hourly-cycling, regional land surface data assimilation system, based on the global system approach, became operational.



The observations assimilated include pseudo-observations of 1.5 m air temperature and specific humidity constructed via the Met Office atmospheric DA system and remotely-sensed soil wetness derived from the surface backscatter measured by scatterometers (ASCAT) aboard the MetOp series of satellites [8]. These ASCAT observations are delivered in near real time to the Met Office by the European Organisation for the Exploitation of Meteorological Satellites (EUMETSAT). The feasibility of assimilating pseudo-observations of screen temperature and humidity to initialise soil moisture conditions for NWP was first demonstrated by [9]. It has become a standard and highly practical method used at many national meteorological centres. The use of the ASCAT soil wetness product in the land surface data assimilation system in the global Met Office NWP system was presented by [10].



The goal of this work is to introduce the operational LSDA system at the Met Office and illustrate its application in both the global and regional operational modelling systems. Following the classification in [11,12] both global and UKV LSDA systems are weakly coupled to the atmospheric DA system, which indicates that both analyses are independent but the models representing each earth system component (i.e., atmospheric and land) are fully coupled in the forecast step. To our knowledge, the Met Office has operationally implemented the first regional weakly coupled LSDA system. The benefits of regional-scale assimilation beyond its impact in the NWP system has been explored through evaluation of simulated river flow against observations. This emphasises the importance of a well-represented hydrological state in order to realise the potential for more integrated hydro-meteorological predictions [13,14,15,16].




2. Materials and Methods


Land surface data assimilation is accomplished by using an algorithm to combine the output of a land surface model and observations of the land surface to obtain an “analysis” that is used to initiate an NWP model. A forecast made using the analysis as initial conditions should compare more favourably to independent observations than a forecast made using the same model with “first guess” or uncorrected initial conditions to predict those variables. At present, there is a large selection of land surface models and numerous land surface observations that can be used.



Apart from a choice in algorithm to implement the land surface DA, there is a variety of land surface models that can be used to couple the land and atmosphere within a modelling system. The Joint UK Land Environment Simulator (JULES) [17] is the land surface model used operationally at the Met Office and the one used in this study. At the European Centre for Medium-range Weather Forecasts (ECMWF), the model “Hydrology Tiled ECMWF Scheme for Surface Exchange over Land” (H-TESSEL) [18] is used. At Environment Canada they use the “Soil, Vegetation and Snow” (SVS) [19] land surface model. The North American community model “Noah” [20,21] is in use at the National Center of Environmental Prediction (NCEP). Meteo-France developed the Interaction Sol-Biosphere-Atmosphere (ISBA) [22,23].



Choices of observations to assimilate have been somewhat limited until recently, for various reasons. There are in situ observations of soil moisture and satellite soil moisture or wetness products, which are the result of careful retrievals from either backscatter (active instruments) or radiance (passive instruments) measurements. Soil moisture observations are difficult to interpret for several reasons. Firstly, in situ observations are truly a point source observation of a very specific soil (texture, porosity) that may not be reflected in the assumptions that an NWP model makes at a grid point about land cover and soil composition. In reality, soil is a very heterogenous medium; therefore, an in situ measurement not made at a site chosen for its highly uniform land cover is difficult to interpret more widely. Soil moisture products derived from satellite-based remote sensing, such as ASCAT soil wetness, have spatial resolutions typically in the range of 1 to 50 km, depending on the measurement frequencies employed. Therefore, they represent a wider region than in situ data and consequently are closer to the spatial scales modelled in global and regional NWP schemes.



2.1. Land Surface Data Assimilation Algorithm


Land analysis is a 1D system calculated independently for each soil column. This is based on the assumption that the horizontal fluxes are much slower than the vertical and therefore they can be neglected in the timescales the analysis is applied. We compute our analysis using a Simplified Extended Kalman Filter (SEKF) algorithm [24], which is expressed by the equation:


   x i a  =  x i b  +  K i   [   y i  − ℋ  (   x i b   )   ]  ,  



(1)







At an i-th grid point, x represents the land model state, superscripts a and b indicate analysis and background respectively, y is the observation vector and ℌ denotes the non-linear observation operator that projects the model values into the observation space. The background is provided by the forecast from the operational model run from the previous cycle, which is 6 h before the global analysis time and 1 h before the UKV analysis time. K, also known as the Kalman Gain, is a matrix with the weights of the linear combination between observation values and model values and is expressed as:


   K i  = B  H i T     [   H i  B  H i T  + R  ]    − 1   ,  



(2)




where B and R are the background and observation error covariance matrices and H is a linear observation operator expressed in matrix form calculated through a Jacobian estimation, which we describe at Section 2.2. Error covariances between soil layers are ignored and the diagonal is set in terms of the standard deviation as σB = 0.030, 0.026, 0.026, 0.026 m3/m3, values are the same for all soil points. The B-matrix values have been estimated using a triple collocation method comparing the model background against two independent observational sources: SMOS satellite soil moisture product [25] and around 200 soil moisture in-situ observations from networks located in US, France, and Australia [26,27]. See Section 2.2 and Section 2.3 for a description of the R values.




2.2. Jacobian Method


The linear observation operator H at (2) is approximated by the first derivative (i.e., Jacobians). This is estimated by running a set of JULES standalone runs, a control run, and a perturbed run for each analysis variable initialised by applying a small perturbation at the initial conditions. Each of the positions of the H matrix are expressed by:


   H  m , n   ≈   ∂ H  ( x )    ∂ x   ≈    H m p   (   x  t 2  p   )  −  H m c   (   x  t 2  c   )    ∆  x  n , t 1     ,  



(3)




where n denotes the n-th control variable and m is the m-th observation variable,   ∆  x  n , t 1     is the perturbation at the beginning of the forecast and Hm(xt2) denotes the model state converted to an observation quantity m at the end of the forecast, superscripts c and p represent the control and perturbed runs. The initial perturbation and the length of the forecast need to be small enough to preserve the linear approximation but large enough to capture the sensitivity across variables. The length of the forecast is chosen to be 3 h for the global model and 1 h for the regional UKV, while the initial perturbation is set to a value of 0.005 m3/m3. By using an estimated Jacobian we can include information of the errors of the day in the Kalman Gain calculation (2). The B matrix is diagonal and homogenous; therefore, including information at each grid point related to the flow regime is beneficial.




2.3. Assimilation of Atmospheric Surface Observations


Though not technically land surface variables, the atmospheric screen level (1.5 m above surface) temperature and humidity are strongly coupled to the surface soil moisture [28]. Brubaker, K.L. et al. [29] developed a conceptual slab model of the moisture and energy in a surface soil layer coupled to the atmospheric boundary layer. They presented an equilibrium solution to their simple model to demonstrate how in continental climates, the amount of moisture in the surface soil layer affects the partitioning of the latent and sensible heat fluxes. Thus, the physics of the interface mean that it is permissible to use so-called pseudo-observations (produced via a pre-processing step that interpolates the observations to the model grid points) of the near-surface air temperature and humidity to adjust the model surface soil moisture.



Drusch, M. et al. [30] tested the use of pseudo-observations in a land surface data assimilation system. In a Northern hemisphere summer they found that the turbulent surface fluxes were better forecast, and, consequently, the weather forecast over large areas was improved as verified by the temperature at three atmospheric pressure levels. However, the soil moisture profiles themselves, when compared to in situ network measurements, were not improved to the point where they were useful for hydrological or agricultural models. They concluded that because the soil moisture analysis was determined via assimilation of the pseudo-observations and not by a direct observation of soil moisture, that the “soil moisture is a sink variable in which errors introduced through the atmospheric forcings and the land surface model accumulate.” [30]. Their study is a motivating factor for the manner in which experiments are set up in this demonstration of the Met Office system.



Directly ingesting near surface in-situ observations has limitations, as they are typically not sufficiently dense to cover all grid points in the model domain. Since the lateral processes in soil are typically slower than vertical movements, there is a risk of introducing climate islands at the grid points where observations are available. It is common to use a technique where observations are first interpolated to all model grid points and then ingested as pseudo-observations (i.e., they are treated as observations in every sense by the data assimilation algorithm).



In the global system, we generate our pseudo-observations by ingesting the in-situ observations in the Met Office atmospheric data assimilation software (VAR) using a 3D-Var algorithm [31] that uses the atmospheric model as the background. Model and observation error covariances are the same as in the operational model. Since we are using the resulting atmospheric analysis at the lowest level as our pseudo-observations, we can see that:


   x  A    a  ≡  y L  ,  



(4)




where uppercase A and L refer to the atmospheric and land models, respectively. Because the UM atmosphere and JULES land surface models are fully coupled, the atmospheric model background is equivalent to the land background projected to the atmosphere space.


   x  A    b  ≡ H    (   x b   )   L  .  



(5)




Combining Equations (4) and (5), we find that the atmospheric analysis increment is equivalent to the land innovation:


     (   x a  −  x b   )   A  ≡    (  y − H  (   x b   )   )   L  .  



(6)







The VAR system provides atmospheric analysis increments at lowest model level (currently a height of 20 m above ground level in the global and 5 m in the UKV). We assume that these are valid at 1.5 m, and we ingest the analysis increments as innovations in (1). In the UKV we extend (6) by ingesting the increments from the atmospheric analysis described by [32], effectively increasing the interaction between the atmospheric and land analysis DA systems. The R-matrix is diagonal, and the observation error is expressed in terms of the error variance. The terms are set to the same value used for screen temperature and humidity observations in the atmospheric DA system; that is 1.5 K and 8% for the global, and 0.8 K and 5% for the UKV.



Weakly Coupled vs. Quasi-Strongly Coupled


Some information from the atmospheric analysis is used in the land analysis through the ingestion of screen observations (global) or the analysis itself (UKV), which is one of the requirements of a quasi-strongly coupled system. However, the opposite is not true, and the only feedback from the land analysis into the atmospheric analysis is through the coupled model run. Because the interaction between the analyses is one-way, it seems appropriate to follow a conservative approach and label our system as weakly coupled.





2.4. Assimilation of ASCAT Soil Wetness


Observations of surface soil wetness taken from the Advanced SCATterometer (ASCAT) L2 product are assimilated. This product is derived from backscatter measured by the same instrument on the three Meteorological Operational satellite platforms: MetOp-A, MetOp-B, and MetOp-C [8,33,34]. Note that the data from satellite MetOp-C was not used operationally at the Met Office for the time periods of the trials considered in this work, because MetOp-C was launched on 7 November 2018. This soil wetness product only represents the soil moisture in the first few cm of soil, but this is taken into account by matching it to the model soil wetness in the top layer (10 cm) via a bias correction [10].



ASCAT has been chosen over other satellite-based products because it has characteristics that make it more suitable for NWP applications. It is delivered in a timely way so that NWP forecasts can be produced in real time; this is a critical feature of any data stream used in an operational NWP system at a National Meteorological Service. The scatterometer instrument is on board three different satellites: MetOp-A, -B, and the new –C, which together provide a data stream with excellent resilience and global coverage. The soil wetness retrieved from the measured backscatter is based on a relatively simple rescaling algorithm which, unlike other soil moisture products, does not involve a retrieval scheme that includes strong assumptions about the land surface (e.g., soil type), making it less likely to have additional biases. That being said, the relatively shorter wavelengths employed by the ASCAT instrument means that some regions are not usable, e.g., over dense forest. One of the strengths of the EKF approach is that we can combine soil moisture information from several different sources of observations. It is hoped in the future that other satellite products can be assimilated.



Quality control is performed by rejecting ASCAT soil wetness data where there is snow cover, frozen soil, wetlands or mountains, where the estimated error is too large and for pre-determined cross track cell numbers. Once the observations have gone through this preliminary quality control, they can be transformed to the model grid.



The model and the observations are on different latitude and longitude grids. They also represent different spatial resolutions. Observations are mapped to the model grid using an inverse distance weighting interpolation algorithm [35]. A modification to the standard global search was implemented via a neighborhood search in order to improve computational performance (see Appendix A description of the algorithm).



In the Met Office LSDA system, the observations of soil moisture are converted from soil wetness index to the volumetric soil moisture. It is necessary to bias correct the observations before assimilation so that the model and observational climates match [36]. This can be done in a number of ways, including a technique known as Cumulative Distribution Function matching [37]. At the Met Office, the current operational system implements the bias correction by taking a fraction of the ASCAT soil wetness anomaly (from its observational climate) and adding it to the model’s monthly mean surface soil moisture. Thus, the observation is used to modify the model climatology and it is this value that is then assimilated. Details can be found in [10]. The UKV domain climatology is derived from the global climatology by converting the soil moisture into vegetation stress [17] using the global soil properties, interpolating it to the UKV grid, and then converting it back to soil moisture using the UKV soil properties. After the ASCAT surface soil wetness is converted to volumetric soil moisture and re-gridded as described above, there is another quality control performed using the model background. Observations are rejected if the probability of gross error exceeds 50%. This probability is computed for each observation and its corresponding background value according to the theory laid out in [38], which assumes that the errors are Gaussian distributed and that the background and observation errors are uncorrelated. ASCAT observation error is specified in terms of the error variance and is set to 0.035 m3/m3. The value has been calculated using the departures of the observations from the background and the observations from the analysis, as described in [39].




2.5. Description of the System


The impact of LSDA is assessed by running a series of experiments in both global and regional atmospheric model configurations. The global model is the Met Office Unified Model (UM) [40] based on the Met Office Operational Suite 42 (OS42, operational between March and December 2019), which uses the UM with Global Atmosphere 6.1 configuration [41] coupled to JULES with Global Land 8.1 configuration [17]. Initial atmospheric conditions are provided by the Met Office Hybrid 4D-Var data assimilation system [42]. The operational global NWP system runs at a grid resolution of N1280 (approximately 10 km at mid-latitudes) which is computationally too expensive to run our tests (Figure 1a), so instead we have used N320 resolution (approximately 40 km at mid-latitudes) which is the standard Met Office resolution to evaluate improvements. Similarly, to avoid running an ensemble alongside the deterministic forecast, the errors-of-the-day part of the error covariance is taken from the operational ensemble and interpolated to the analysis grid. Global forecasts are run for six days with a cycling frequency of 6 h. The regional model, or UKV, is centred on the British Isles (Figure 1b) with a horizontal resolution of 1.5 km in the interior of the domain and 4 km at the borders, initial conditions are provided by a Hybrid 4D-Var data assimilation system. Details about data assimilation as well as the atmospheric and land scientific configuration are described by [32]. UKV forecasts have an hourly cycling frequency where the runs initialised at 00Z, 06Z, 12Z, and 18Z are run for 1.5 days and the rest for 3 h.



NWP improvements are typically presented as incremental changes over the previous operational suite. LSDA has been in the global NWP system for several years so it is not possible for us to show the comparison with the previous system. To illustrate the impact of LSDA, we run a set of sensitivity experiments where our control, which is labelled free-run, features no land data assimilation and the soil moisture fields are passed from one cycle to the next allowing the soil moisture field to evolve without constraint. The impact of the individual observation types is assessed by running experiments LSDA-S and LSDA-A, which ingest only screen observations and ASCAT, respectively. Our operational system, which ingests both observations, is presented as LSDA-O. The regional system in OS42 does not include LSDA and the initialisation of soil moisture is performed by replacing the soil moisture fields with an interpolation of the soil moisture analysis from the global model at the 09Z cycle. In the UKV experiments, we include an additional set-up, labelled daily-update, which represents this scientific configuration to show the impact of adding LSDA to the operational system. Experiments are summarized in Table 1.



For our experiments, we follow the standard evaluation procedure at the Met Office for testing operational changes. We run two testing periods starting 1 December 2017 and 1 July 2017, which correspond to the Northern hemisphere winter and summer, respectively. The global trials are run for three months and the UKV trials for two months; this should ensure statistical robustness in our results and avoid sampling the same synoptic structures across the domain. This is particularly relevant in the global model, which contains several climates at the same time, and is why the experiment length is chosen to be longer. Both systems are initialized from the global operational analysis that is closest to the start of each trial period and all UKV experiments are driven by the global LSDA-O run; hence, the only differences are related to the LSDA changes. Results are compared to SYNOP observations using the Met Office standard verification system.





3. Results and Discussion


3.1. Global Model


Results for experiments during the winter and summer trial periods are presented in terms of root mean squared error (RMSE) of the forecasts of 1.5 m air temperature (K) as a function of forecast lead times for the Northern and Southern hemispheres. Alongside the 1.5 m relative humidity (not shown), the 1.5 m temperature fields are one of the most important to users of forecasts made at an operational centre. Therefore, developments which successfully improve or create the pathway for improvements in these fields are important. The experimental forecasts are compared to SYNOP surface observations in Figure 2 and Figure 3 and to the global analysis fields provided by ECMWF analysis in Figure 4 and Figure 5.



3.1.1. Comparison against Observations


In winter, in Figure 2a, the Northern Hemisphere RMSE differences between all of the experiments and control appear neutral and this is confirmed by Figure 2b, which for all experiments shows less than 1% difference from the free-run (red). For the Southern hemisphere winter, Figure 2c shows that the LSDA-S experiment (blue) has smaller RMSE than the free-run for lead times less than 48 h and LSDA-A (green) has larger RMSE than the free-run. Together in LSDA-O (pink), the two observation types provide a neutral result and beyond 48 h it is the LSDA-A which contributes to the improvement in the LSDA-O. This is seen more clearly in Figure 2d where the first 48 h of the forecasts appear neutral as in the Northern hemisphere, but beyond this lead time, both LSDA-A and LSDA-O improve the comparison with respect to the SYNOP observations by about 1%. Indeed, we expect to see neutral results in the Northern hemisphere winter due to the presence of snow cover and frozen soil, where the quality control sets the soil moisture increments to zero.



In the Northern hemisphere summer, Figure 3, panels a and b, show that including the screen level pseudo-observations in LSDA-S improves the forecast slightly but including the ASCAT soil wetness observations (LSDA-A) degrades the forecasts against observations by about 1%. When both observations types are used (LSDA-O), there is a compensating positive effect from including the screen observations and the total effect is neutral. In contrast, in the Southern hemisphere summer Figure 3 panels c and d show a small, but positive, effect from including the ASCAT soil wetness observations. Thus, in the Southern hemisphere, while the overall result (LSDA-O) is neutral again, the effect of including each observation type is reversed.




3.1.2. Comparison against ECMWF Analysis


The comparison to the ECMWF analysis fields [43] of 1.5 m air temperatures (K) is another measure of the Met Office system independent of its own analysis. Figure 4 shows that adding LSDA using either or both types of observations for both hemispheres in winter gives a small improvement in terms of RMSE. We conclude that, in winter, the LSDA-O has a neutral impact on the system when measured against the ECMWF analysis field.



Figure 5a,b shows that in the Northern Hemisphere summer period, LSDA-A degrades the forecast slightly when compared to LSDA-S, but in the experiment including both observations (LSDA-O) the result is neutral at all lead times. In the Southern hemisphere, Figure 5c,d shows that LSDA-A provides a benefit to the forecasts.




3.1.3. Conclusions about Global LSDA Performance


By comparing the Met Office forecasts over the course of a winter season with both observations and an independent analysis of the 1.5 m air temperature fields, we conclude that the LSDA-S, LSDA-A, and LSDA-O experiments show a neutral to positive impact in both hemispheres.



In the summer, in the Northern hemisphere, there are indications that the assimilation of ASCAT soil wetness observations in LSDA-A slightly degrades the system. There are small, but negative, results in RMSE when compared against the SYNOP observations and the ECMWF analyses. However, in the Southern hemisphere, the LSDA-A adds a clear benefit. This contrast has led the Met Office to investigate the bias correction procedures used in the assimilation of ASCAT soil wetness observations. Results from that will be published in a future study. Finally, the improvement in screen humidity (not shown) suggests that the soil moisture analyses are contributing to improvements in the latent heat fluxes at the surface. Changes in soil moisture can potentially affect the mass fluxes and lead to changes in precipitation. However, our verification for this variable showed no impacts at all lead times and areas, suggesting that the precipitation patterns have not been significantly altered in the experiments. Verification for other relevant variables, such as wind and pressure, also showed neutral results.





3.2. UKV Regional Model LSDA


Results for the same seasons used for the global are presented, but only for a shorter period. In addition to RMSE against surface observations for temperature, we also include relative humidity in our discussion. We use the same experiment configurations as in the global plus an additional set-up, labelled daily-update, which represents the OS42 operational configuration. Comparisons between daily-update and LSDA-O demonstrate the impact of adding the regional LSDA system to the Met Office operational system.



3.2.1. Comparisons against Surface Observations


Verification results for 1.5 m temperature and humidity for winter and summer periods are shown in Figure 6 and Figure 7 respectively. RMSE for winter temperature (Figure 6a) shows a neutral impact at all lead times for all experiments. Difference against control (Figure 6b) shows that all experiments with LSDA have an increase in RMSE that grows with lead time and is around 1% at the end of the forecast. Daily-update shows a lower overall error than experiments with LSDA with a similar performance to free-run. Relative humidity RMSE (Figure 6c) shows no significant impact from any of the experiments and the difference against control (Figure 6d) suggests no meaningful trend.



In summer (Figure 7a), applying different LSDA configurations indicates a larger impact in the RMSE than winter (Figure 6a), reflecting the fact that in winter a larger area of soil is frozen or covered in snow. LSDA-O, daily-update, and LSDA-A show a degradation with respect to control, particularly at the early hours of the forecast—the latter being the poorest performer. LSDA-S shows a consistent improvement for all lead times, suggesting that assimilating surface observation provides useful information. The benefits can be seen in the LSDA-O experiment as its RMSE is lower than LSDA-A. RMSE for relative humidity (Figure 7c,d) shows a positive impact from all experiments with respect to free-run, with LSDA-O showing the largest improvements. The experiments that assimilate a single observation type both offer improvements—LSDA-A being the best of the two. Daily-update still improves on the free-run, but not as much as when a regional data assimilation system is used (LSDA-O).




3.2.2. Conclusions about UKV LSDA


Comparisons against RMSE show that the impact of including LSDA with respect to the free-run is limited, particularly in winter. Results for the summer period show that the temperature is slightly degraded and relative humidity is improved. The two observation types have different contributions, while LSDA-S gives the best results for temperature, LSDA-A is the main contributor to lower RMSE for relative humidity. The comparison against daily-update provides a measure of the improvement in these two fields from the OS42 to OS43 operational upgrade of the LSDA system. The performance in temperature is comparable between daily-update and LSDA-O while the relative humidity forecast is improved from daily-update to LSDA-O. It should be noted that daily-update replaces the entire soil column with a new soil moisture profile once a day. This has a significant limitation, as it does not allow the system to evolve to its own climate and significantly constrains the potential for regional-scale land model research and improvements. Despite LSDA-O not being substantially better than daily-update in terms of surface verification, it provides a system with comparable regional NWP. Similar to what was observed in the global, verification for precipitation (and other variables) show no significant impact.





3.3. Regional LSDA Impact on Runoff and River Flow Prediction


The previous results were focused on assessment of system performance relative to near-surface meteorological variables, using verification tools typical of that used to help assess model upgrades for most operational NWP centres. While improving NWP performance is a clear requirement for any LSDA implementation, this approach does not provide any insight as to the impact of changes on the hydrological state of the system. In order to consider this using independent observations, the impact of the regional LSDA on river flow simulations was assessed. To summarise the impact of the LSDA-O implementation, a comparison is presented using hourly analyses of the OS42 operational system and from the parallel suite PS43 regional candidate that included the LSDA-O configuration running between mid-July and the start of December 2019. The surface and sub-surface runoff diagnostics were extracted for each system and used as input to an offline implementation of the JULES river routing scheme with a 30 min routing timestep and default flow parameters [44,45].



Observations from 139 of the UK National River Flow Archive (NRFA) Benchmark Network [46] subset of UK river flow gauges were used for this assessment as these are considered relatively free from anthropogenic influence and more suitable for characterising hydrological variability. The full data are released annually, and are available for all gauges up to the end of September 2019 only. This covers a relatively low flow period at the start of the OS42/PS42 assessment period. For 58 of these gauge locations, raw data from the Environment Agency data feed [47] was therefore used to assess the full period instead. For simplicity here, the hydrological simulation performance is assessed in terms of Nash-Sutcliffe Efficiency (NSE; [48]).



Figure 8a shows an illustrative time series at the Haw Bridge gauge location on the River Severn in southern England (marked in Figure 8b) of observed and simulated river flows using the OS42 (equivalent to daily-update) and PS43 (equivalent to LSDA-O) runoff inputs. There is a clear improvement to the simulated flows using the new system PS43 inputs relative to OS42. In this case, NSE for the OS42 input time series is less than -1, noting that a value less than zero indicates that the observed mean flow would be a better predictor that the simulation. By contrast, the PS43 result of 0.75 is comparable to other hydrological models and optimised JULES results previously obtained driven by an observations-based forcing [45]. In common with results at many other gauge locations, this can be attributed to a much-improved representation of the sub-surface runoff in PS43 relative to OS42. The OS42 (daily-update) system has unrealistically large soil moisture increments in lower levels, which leads to unrealistically high river flow predictions across much of the UK. This is substantially improved when simulating river flows from PS43 input runoffs (Figure 9b).



Results for all available gauge locations are summarised in Figure 9. This highlights the overall improvement to river flow predictions using PS43. NSE metrics were improved for PS43 relative to OS42 at 106 of 143 gauge locations, and values in excess of 0.5 were obtained for 28 gauges for PS43 compared to 17 gauges using OS42 inputs (noting that not all gauges have observations reported for the full assessment period). Where OS42 results are better than PS43, these generally occur where NSE from both simulations are well below zero and associated with generally low flow regions. Figure 9b highlights improved statistics that were generally obtained for catchments with larger flow volumes, and results are generally noisy where observed flows were closer to zero.



Note this analysis has not included any tuning or calibration of the river flow simulation, as the emphasis is to understand the impact of the adjustment to soil moisture state on river flow as a diagnostic metric. However, these results clearly highlight that the new regional LSDA brings substantial benefit for hydrological performance and offers the prospect for provision of a more integrated approach to hydro-meteorological prediction at regional scales in future.





4. Conclusions


The operational soil moisture LSDA system at the Met Office has been described for both global and regional applications. We use a Simplified Extended Kalman Filter and ingest pseudo-observations of screen temperature and humidity and satellite-derived soil wetness (ASCAT). The processing of observations in terms of quality control, interpolation, and bias correction is described for both observation types.



For the global model, a set of experiments is presented to assess the impact of LSDA in the overall performance of the NWP system. For this we run trials for two seasons, winter and summer, and assess the results against two truth types using the root mean squared error. Results show that LSDA provides an overall positive impact across hemispheres and seasons. Evaluation of the impact of the different observation types shows that their positive contribution depends on the area and season. Thus, assimilating both types provides a complementary combined benefit.



For the Regional model or UKV, a similar set of experiments is presented, where an additional benchmark of the previous operational regional NWP system is included. Comparison against 1.5 m observations of temperature and humidity shows that LSDA provides a neutral impact over winter and a mixed result for summer, where temperature is degraded, and specific humidity is improved when compared to the free-run. However, when using the previous operational system as a benchmark (daily-update) the performance in temperature is comparable and the humidity is improved. Similar to what was observed in the global, the combined use of both observations provides individual relevant contributions to the overall performance of LSDA-O. Comparing river flow predictions forced with output from the previous operational regional NWP system and the new LSDA outputs highlights a substantial improvement in the hydrological state and extends the assessment of the LSDA system beyond more traditional NWP-focused metrics. Such assessments should become a more integral part of operational system monitoring. This work also highlights that regional NWP with LSDA can provide useful hydrological information from an integrated and self-consistent atmosphere-land system. These results deemed LSDA-O as acceptable for inclusion in operations as of December 2019, opening the door for land modellers to evaluate and improve the physical behaviour of JULES, and bringing the potential to include future improvements within the LSDA scheme by improving the algorithm or including more observations.



The Met Office will continue to develop its LSDA systems in the future. First, we will investigate the current method for ASCAT bias correction and its role in the performance of the Global and UKV systems, particularly in summer. Next, we plan to expand the analysis vector to include more land variables, such as soil temperature and skin temperature. A more complete analysis vector has the potential benefit of providing consistent analysis increments across the land state. To this end, land surface temperature is becoming an observation type of great interest for NWP at the Met Office. In addition, we would like to explore satellite soil moisture observations such as the near real time neural net SMOS soil moisture product [49].
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Appendix A. Inverse Distance Weighting Algorithm


ASCAT soil wetness observations ϕi are interpolated to points xj on the UM grid using an inverse distance weighting (IDW) interpolation algorithm [50] in Equation (A1)


   x j  =    ∑ ​     ∅ i     r i a       ∑ ​   1   r i a      ,  



(A1)




where xj is the j-th target model grid point, ϕi is the i-th observation value and ri is the distance between ϕi and xj raised to the power a. Typically, the summation is performed over all observations available within a radius of influence around the model grid point to prevent the procedure from becoming too expensive computationally. We currently use 25 km as the radius of influence, which is twice the ASCAT product effective resolution. Larger values of parameter a result in observations far away having less overall impact in the summation. This exponent is a tuning parameter in our system and we currently use a = 1 for the global and a = 2 for the UKV. Distances ri are calculated using the great circle distance metric.



In order to improve computational efficiency, we have implemented a variation of the standard global search. The steps of the algorithm are outlined below.



	
First, the algorithm loops through the list of observations ϕi to determine which model grid points are affected by that observation (i.e., which model grid points have that observation in their radius of influence). At each iteration, the code:




	
Determines which model grid point is closest to ϕi. This can be done analytically for the global regular grid. For the UKV, ϕi is rotated to the UKV grid system of reference and the i-th and j-th positions are then found independently across x and y directions.



	
Loops in a region around that model grid point and determines which model grid points in its neighbourhood are affected by the observation ϕi (i.e., are within the radius of influence).



	
Stores the observation ID for ϕi at each model grid point in the neighbourhood if xj is affected by that observation; checks that the model and observation are matched only once.








	
Perform the interpolation by looping through each model grid point xj. At each iteration, the code:




	
Checks if xj is affected by an observation. If not, skips to next model grid point.



	
If a model grid point has any observations matched with it, loops through all observations that have been matched with it during step 1.c, and calculates the two sums in Equation (A1).











As implemented in the Met Office system, this algorithm relies on the fact that it is possible to efficiently calculate which is the nearest model grid point to an observation (step 1.a). Because this is possible, the procedure can avoid performing a global search; hence, computational efficiency is significantly improved.
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Figure 1. Soil moisture in the first 10 cm of soil for the (a) global and (b) UKV. Surface soil moisture analysis produced by the operational global (N1280) and regional experiment LSDA-O (UKV) LSDA systems for the first soil layer (10 cm thickness) on 31 July 2018 12Z. Units are soil moisture content [kg/m2]. 
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Figure 2. Winter forecasts compared to observations. Root mean squared errors or RMSE (panels a,c) in surface (1.5 m) temperatures (Kelvin) computed for global forecasts against ground-based SYNOP observations for all forecast ranges up to T+144 h. Shown in this figure are the control run without LSDA or open-loop (red) and the experiments: assimilation of pseudo-observations of screen-level temperature and humidity only (blue), assimilation of ASCAT only (green), and assimilation of both observation types (pink). Panels (b,d) show the RMSE difference between the control and the three experiments such that a negative result means improvement of the experiment over the control. Panels (a,b) are for the Northern hemisphere winter period, 1 December 2017 to 19 February 2018 (81 days). Panels (c,d) are for the Southern hemisphere, 15 July 2018 to 15 October 2018 (92 days). 
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Figure 3. As in Figure 2, but for the summer period of 1 July 2017 to 30 September 2017 (92 days) for the Northern hemisphere (panels a,b) and 1 December 2017 to 19 February 2018 (81 days) for the Southern hemisphere (panels c,d). 
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Figure 4. Winter F- EC analysis. Root mean squared errors or RMSE (panels a,c) in surface (1.5 m) temperatures (Kelvin) computed for global forecasts against the European Centre for Medium-Range Weather Forecasts (ECMWF) global analyses [43] for all forecast ranges up to T+144 h. Shown are the control run without LSDA or open-loop (red) and the experiments: assimilation of pseudo-observations of screen-level temperature and humidity only (blue), assimilation of ASCAT only (green) and assimilation of both observation types (pink). Panels (b,d) show the RMSE difference between the control and the three experiments such that a negative result means improvement of the experiment over the control. Panels a and b are for the Northern hemisphere winter period, 1 December 2017 to 19 February 2018 (81 days). Panels c and d are for the Southern hemisphere, 15 July 2018 to 15 October 2018 (92 days). 
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Figure 5. As in Figure 4, but for the summer period of 15 July 2018 to 15 October 2018 (92 days) for the Northern hemisphere (panels a,b) and 1 December 2017 to 19 February, 2018 (81 days) for the Southern hemisphere (panels c,d). 
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Figure 6. Winter forecasts from 1 December 2017 to 31 January 2018 compared to observations. Root mean squared errors or RMSE in surface (1.5 m) temperatures (Kelvin) (a) and in relative humidity (%) (c) computed for UKV forecasts against ground-based SYNOP observations for all forecast ranges up to T+36 h. Shown are the control run without LSDA or free-run (red), daily-update (yellow) and the experiments: assimilation of pseudo-observations of screen-level temperature and humidity only (blue), assimilation of ASCAT only (green) and assimilation of both observation types (pink). Panels (b,d) show the RMSE difference between the free-run and each of the daily-updates and the three experiments, such that a negative result means improvement of the experiment over the free-run. 
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Figure 7. Summer forecast from 1 July 2017 to 31 August 2017 compared to observations. Root mean squared errors or RMSE in surface (1.5 m) temperatures (Kelvin) (a) and in relative humidity (%) (c) computed for UKV forecasts against ground-based SYNOP observations for all forecast ranges up to T+36 h. Shown are the control run without LSDA or free-run (red), daily-update (yellow) and the experiments: assimilation of pseudo-observations of screen-level temperature and humidity only (blue), assimilation of ASCAT only (green) and assimilation of both observation types (pink). Panels (b) and (d) show the RMSE difference between the free-run and each of the daily-updates and the three experiments, such that a negative result means improvement of the experiment over the free-run. 
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Figure 8. (a) Comparison of observed daily mean river flow at the Haw Bridge gauge on the River Severn between 1 August and 1 December 2019, compared to simulated river flow using OS42 (blue) and PS43 (red) input runoffs. The Nash-Sutcliffe efficiency (NS) and bias metrics for each simulation are listed. (b) Monthly mean difference between simulated the river flow using PS43 and OS42 runoffs during November 2019. Blue regions show PS43 flows lower than OS42. Regions where differences are within ±0.5 m3s−1 are masked for clarity and flow differences plotted on top of a map of the river routing grid (black lines). The location of the Haw Bridge gauge is marked by the green circle. 






Figure 8. (a) Comparison of observed daily mean river flow at the Haw Bridge gauge on the River Severn between 1 August and 1 December 2019, compared to simulated river flow using OS42 (blue) and PS43 (red) input runoffs. The Nash-Sutcliffe efficiency (NS) and bias metrics for each simulation are listed. (b) Monthly mean difference between simulated the river flow using PS43 and OS42 runoffs during November 2019. Blue regions show PS43 flows lower than OS42. Regions where differences are within ±0.5 m3s−1 are masked for clarity and flow differences plotted on top of a map of the river routing grid (black lines). The location of the Haw Bridge gauge is marked by the green circle.
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Figure 9. (a) Map summarising Nash-Sutcliffe efficiency (NSE) metrics for comparisons between observed and simulated river flow using PS43 (LSDA-O) input runoffs. Filled symbols indicate locations where the PS43 NSE is improved relative to OS42 results. Unfilled symbols show where NSE for OS42 results were higher than for PS43. (b) Comparison of NSE for each river gauge for OS42 (blue) and PS43 (red) simulations, with the run for the best NSE achieved for each gauge shown as the shaded symbol and the other simulation result left unshaded. NSE = 0 (solid) and NSE = 0.5 (dashed) benchmarks are plotted. In both a) and b) circle symbols show results compared with observations available for the full four-month August to November 2019 assessment period, square symbols are relative to observations only available for the two-month August to September period. 
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Table 1. Description of the experiments. Names of the experiments refer to the initialisation of soil moisture. Free-run has no Land Surface Data Assimilation (LSDA) and soil moisture is cycled. The suffix in the LSDA experiments represent the ingested observations: “S” for screen observations, “A” for ASCAT and “O” (i.e., operations) ingests both S and A. Daily-update (UKV-only) is similar to the Free-run, but the soil moisture is initialised from the global soil moisture analysis at the 09Z cycle.
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	Experiment
	LSDA
	Screen Obs.
	ASCAT Obs.
	Model
	Notes





	Free-run
	No
	No
	No
	Global/UKV
	Control free run



	LSDA-S
	Yes
	Yes
	No
	Global/UKV
	Screen observations



	LSDA-A
	Yes
	No
	Yes
	Global/UKV
	ASCAT soil wetness



	LSDA-O
	Yes
	Yes
	Yes
	Global/UKV
	Current operational system (OS43)



	Daily-update
	No
	NA
	NA
	UKV only
	Old operational system (OS42)
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